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## Preface
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## Notation and conventions

Throughout the dissertation, the following conventions will be used. For two topological spaces $X$ and $Y$, we will write $X \cong Y$ to denote that $X$ and $Y$ are homeomorphic, and $X \simeq Y$ to denote that they are homotopy equivalent. Likewise, $f \simeq g$ means that the maps $f$ and $g$ are homotopic. For subsets, we will use $A \subset X$ when $A$ is any subset of $X$, and we will generally not make a distinction between points of $X$ and one-point subsets of $X$. The set difference of $X$ and $A$ will be written as $X-A$.

We will be working almost exclusively with topology in the complex numbers, so the disc $D \subset \mathbb{C}$ is the unit disc in the complex plane and $D_{p}$ is the unit disc in $\mathbb{C}^{p}$. The non-zero elements in $\mathbb{C}$ will be written as $\mathbb{C}^{*}=\mathbb{C}-0 . \mathrm{GL}_{m}(\mathbb{C})$ will denote the group of linear automorphisms of $\mathbb{C}^{m}$ and will be written as matrices with respect to the standard basis $e_{1}, \ldots, e_{m}$ of $\mathbb{C}^{m}$, defined by

$$
e_{i}=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
1 \\
0 \\
\vdots \\
0
\end{array}\right) \leftarrow i
$$

Since we are mainly concerned with algebraic topology, a space will occasionally be replaced with a homotopy equivalent one without mention. For example, $\mathrm{T}^{n}$ will denote both the complex units $\left(\mathbb{C}^{*}\right)^{n}$, the diagonal matrices in $\mathrm{GL}_{n}(\mathbb{C})$, and $\left(S^{1}\right)^{n}$
depending on context, and the punctured disc $D_{p}-0$ will sometimes be identified with the sphere $S^{2 p-1} \subset \mathbb{C}^{p}$. Likewise, we will not distinguish between the different models of the flag manifold of $\mathbb{C}^{m}$, given as $\mathrm{GL}_{m}(\mathbb{C}) / \mathrm{B}_{m} \cong \mathrm{U}_{m} / \mathrm{T}^{m} \cong \mathrm{SU}_{m} / \mathrm{T}^{m-1}$ with $\mathrm{B}_{m} \subset \mathrm{GL}_{m}(\mathbb{C})$ the upper (or lower) triangular matrices in $\mathrm{GL}_{m}(\mathbb{C}), \mathrm{T}^{m} \subset \mathrm{U}_{m}$ the diagonal matrices in the unitary group and $\mathrm{T}^{m-1} \subset \mathrm{SU}_{m}$ the diagonal matrices in the special unitary group.

Homology and cohomology groups will always be singular groups with integer coefficients. If a theorem is mentioned by name without a reference, it can be found in [Hat02].

We will use permutations a great deal. The permutations of the set $\{1, \ldots, m\}$ will be denoted $S_{m}$. These will be written as products of cycles, where we multiply by considering permutations as functions and then composing. For example, the permutation $\sigma \in S_{3}$ given by

$$
\begin{aligned}
& \sigma(1)=3, \\
& \sigma(2)=1, \\
& \sigma(3)=2,
\end{aligned}
$$

will be written as $\sigma=\left(\begin{array}{ll}1 & 3\end{array} 2\right)=\left(\begin{array}{ll}2 & 3\end{array}\right) \cdot\left(\begin{array}{ll}1 & 2\end{array}\right)$. For our purposes, it will be useful to occasionally consider a permutation as a matrix. We will do this by working with the standard basis, $e_{1}, \ldots, e_{m} \in \mathbb{C}^{m}$. An element $\sigma \in S_{m}$ then corresponds to the matrix defined by

$$
\sigma \cdot e_{i}=e_{\sigma(i)}
$$

So a permutation multiplied on a matrix from the left permutes the rows of the matrix.

## Résumé

I denne tekst behandler vi rum $Y_{m, n}(\sigma) \subset\left(\mathbb{C}^{m}\right)^{n}$, defineret ud fra en permutation $\sigma \in S_{m}$, og kvotienter af disse,

$$
X_{m, n}(\sigma)=Y_{m, n}(\sigma) / \mathrm{T}^{n}
$$

Disse rum har en masse pæne egenskaber, og vi bruger en del tid på at undersøge deres symmetrier, at studere deres topologi, og se på hvordan man kan bevæge sig mellem rummene. Specielt viser det sig at man kan danne $X_{m, n+1}(\sigma)$ ud fra $X_{m, n}(\tau)$ ved at betragte de rigtige permutationer $\tau \in S_{m}$. Denne observation fører til to vigtige værktøjer til at studere rummene med. For det første giver det en spektralfølge der gør at vi kan udregne kohomologi-grupperne for $X_{m, n+1}(\sigma)$ hvis vi kender dem for rummene $X_{m, n}(\tau)$, hvilket vi bruger til at udregne alle kohomologi-grupperne for rummet $X_{3,3}$. For det andet får vi en stabiliserings-afbildning

$$
s: X_{m, n} \rightarrow X_{m, n+1}
$$

der $g \not \varnothing r$ at vi kan tage en grænseværdi af rummene og ende med det uendelige rum $X_{m, \infty}$. Dette rum viser vi er ækvivalent til løkkerummet for den fuldstændige flagmangfoldighed $\mathrm{SU}_{m} / \mathrm{T}^{m-1}$, hvilket giver os en måde at studere løkkerummet ud fra de approksimerende rum $X_{m, n}$, men også tillader os at gå den anden vej og få information om $X_{m, n}$ ud fra løkkerummet. Denne ækvivalens bliver især studeret for $m=3$, og specielt er et af hovedresultaterne i kapitel 4 at vi for $n \geq k$ har en isomorfi mellem kohomologi-grupperne $H^{k}\left(X_{3, n}\right)$ og kohomologi-grupperne $H^{k}\left(\Omega\left(\mathrm{SU}_{3} / \mathrm{T}^{2}\right)\right)$.

En mere detaljeret gennemgang af indholdet i afhandlingen kan findes i den engelske introduktion.

## Abstract

This text treats spaces $Y_{m, n}(\sigma) \subset\left(\mathbb{C}^{m}\right)^{n}$, defined by a permutation $\sigma \in S_{m}$, and quotients of these spaces,

$$
X_{m, n}(\sigma)=Y_{m, n}(\sigma) / \mathrm{T}^{n}
$$

These spaces have a lot of very nice properties, and we will spend some time investigating various symmetries, studying their topology, and looking at how you can pass from one space to another. In particular, it turns out that you can build $X_{m, n+1}(\sigma)$ from the spaces $X_{m, n}(\tau)$ by looking at the right permutations $\tau \in S_{m}$. This leads to two important tools that can be used to study the spaces. Firstly, it gives us a spectral sequence that allows us to calculate the cohomology of $X_{m, n+1}(\sigma)$ if we know the cohomology of $X_{m, n}(\tau)$, which we apply to the space $X_{3,3}$ to give a full description of the cohomology. Secondly, we get a stabilisation map

$$
s: X_{m, n} \rightarrow X_{m, n+1}
$$

that allows us to take a limit and end up with the infinite version of the spaces, $X_{m, \infty}$. We show that this space is equivalent to the loop space of the complete flag manifold $\mathrm{SU}_{m} / \mathrm{T}^{m-1}$, which allows us to study the loop space by looking at the simpler approximating spaces $X_{m, n}$, but also allows us to get information about $X_{m, n}$ by studying the loop space. This equivalence is studied for $m=3$, and one of the main results of Chapter 4 is that for $n \geq k$ we get an isomorphism between the cohomology groups $H^{k}\left(X_{3, n}\right)$ and the cohomology groups $H^{k}\left(\Omega\left(\mathrm{SU}_{3} / \mathrm{T}^{2}\right)\right)$.

A more detailed description of the contents of the dissertation can be found in the introduction.

## Introduction

The spaces we will be working with were originally introduced in a very different form, which will briefly be described here. Though this is not used in the dissertation, it hints at a connection with algebraic geometry. Consider the Grassmann-manifold, consisting of $m$-dimensional subspaces of $\mathbb{C}^{m+n}$ :

$$
\operatorname{Gr}_{m}\left(\mathbb{C}^{m+n}\right)=\left\{V \subset \mathbb{C}^{m+n} \mid \operatorname{dim}_{\mathbb{C}}(V)=m\right\} .
$$

This has a natural map to the projective space

$$
P=\mathbb{P}\left(\Lambda^{m}\left(\mathbb{C}^{m+n}\right)\right),
$$

given by the Plücker embedding

$$
\begin{aligned}
\imath: \operatorname{Gr}_{m}\left(\mathbb{C}^{m+n}\right) & \rightarrow P \\
\operatorname{span}\left(v_{1}, v_{2}, \ldots, v_{m}\right) & \mapsto v_{1} \wedge v_{2} \wedge \cdots \wedge v_{m}
\end{aligned}
$$

Over $P$ we have the tautological bundle $H^{*} \rightarrow P$, consisting of pairs $(L, v)$ with $L \in P$ a line in $\Lambda^{m}\left(\mathbb{C}^{m+n}\right)$ and $v \in L$ a vector on the line. The dual of this bundle, $H$, consists of linear maps from $H^{*}$ to $\mathbb{C}$, and this has global sections given by picking out one of the coordinates of $v$. In our case, a coordinate is given by choosing $m$ numbers

$$
\left(i_{1}<i_{2}<\cdots<i_{m}\right) \subset\{1, \ldots, m+n\},
$$

and considering the coefficient of

$$
e_{i_{1}} \wedge e_{i_{2}} \wedge \cdots \wedge e_{i_{m}} \in \Lambda^{m}\left(\mathbb{C}^{m+n}\right)
$$

for the standard basis $e_{1}, \ldots, e_{m+n}$ on $\mathbb{C}^{m+n}$. So each set of indices $I$ defines a section

$$
\delta_{I}: P \rightarrow H .
$$

We will single out the coordinates defined by the index sets

$$
(i<i+1<\cdots<i+m-1)
$$

$i \in\{1, \ldots, m+n\}$, where we replace $k$ by $k-m-n$ if $k>m+n$. So we consider $m$ subseqeuent basis-vectors, taken cyclically. Each of these coordinates defines a section

$$
\delta_{i}: P \rightarrow H,
$$

so by tensoring them all together we get a section $\delta$ of the tensor bundle $H^{\otimes(m+n)}$ :

$$
\delta=\delta_{1} \otimes \delta_{2} \otimes \cdots \otimes \delta_{m+n}: P \rightarrow H^{\otimes(m+n)} .
$$

In $P$ we have subspaces $P_{I}$, given by considering the lines where the coordinate indexed by $I$ is zero. These are projective spaces, of dimension one less than $P$, and they exactly correspond to the inverse image $\delta_{I}^{-1}(0)$. We want to work with the open set $U=P-\delta^{-1}(0)$ where our chosen sections are all non-zero. If we use the Plücker embedding $\imath$, we get a vector bundle $E=\imath^{-1}\left(H^{\otimes(m+n)}\right)$ on $\mathrm{Gr}_{m}\left(\mathbb{C}^{m+n}\right)$, a section $\imath^{-1}(\delta): \operatorname{Gr}_{m}\left(\mathbb{C}^{m+n}\right) \rightarrow E$, and an open set $X=\imath^{-1}(U)$ in $\mathrm{Gr}_{m}\left(\mathbb{C}^{m+n}\right)$ that exactly corresponds to the points on which the section is non-zero. By considering how the embedding $\imath$ is defined, we can see that the elements of $X$ are the subspaces that have a basis $v_{1}, \ldots, v_{m}$ such that if we consider them as row vectors and calculate the determinants of $m$ subsequent columns, repeated cyclically, we always get a non-zero number. In symbols, this means

$$
D_{i}\left(v_{1}, \ldots, v_{m}\right)=\operatorname{det}\left(\begin{array}{cccc}
\left(v_{1}\right)_{i} & \left(v_{1}\right)_{i+1} & \ldots & \left(v_{1}\right)_{i+m-1} \\
\left(v_{2}\right)_{i} & \left(v_{2}\right)_{i+1} & \ldots & \left(v_{2}\right)_{i+m-1} \\
\vdots & \vdots & \ddots & \vdots \\
\left(v_{m}\right)_{i} & \left(v_{m}\right)_{i+1} & \ldots & \left(v_{m}\right)_{i+m-1}
\end{array}\right) \neq 0
$$

for all $i \in\{1, \ldots, m+n\}$. Since $D_{1}$ is non-zero, we can can choose a basis where the first $m$ columns are the identity matrix without affecting the span. If we want to preserve this property, we can only change the basis by scaling each column by a scalar. So our space $X$ can be represented by sequences of $n$ vectors,

$$
v_{1}, \ldots, v_{n} \in \mathbb{C}^{m}
$$

such that if we insert the identity matrix before and after the sequence,

$$
e_{1}, \ldots, e_{m}, v_{1}, \ldots, v_{n}, e_{1}, \ldots, e_{m}
$$

any $m$ subsequent vectors in this new sequence are linearly independent, and we have quotiented out by an action of the torus $\mathrm{T}^{n}$ given by letting the $i$ 'th coordinate of the torus act on $v_{i}$. This is the space $X_{m, n}$ described in Definition 17 .

The spaces were originally studied in a slightly simpler form by my advisor, Marcel Bökstedt. He looked at sequences of vectors $\left(v_{1}, \ldots, v_{n}\right)$ in $\mathbb{C}^{2}$, with the requirement that $v_{i}$ and $v_{i+1}$ are linearly independent, that the first entry of $v_{1}$ is non-zero, and either the first or the second entry of $v_{n}$ is non-zero as well. Using the notation introduced in this thesis, these are the spaces $Y_{2, n}$ or $Y_{2, n}((12))$ from Definition 8 . Taking a quotient of the action

$$
\begin{aligned}
\mathrm{T}^{n} \times Y_{2, n}(\sigma) & \rightarrow Y_{2, n}(\sigma) \\
\left(\lambda_{1}, \ldots, \lambda_{n}\right) \cdot\left(v_{1}, \ldots, v_{n}\right) & =\left(\lambda_{1} v_{1}, \ldots, \lambda_{n} v_{n}\right),
\end{aligned}
$$

we end up with the spaces referred to as $X_{2, n}(\sigma)$ in Definition 17. He then showed that $Y_{2, n}$ was covered by the spaces $Y_{2, n-1} \times \mathrm{T}^{2}$ and $Y_{2, n-1}((12)) \times \mathrm{T}$, giving inclusion maps

$$
s: Y_{2, n-1} \cong Y_{2, n-1} \times\{(1,1)\} \rightarrow Y_{2, n}
$$

By using the Mayer-Vietoris sequence for the cover, and the corresponding cover of $X_{2, n}$, he proved the following theorem.

Theorem 1. The space $X_{2, n}$ has homology groups

$$
H_{q}\left(X_{2, n}\right) \cong \begin{cases}\mathbb{Z} & 0 \leq q \leq n \\ 0 & \text { otherwise }\end{cases}
$$

The inclusion

$$
s: X_{2, n-1} \rightarrow X_{2, n}
$$

is an isomorphism on homology when the degree $i s \leq n-1$.
The homology of $X_{2, n}$ consists of a copy of the integers in all degrees up to $n$, so when $n$ is large it looks like the homology groups of the loop space $\Omega\left(\mathrm{SU}_{2} / \mathrm{T}\right)$, which has a copy of the integers in each degree. We can define a map from $X_{2, n}$ to the loop space by sending $\left(v_{1}, \ldots, v_{n}\right)$ to the path given by connecting up the matrices

$$
\text { Id } \rightsquigarrow\left(e_{2}, v_{1}\right) \rightsquigarrow\left(v_{1}, v_{2}\right) \rightsquigarrow \cdots \rightsquigarrow \mathrm{Id},
$$

and it turns out that this map is an isomorphism on homology when the groups are non-zero.

The aim of this dissertation is to extend some of these results to $X_{m, n}, m>2$, with a focus on cohomology instead of homology. The cohomology groups become much harder to calculate when $m>2$, since the Mayer-Vietoris sequence that was used for $X_{2, n}$ does not give enough information. Instead we have to cover $X_{m, n}$ with several subspaces, which means we have to use spectral sequences to compute the cohomology groups and this leads to increased complexity. However, it is still possible to prove that $X_{m, n}$ approximates the loop space $\Omega\left(\mathrm{SU}_{m} / \mathrm{T}^{m-1}\right)$ when $n$ is large, which is the content of Theorem 30. This approximation allows us to compute $H^{q}\left(X_{3, n}\right)$ when $n \geq q$, as is done in Theorem 34 .

The thesis starts with a short introduction to some of the tools and subjects that will be required in the following chapters, contained in Chapter 1. Each section consists of a brief description of a subject, with references to important theorems needed for our purposes. The topics that are covered are spectral sequences, loop spaces, flags, and Coxeter groups, and since it is not possible to give a full overview of any of these in a couple of pages, every section also contain references to literature with a more extensive coverage.

In Chapter 2, we give a description of the spaces we will be working with, first introducing subspaces $Y_{m, n}(\sigma)$ of $\left(\mathbb{C}^{m}\right)^{n}$, which depend on permutations $\sigma \in S_{m}$, and then quotienting out with an action of the complex torus $\mathrm{T}^{n}=\left(\mathbb{C}^{*}\right)^{n}$, giving the spaces $X_{m, n}(\sigma)$ that we will mostly be working with. We show that these spaces are non-empty when $n$ is large enough, and we spend some time working out how the space $Y_{m, n}(\sigma)$ can be built from the spaces $Y_{m, n-1}(\tau)$, and exactly which permutations $\tau$ are necessary to do this in Theorem 20. This allows us to take a limit, and gives us the spaces $Y_{m, \infty}(\sigma)$ and $X_{m, \infty}(\sigma)$. We end with a very brief discussion of the spaces we get when we replace the complex numbers with the reals or quaternions.

Chapter 3 starts with a description of a spectral sequence that will be used extensively. This allows us to compute the cohomology of the space $Y_{m, n}(\sigma)$ from the cohomology of the spaces $Y_{m, n-1}(\tau)$ that it is built from. We immediately use this spectral sequence to work out the first cohomology group of both $Y_{m, n}$ and $X_{m, n}$ for all $m$ and $n$. The rest of the chapter is spent doing computations with the spectral sequence for the spaces $Y_{3,3}$ and $X_{3,3}$, ending with a complete description of the cohomology groups for these spaces.

The following chapter, Chapter 4, studies the limit spaces $X_{m, \infty}(\sigma)$ in detail. We start by showing that they are homotopy equivalent to the loop space $\Omega\left(\mathrm{SU}_{m} / \mathrm{T}^{m-1}\right)$, which gives us the cohomology of the limit space. The proof does not depend on working over the complex numbers, so it easily carries over to the real and quaternionic cases. We then give a brief mention of other ways we could define the limit space, which are
all equivalent from a homotopy theoretic standpoint. By working with one of these other stabilisations of $X_{3, n}(\sigma)$, we get Theorem 34 that tells us when the cohomology groups of $X_{3, n}(\sigma)$ stabilise to the cohomology groups of $X_{3, \infty}(\sigma)$.

The thesis concludes with a brief description of the open questions still remaining, contained in Chapter 5. These are questions that have been raised during the last parts of the project and thus have not been studied in detail, as well as small ideas for how the results could be applied to the free loop space instead of the space of based loops considered in the thesis.

## 1 Preliminaries

The purpose of this chapter is to give a brief introduction to some important topics, most importantly spectral sequences and loop spaces. Spectral sequences are an important tool in algebraic topology and can be considered a generalisation of long exact sequences, while loop spaces are a class of spaces that appear naturally when considering the spaces that will be studied in this thesis. The following pages will collect some basic info and state the results that are of interest in next chapters, while providing references for proofs and further information. The chapter also includes a very brief introduction to flags and Coxeter groups, to give enough information for the small part these two subjects will play in the main text.

### 1.1 Spectral sequences

A spectral sequence, as we will be using them, is a tool for computing the cohomology groups of a topological space, $X$, by considering an increasing sequence of subspaces

$$
X_{0} \subset X_{1} \subset X_{2} \subset \cdots \subset X
$$

with the union covering all of $X$,

$$
X=\bigcup_{i} X_{i} .
$$

An example that most people should be familiar with is the long exact sequence of a pair, where we have a single subspace $A \subset X$ and try to compute the cohomology of $X$ from the cohomology of $A$ and the cohomology of the pair $(X, A)$. Another simple example is the case where there are two subspaces,

$$
X=A \cup B,
$$

in which case the cohomology of $X$ can often be computed from the cohomology of $A, B$ and $A \cap B$ by using the Mayer-Vietoris sequence. This generalises to a spectral sequence to compute the cohomology of $X$ by working with an abitrary covering. As might be expected, since spectral sequences work more generally they also carry a corresponding increase in complexity when using them for calculations. In the following section we will focus on the specific case that we will be using in this text. For a general introduction to the subject, see either [Hat04] or [McC01].

## The spectral sequence of a filtration

Consider a space $X$ with a filtration, an increasing sequence of subspaces that cover $X$ :

$$
X_{0} \subset X_{1} \subset X_{2} \subset \cdots \subset X_{k}=X
$$

All of the following can be modified to work if the filtration is not finite, but we will not need this here. We will augment the filtration by defining additional subspaces,

$$
X_{s}= \begin{cases}\emptyset & s \leq-1 \\ X & s \geq k+1\end{cases}
$$

With such a sequence, we can consider the relative cohomology groups

$$
E_{1}^{p, q}=H^{p+q}\left(X_{p}, X_{p-1}\right),
$$

and the differentials between them coming from the long exact sequence of the triple $\left(X_{p+1}, X_{p}, X_{p-1}\right)$ :

$$
d_{1}: E_{1}^{p, q}=H^{p+q}\left(X_{p}, X_{p-1}\right) \rightarrow H^{p+q+1}\left(X_{p+1}, X_{p}\right)=E_{1}^{p+1, q}
$$

This map factors as the composition of an inclusion of $X_{p}$ into the pair ( $X_{p}, X_{p-1}$ ) and the boundary map of the pair $\left(X_{p+1}, X_{p}\right)$,

$$
d_{1}: H^{p+q}\left(X_{p}, X_{p-1}\right) \xrightarrow{\jmath^{*}} H^{p+q}\left(X_{p}\right) \xrightarrow{\delta} H^{p+q+1}\left(X_{p+1}, X_{p}\right),
$$

and in particular we get that the composition of two such maps,

$$
d_{1} \circ d_{1}=\delta \circ \jmath^{*} \circ \delta \circ \jmath^{*}
$$

must be zero since the composition $\jmath^{*} \circ \delta$ is zero by the long exact seuqence of the pair $\left(X_{p+1}, X_{p}\right)$. So we can compute the homology of these groups and get new groups,

$$
E_{2}^{p, q}=\operatorname{ker} d_{1} / \operatorname{im} d_{1} .
$$

More surprisingly, we can also find new maps

$$
d_{2}: E_{2}^{p, q} \rightarrow E_{2}^{p+2, q-1}
$$

that make these new groups into a chain complex, allowing us to form

$$
E_{3}^{p, q}=\operatorname{ker} d_{2} / \operatorname{im} d_{2}
$$

This process can be continued, giving a sequence of groups and maps

$$
d_{r}: E_{r}^{p, q} \longrightarrow E_{r}^{p+r, q-r+1}
$$

where the composition $d_{r} \circ d_{r}$ is zero and $E_{r}^{p, q}$ is formed by taking the homology of $E_{r-1}^{p, q}$ with respect to the map $d_{r-1}$. Since we have $E_{r}^{p, q}=0$ for $p<0$ or $p>k$, these maps will always go either to or from a zero group when $r>k$, and hence the groups $E_{r}^{p, q}$ will not change when we increase $r$. This allows us to define the stable groups $E_{\infty}^{p, q}$ as these $r$-independent groups. The following theorem relates them to the cohomology groups of $X$ that we are interested in calculating.

Theorem 2. Given a filtration $\left\{X_{s}\right\}$ of a topological space $X$ as above, there is a sequence of abelian groups $E_{r}^{p, q}$ and maps

$$
d_{r}: E_{r}^{p, q} \rightarrow E_{r}^{p+r, q-r+1}
$$

that satisfy the following:

- The first groups are

$$
E_{1}^{p, q}=H^{p+q}\left(X_{p}, X_{p-1}\right)
$$

and the map $d_{1}$ is the boundary map of the triples $\left(X_{p+1}, X_{p}, X_{p-1}\right)$.

- The composition $d_{r} \circ d_{r}$ is zero and

$$
E_{r+1}^{p, q}=\operatorname{ker} d_{r} / \operatorname{im} d_{r}
$$

computed at $E_{r}^{p, q}$.

- There is a filtration of the n'th cohomology group of $X$,

$$
0 \subset F_{n}^{n} \subset \cdots \subset F_{0}^{n}=H^{n}(X)
$$

with the limit groups $E_{\infty}^{p, n-p}$ isomorphic to the quotients

$$
E_{\infty}^{p, n-p} \cong F_{p}^{n} / F_{p+1}^{n}
$$

This theorem is a combination of Proposition 1.2 and Theorem 1.14 in [Hat04], and the proof can be found there as well. Assuming we can compute the spectral sequence, the group $H^{n}(X)$ can then be found by solving extension problems of the form

$$
0 \rightarrow F_{p+1}^{n} \rightarrow F_{p}^{n} \rightarrow E_{\infty}^{p, n-p} \rightarrow 0
$$

starting from the short exact sequence

$$
0 \rightarrow E_{\infty}^{n, 0} \rightarrow F_{n-1}^{n} \rightarrow E_{\infty}^{n-1,1} \rightarrow 0
$$

For example, if we have that the groups $E_{\infty}^{p, n-p}$ are free for all $p$, the short exact sequences always split and $H^{n}(X)$ is isomorphic to the direct sum of these groups,

$$
H^{n}(X) \cong \bigoplus_{p} E_{\infty}^{p, n-p}
$$

### 1.2 Loop spaces

Throughout this section, every topological space will have a distinguished basepoint. We will be looking a spaces of loops, consiting of maps from the circle to a given space $X$, preserving the basepoint. For a general introduction to loop spaces, consult e.g. [Mil63, Part 3] or [May99, Section 8.2]. The results in this section are taken from [Mil63] and the proofs can be found there as well.

Definition 3. If $X$ is a topological space with basepoint $* \in X$, the loop space $\Omega(X)$ is the space of based maps from the cicle to $X$,

$$
\Omega(X)=\left\{\gamma:\left(S^{1}, 1\right) \rightarrow(X, *)\right\}=\{\gamma:[0,1] \rightarrow X \mid f(0)=f(1)=*\}
$$

We equip this set with the compact-open topology, so for a compact set $K \subset S^{1}$ and an open set $U \subset X$, we get an open subset of the loop space consisting of functions mapping $K$ to $U$,

$$
V(K, U)=\{\gamma \in \Omega(X) \mid \gamma(K) \subset U\}
$$

The collection of all such sets form a subbase for the compact-open topology on $\Omega(X)$.

We will only worry about the case where $X$ is a Riemannian manifold, so it comes equipped with a Riemannian metric $g$ and an induced topological metric $d$. In this case, the compact-open topology is induced by the metric

$$
d^{*}\left(\gamma, \gamma^{\prime}\right)=\max _{t} d\left(\gamma(t), \gamma^{\prime}(t)\right)
$$

so two loops are close in $\Omega(X)$ when the points $\gamma(t)$ and $\gamma^{\prime}(t)$ are close for each $t$. By [Mil63, Theorem 17.1], this is homotopy equivalent to the space of piecewise smooth loops in $X$, and we will generally work with this space instead. The proof will not be repeated here, but there is a construction in the proof that deserves a mention. For an open cover $\left\{X_{\alpha}\right\}_{\alpha \in I}$ of $X$, we define subsets of the loop space by requiring that the loops are piecewise contained in a set in the cover,
$\Omega_{k}(X)=\left\{\gamma \in \Omega(X) \mid\right.$ For each $j \leq 2^{k}, \gamma_{\left[\left[\frac{j-1}{2^{k}}, \frac{j}{2^{k}}\right]\right.}$ is contained in $X_{\alpha}$ for some $\alpha$. $\}$.
This gives an increasing sequence of open subsets of $\Omega(X)$ that cover the entire space. In particular, a compact subset of $\Omega(X)$ will be contained in $\Omega_{k}(X)$ for some $k$. By defining a cover of $X$ with good properties, we will be able to work exclusively with loops where we have some control over their behaviour.

Note that instead of considering loops, we could also consider the space of paths between two points $p, q \in X$, given by

$$
\Omega(X, p, q)=\{\gamma:[0,1] \rightarrow X \mid \gamma(0)=p, \gamma(1)=q\}
$$

But by composing such a path with a fixed path $\alpha$ from $q$ to $p$, we end up with a loop at $p$. If we compose a loop at $p$ with the path from $p$ to $q$ given by running $\alpha$ in reverse, we get a path from $p$ to $q$, and the composition of these two operations is homotopic to the identity. This shows that all such spaces are homotopy equivalent, so we will not make a major distinction between them.

### 1.3 Flags

To ease some arguments, we will need the concept of a flag in a finite dimensional vector space. In an $m$-dimensional vector space $V$, a flag is an increasing sequence of subspaces of $V$,

$$
V_{1} \subset V_{2} \subset \cdots \subset V_{m}=V,
$$

with the dimension of $V_{i}$ equal to $i$. So the dimension of each subspace is one greater than the last. Note that if we pick a non-zero vector $v_{1}$ in $V_{1}$, another (non-zero) vector $v_{2}$ in $V_{2}-V_{1}$, and continue picking $v_{i}$ in $V_{i}-V_{i-1}$, we end up with $m$ linearly independent vectors. This allows us to construct a matrix in GL $(V)$ as

$$
\left[v_{1}, \ldots, v_{m}\right]
$$

and we can recover the flag from the matrix by taking

$$
\begin{aligned}
V_{1} & =\operatorname{span}\left(v_{1}\right) \\
V_{2} & =\operatorname{span}\left(v_{1}, v_{2}\right) \\
& \vdots \\
V_{m} & =\operatorname{span}\left(v_{1}, \ldots, v_{m}\right)
\end{aligned}
$$

Likewise, we could take the span of the columns starting from $v_{m}$ and working backwards to get another flag.

Definition 4. Given an invertible matrix $A=\left[v_{1}, \ldots, v_{m}\right]$, the left flag of $A$ is

$$
\mathrm{Fl}_{\mathrm{L}}(A)=\left(\operatorname{span}\left(v_{1}\right) \subset \operatorname{span}\left(v_{1}, v_{2}\right) \subset \ldots \subset \operatorname{span}\left(v_{1}, \ldots, v_{m}\right)=V\right)
$$

The right flag of $A$ is defined similarly as

$$
\mathrm{Fl}_{\mathrm{R}}(A)=\left(\operatorname{span}\left(v_{m}\right) \subset \operatorname{span}\left(v_{m-1}, v_{m}\right) \subset \ldots \subset \operatorname{span}\left(v_{1}, \ldots, v_{m}\right)=V\right)
$$

Note that we could multiply any column of $A$ by a non-zero scalar and we would end up with the same flag. Likewise, if we replace $v_{j}$ by $v_{j}+\lambda v_{i}$ for a scalar $\lambda$ and indices $j>i$, we do not change the left flag of $A$. The right flag is unchanged by doing the same operation with $j<i$. In particular, these operations correspond to multiplying with a lower-triangular matrix $L$ for the right flag, or an upper-triangular matrix $U$ for the left flag, giving the identities

$$
\begin{aligned}
& \mathrm{Fl}_{\mathrm{R}}(L \cdot A)=\mathrm{Fl}_{\mathrm{R}}(A), \\
& \mathrm{Fl}_{\mathrm{L}}(A \cdot U)=\mathrm{Fl}_{\mathrm{L}}(A) .
\end{aligned}
$$

The cases that will be of most importance to us is when $A$ is a permutation matrix. Writing these out for future use, we get

$$
\mathrm{Fl}_{\mathrm{R}}(L)=\mathrm{Fl}_{\mathrm{R}}(\mathrm{Id})
$$

when $A$ is the identity, and

$$
\mathrm{Fl}_{\mathrm{L}}(\sigma \cdot U)=\mathrm{Fl}_{\mathrm{L}}(\sigma)
$$

for a general permutation $\sigma \in S_{m}$.

### 1.4 Coxeter groups

The final subject to be introduced is Coxeter groups and the Bruhat order. For a proper introduction, consult either [BB05] or [Hil82].

Definition 5. A Coxeter group is a group $W$ along with a set of generators $S$, where all $s \in S$ have order two. The generators are only allowed to have relations of the form

$$
\left(s s^{\prime}\right)^{m\left(s, s^{\prime}\right)}=\mathrm{Id}
$$

for some function $m: S \times S \rightarrow \mathbb{N} \cup\{\infty\}$, with $m(s, s)=1$ and $m\left(s, s^{\prime}\right) \geq 2$ for $s \neq s^{\prime}$.
An important property of Coxeter groups is that any element $w \in W$ can be written as a reduced product,

$$
w=s_{1} s_{2} \ldots s_{k},
$$

where $k=\ell(w)$ is minimal. This number is called the length of $w$. It is a theorem, see for example [BB05, Chapter 1.5], that any two reduced products of $w$ can be obtained from each other by using braid moves of the form

$$
s s^{\prime} s s^{\prime} \ldots s s^{\prime}=s^{\prime} s s^{\prime} s \ldots s^{\prime} s
$$

where each side of the equality has $m\left(s, s^{\prime}\right)$ elements. Another important property is that any expression of an element $w$ as a product of generators contains a reduced product for $w$, obtained by deleting an even number of the generators. With more
work, it is possible to show that products of generators are unique up to using braid moves and inserting or deleting the identity in the product as $s^{2}$.

Our primary example of a Coxeter group will be the symmetric group $S_{m}$. The generators of $S_{m}$ as a Coxeter group are the simple transpositions, which are the elements

$$
\{(12),(23), \ldots,(m-1 m)\}
$$

The length of $\sigma$ is the minimal number of simple transpositions needed to write $\sigma$, which is the same as the number of inversions of $\sigma$,

$$
\ell(\sigma)=|\{(i, j) \mid 1 \leq i<j \leq m, \sigma(i)>\sigma(j)\}| .
$$

Coxeter groups show up in various places, but we will require two properties. The first is that the symmetric group is the Weyl group of $\mathrm{GL}_{m}(\mathbb{C})$, which for our purposes means that it is a Coxeter group and if we let $\mathrm{B}^{U}$ denote the upper-triangular matrices in $\mathrm{GL}_{m}(\mathbb{C})$, there is a Bruhat decomposition,

$$
\mathrm{GL}_{m}(\mathbb{C})=\bigcup_{\sigma \in S_{m}} \mathrm{~B}^{U} \cdot \sigma \cdot \mathrm{~B}^{U}
$$

Note that this is a disjoint union. For a proof of this, see [Hil82, Theorem 4.3]. We would prefer to change this slightly, which is done by considering the element $\sigma_{0}$ in $S_{m}$ defined by

$$
\sigma_{0}(k)=m+1-k .
$$

This element is its own inverse, which gives us

$$
\begin{aligned}
\mathrm{GL}_{m}(\mathbb{C})=\sigma_{0} \cdot \mathrm{GL}_{m}(\mathbb{C}) & =\bigcup_{\sigma \in S_{m}} \sigma_{0} \cdot \mathrm{~B}^{U} \cdot \sigma \cdot \mathrm{~B}^{U} \\
& =\bigcup_{\sigma \in S_{m}} \sigma_{0} \cdot \mathrm{~B}^{U} \cdot \sigma_{0}^{2} \cdot \sigma \cdot \mathrm{~B}^{U} \\
& =\bigcup_{\sigma \in S_{m}} \mathrm{~B}^{L} \cdot \sigma_{0} \cdot \sigma \cdot \mathrm{~B}^{U} \\
& =\bigcup_{\sigma \in S_{m}} \mathrm{~B}^{L} \cdot \sigma \cdot \mathrm{~B}^{U}
\end{aligned}
$$

This is essentially the same theorem, but we have replaced the first copy of the uppertriangular matrices $\mathrm{B}^{U}$ with lower-triangular matrices $\mathrm{B}^{L}$, by conjugating with $\sigma_{0}$.

The second property is that Coxeter groups come equipped with a partial order, called the Bruhat order.

Definition 6. The Bruhat order on the Coxeter group $W$ with generators $S$ is the transitive closure of the relation

$$
u \rightarrow v \Longleftrightarrow \ell(u)<\ell(v) \text { and } u^{-1} v \in \bigcup_{w \in W} w \cdot S \cdot w^{-1}
$$

So we say that $w \leq w^{\prime}$ if there is a sequence of elements in $W$ with

$$
w \rightarrow w_{1} \rightarrow w_{2} \rightarrow \cdots \rightarrow w_{k} \rightarrow w^{\prime}
$$

This ordering will show up in Theorem 21. The condition on $u^{-1} v$ is usually the one to check when we want to find out if two elements are comparable, since if this is satisfied we only need to check the lengths of $u$ and $v$ to find out if $u \rightarrow v$ or $v \rightarrow u$ holds. We will show a quick example to see how the order works. Take the two permutations (12 3) and (23) in $S_{3}$. These are comparable, since

$$
(23)^{-1} \cdot(123)=(13)=(23)(12)(23)
$$

The minimum number of simple transpositions needed to write (123) as a product is two, namely

$$
(123)=\left(\begin{array}{ll}
1 & 2
\end{array}\right) \cdot(23),
$$

while (2 3) is already written as a product with a single factor. This shows

$$
\ell((23))=1<2=\ell\left(\left(\begin{array}{ll}
1 & 2
\end{array} 3\right)\right),
$$

and we get the relation $(23) \rightarrow(123)$, showing $(23) \leq(123)$ in the Bruhat order. On the other hand, (12) and (23) are not comparable since they are both of length one.

To illustrate the ordering, we can draw a diagram of $S_{3}$ where the arrows denotes the relation $\sigma \rightarrow \tau$, and $\sigma \leq \tau$ exactly when we can follow a path from $\sigma$ to $\tau$ in the diagram:


## 2 Spaces of linearly independent vectors

In this chapter we will introduce the spaces that will be studied in the rest of the document, and collect various useful results.

### 2.1 Spaces

Before we can define the spaces that we will be working with, it will be helpful to define an approximation to them.

Definition 7. For natural numbers $m$ and $n$, the space $Y_{m, n} \subset\left(\mathbb{C}^{m}\right)^{n}$ is

$$
Y_{m, n}=\left\{\begin{array}{l|c}
\left(a_{1}, \ldots, a_{n}\right) \in\left(\mathbb{C}^{m}\right)^{n} & \begin{array}{c}
\text { Any } m \text { subsequent vectors in } \\
\left(e_{1}, \ldots, e_{m}, a_{1}, \ldots, a_{n}, e_{1}, \ldots, e_{m}\right) \\
\text { are linearly independent. }
\end{array}
\end{array}\right\}
$$

where $e_{1}, \ldots, e_{m} \in \mathbb{C}^{m}$ denotes the standard basis vectors.
We will switch between considering $\left(a_{1}, \ldots, a_{n}\right) \in Y_{m, n}$ as an ordered sequences of linearly independent vectors and an $m \times n$ matrix $\left[a_{1}, \ldots, a_{n}\right]$ as needed and without mention. We can replace the standard basis that appears in the definition of $Y_{m, n}$ with any collection of linearly independent vectors and get similarly defined spaces:

Definition 8. For two invertible matrices $X$ and $Y$ in $\mathrm{GL}_{m}(\mathbb{C})$, the space $Y_{m, n}(X, Y) \subset\left(\mathbb{C}^{m}\right)^{n}$ is

$$
Y_{m, n}(X, Y)=\left\{\begin{array}{l|l}
\left(a_{1}, \ldots, a_{n}\right) \in\left(\mathbb{C}^{m}\right)^{n} & \begin{array}{c}
\text { Any } m \text { subsequent vectors in } \\
\left(x_{1}, \ldots, x_{m}, a_{1}, \ldots, a_{n}, y_{1}, \ldots, y_{m}\right) \\
\text { are linearly independent. }
\end{array}
\end{array}\right\}
$$

where $\left(x_{1}, \ldots, x_{m}\right)$ and $\left(y_{1}, \ldots, y_{m}\right)$ are the column vectors of $X$ and $Y$ respectively.
There are two special cases that will be important. If both $X$ and $Y$ are the identity-matrix, we get the previously defined spaces,

$$
Y_{m, n}=Y_{m, n}(\mathrm{Id}, \mathrm{Id})
$$

When $X$ is the identity-matrix, we will usually omit it from the notation and instead write

$$
Y_{m, n}(Y)=Y_{m, n}(\mathrm{Id}, Y)
$$

We could also define $Y_{m, n}(X, Y)$ as the pre-image of the open set $\left(\mathbb{C}^{*}\right)^{m+n-1}$ in $\mathbb{C}^{m+n-1}$ under the continuous map $\operatorname{Det}_{X, Y}$ that calculates determinants of subsequent
vectors:

$$
\begin{aligned}
\operatorname{Det}_{X, Y}:\left(\mathbb{C}^{m}\right)^{n} \rightarrow & \mathbb{C}^{m+n-1} \\
\operatorname{Det}_{X, Y}\left(a_{1}, \ldots, a_{n}\right)= & \left(\operatorname{det}\left(x_{2}, \ldots, x_{m}, a_{1}\right)\right. \\
& \operatorname{det}\left(x_{3}, \ldots, x_{m}, a_{1}, a_{2}\right) \\
& \vdots \\
& \left.\operatorname{det}\left(a_{n}, y_{1}, \ldots, y_{m-1}\right)\right)
\end{aligned}
$$

This shows that $Y_{m, n}(X, Y)$ is an open subset of $\left(\mathbb{C}^{m}\right)^{n}$. Another important feature of $Y_{m, n}(X, Y)$ is that it does not really depend on the particular matrices $X$ and $Y$, but only on the two flags in $\mathbb{C}^{m}$ defined from the columns:

$$
\begin{aligned}
& \mathrm{Fl}_{\mathrm{R}}(X)=\left(\operatorname{span}\left(x_{m}\right) \subset \operatorname{span}\left(x_{m-1}, x_{m}\right) \subset \ldots \subset \mathbb{C}^{m}\right) \\
& \mathrm{Fl}_{\mathrm{L}}(Y)=\left(\operatorname{span}\left(y_{1}\right) \subset \operatorname{span}\left(y_{1}, y_{2}\right) \quad \subset \ldots \subset \mathbb{C}^{m}\right)
\end{aligned}
$$

This is because we are considering linear independence of the vectors

$$
\left(x_{1}, \ldots, x_{m}, a_{1}, \ldots, a_{n}, y_{1}, \ldots, y_{n}\right)
$$

and if $\left(a_{1}, \ldots, a_{k}\right)$ is a collection of linearly independent vectors of $\mathbb{C}^{m}$, then the vectors $\left(x_{k+1}, \ldots, x_{m}, a_{1}, \ldots, a_{k}\right)$ are linearly independent if and only if $a_{1}$ is not in the subspace spanned by $\left(x_{k+1}, \ldots, x_{m}\right), a_{1}$ and $a_{2}$ are not in the subspace spanned by $\left(x_{k+2}, \ldots, x_{m}\right)$ and so forth. The same argument can be applied to the columns of $Y$.

At first glance it looks like we are considering a huge collection of spaces, but most of them are indistinguishable topologically, as the following lemma shows.

Lemma 9. For $X, Y \in \mathrm{GL}_{m}(\mathbb{C})$, there exists a unique permutation $\sigma \in S_{m}$ such that the space $Y_{m, n}(X, Y)$ is homeomorphic to $Y_{m, n}(\sigma)$.

Proof. Since $X$ is invertible it preserves linear independence of vectors, and we get a homeomorphism

$$
\begin{aligned}
Y_{m, n}(X, Y) & \rightarrow Y_{m, n}\left(\operatorname{Id}, X^{-1} Y\right) \\
\left(a_{1}, \ldots, a_{m}\right) & \mapsto\left(X^{-1} a_{1}, \ldots, X^{-1} a_{m}\right)
\end{aligned}
$$

The matrix $X^{-1} Y$ is invertible, and by using the Bruhat-decomposition of $\mathrm{GL}_{m}(\mathbb{C})$, as in Section 1.4, we can write it uniquely as a product

$$
X^{-1} Y=L \sigma U
$$

where $L$ is lower-triangular, $U$ is upper-triangular, and $\sigma$ is a permutation. Hence we get a homeomorphism,

$$
Y_{m, n}(X, Y) \cong Y_{m, n}\left(L^{-1}, \sigma U\right)
$$

But by the remark above, the space $Y_{m, n}\left(L^{-1}, \sigma U\right)$ only depends on the flags

$$
\begin{aligned}
\mathrm{Fl}_{\mathrm{R}}\left(L^{-1}\right) & =\mathrm{Fl}_{\mathrm{R}}(\mathrm{Id}) \\
\mathrm{Fl}_{\mathrm{L}}(\sigma U) & =\mathrm{Fl}_{\mathrm{L}}(\sigma)
\end{aligned}
$$

So $Y_{m, n}\left(L^{-1}, \sigma U\right)$ is the same space as $Y_{m, n}(\sigma)$.

Due to this, we will almost exclusively consider the spaces $Y_{m, n}(\sigma)$ throughout the text. To get a feel for the spaces, we will now work with some simple examples and compute their cohomology.

Example 10. The space $Y_{m, 1}$ is homeomorphic to $\left(\mathbb{C}^{*}\right)^{m}$, since

$$
\left(\begin{array}{ccccccccc}
1 & 0 & \ldots & 0 & \lambda_{1} & 1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 & \lambda_{2} & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1 & \lambda_{m} & 0 & 0 & \ldots & 1
\end{array}\right)
$$

has linearly independent columns if and only if all the scalars $\lambda_{1}, \ldots, \lambda_{m}$ are invertible. The cohomology is

$$
H^{q}\left(Y_{m, 1}\right) \cong H^{q}\left(\left(\mathbb{C}^{*}\right)^{m}\right)=\mathbb{Z}_{\binom{m}{q}}
$$

Example 11. The space $Y_{2,2}$ is

$$
\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \right\rvert\, a \neq 0, d \neq 0, a d-b c \neq 0\right\} \cong\left(\mathbb{C}^{*}\right)^{2} \times\left\{(b, c) \in \mathbb{C}^{2} \mid b c \neq 1\right\}
$$

with the homeomorphism given by

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \mapsto\left(a, d, \frac{b}{d}, \frac{c}{a}\right) .
$$

The product of the two fractions is

$$
\frac{b c}{a d}=\frac{b c-a d}{a d}+1=1-\frac{a d-b c}{a d} \neq 1
$$

since $a d-b c \neq 0$.
The space $\left\{(b, c) \in \mathbb{C}^{2} \mid b c \neq 1\right\}$ will be denoted $Y$. We would like to compute the cohomology of this space, since we can then use the Künneth formula to find the cohomology of $Y_{2,2}$. Consider $Y$ as a subspace of the one-point compactification $S^{4}=\mathbb{C}^{2} \cup\{\infty\}$. Then the complement is

$$
S^{4}-Y=\left\{(b, c) \in \mathbb{C}^{2} \mid b c=1\right\} \cup\{\infty\}
$$

This can be identified with the wedge sum $S^{1} \vee S^{2}$ by considering the subspace

$$
\mathbb{C}^{*} \cong\left\{\left.\left(b, \frac{1}{b}\right) \right\rvert\, b \in \mathbb{C}^{*}\right\}=\left(S^{4}-Y\right)-\{\infty\}
$$

The point at infinity is glued to this space when either $b$ or $c$ is large, which for our copy of $\mathbb{C}^{*}$ corresponds to $b$ large or $b$ near 0 . Hence what we get is $S^{2}=\mathbb{C} \cup\{\infty\}$ with the identification $0 \sim \infty$. This is homotopy equivalent to $S^{1} \vee S^{2}$.

Now we can apply Alexander duality to this space to compute

$$
\widetilde{H}_{q}(Y) \cong \widetilde{H}^{3-q}\left(S^{4}-Y\right)= \begin{cases}\mathbb{Z} & q \in\{1,2\} \\ 0 & \text { otherwise }\end{cases}
$$

and hence

$$
H^{q}(Y) \cong \begin{cases}\mathbb{Z} & q \in\{0,1,2\} \\ 0 & \text { otherwise }\end{cases}
$$

This shows

$$
H^{q}\left(Y_{2,2}\right) \cong H^{q}\left(\left(\mathbb{C}^{*}\right)^{2} \times Y\right)= \begin{cases}\mathbb{Z} & q=0 \\ \mathbb{Z}^{3} & q=1 \\ \mathbb{Z}^{4} & q=2 \\ \mathbb{Z}^{3} & q=3 \\ \mathbb{Z} & q=4 \\ 0 & \text { otherwise }\end{cases}
$$

Example 12. The space $Y_{3,2}$ is

$$
\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d \\
e & f
\end{array}\right) \right\rvert\, a \neq 0, f \neq 0, a d-b c \neq 0, c f-e d \neq 0\right\}
$$

This is homeomorphic to $\left(\mathbb{C}^{*}\right)^{4} \times\left\{(x, y, z) \in \mathbb{C}^{3} \mid y-z-x y z=1\right\}$, with the map given by

$$
\left(\begin{array}{ll}
a & b \\
c & d \\
e & f
\end{array}\right) \mapsto\left(a, f, D=\frac{a d-b c}{a f}, C=\frac{c f-d e}{a f}, x=\frac{b C}{f D}, y=\frac{c}{a C}, z=\frac{e D}{a C}\right)
$$

Some of the coordinates have been named to shorten the writing slightly. By direct calculation, the last three coordinates satisfy the relation

$$
\begin{aligned}
y-z-x y z & =\frac{c}{a C}-\frac{e D}{a C}-\frac{b c e}{a^{2} f C} \\
& =\frac{a c f-a e f D-b c e}{a^{2} f C} \\
& =\frac{a c f-e(a d-b c)-b c e}{a(c f-d e)} \\
& =\frac{a c f-a d e}{a c f-a d e} \\
& =1 .
\end{aligned}
$$

The inverse map is

$$
(a, f, D, C, x, y, z) \mapsto\left(\begin{array}{cc}
a & \frac{f D x}{C} \\
a C y & f D(1+x y) \\
\frac{a C z}{D} & f
\end{array}\right)
$$

We would like to compute the cohomology of the space

$$
Z=\left\{(x, y, z) \in \mathbb{C}^{3} \mid y-z-x y z=1\right\} .
$$

This is the same as the cohomology of $S^{2}$, but this is hard to see directly. Instead consider the space

$$
\widetilde{Z}=\left\{(b, c, d, e) \in \mathbb{C}^{4} \mid d \neq b c, c \neq d e\right\} .
$$

This space is homeomorphic to $Z \times\left(\mathbb{C}^{*}\right)^{2}$ :

$$
(b, c, d, e) \mapsto\left(\frac{b(c-d e)}{d-b c}, \frac{c}{c-d e}, \frac{e(d-b c)}{c-d e}, d-b c, c-d e\right)
$$

We will use Alexander duality to compute the cohomology. Consider the complement in $S^{8}$,

$$
S^{8}-\widetilde{Z}=(\{(b, c, d, e) \mid d=b c\} \cup\{\infty\}) \cup(\{(b, c, d, e) \mid c=d e\} \cup\{\infty\})
$$

and denote the two sets as $W_{1}$ and $W_{2}$. Then

$$
W_{1} \cap W_{2}=\{(b, c, d, e) \mid d=b c, c=d e\} \cup\{\infty\}
$$

We glue the point at infinity to this space when $c$ is large, but this is the same as either $d$ or $e$ being large. Hence there is a homeomorphism,

$$
\begin{aligned}
W_{1} \cap W_{2} & \cong\{(b, d e, d, e) \mid d=b d e\} \cup\{\infty\} \\
& =\{(b, d e, d, e) \mid 0=(b e-1) d\} \cup\{\infty\} \\
& =(\{(b, d e, d, e) \mid d=0\} \cup\{\infty\}) \cup(\{(b, d e, d, e) \mid b e=1\} \cup\{\infty\}) .
\end{aligned}
$$

These new spaces have computable homology, since they can be identified with spaces built from spheres. The first is relatively easy,

$$
Z_{1}=\{(b, d e, d, e) \mid d=0\} \cup\{\infty\}=\{(b, 0,0, d)\} \cup\{\infty\} \cong S^{4}
$$

The second is slightly harder.

$$
Z_{2}=\{(b, d e, d, e) \mid b e=1\} \cup\{\infty\}=\left\{\left(b, \frac{d}{b}, d, \frac{1}{b}\right)\right\} \cup\{\infty\}
$$

This set is homeomorphic to the one-point compactification of

$$
\left\{\left.\left(b, \frac{1}{b}\right) \right\rvert\, b \in \mathbb{C}^{*}\right\} \times\{d \in \mathbb{C}\}
$$

By [Dup68, Chapter 2.3], this is given by the smash product of the one-point compactifications, and since we already calculated the compactification of $\mathbb{C}^{*}$ in Example 11 this is

$$
Z_{2} \simeq\left(\mathbb{C}^{*} \times \mathbb{C}\right)^{+} \cong\left(\mathbb{C}^{*}\right)^{+} \wedge \mathbb{C}^{+} \cong\left(S^{1} \vee S^{2}\right) \wedge S^{2}=S^{3} \vee S^{4}
$$

The intersection of these spaces is

$$
Z_{1} \cap Z_{2}=\left\{\left(b, 0,0, \frac{1}{b}\right)\right\} \cup\{\infty\} \simeq S^{1} \vee S^{2}
$$

From all of this, we get a commutative diagram of inclusions,


The two maps from $S^{1} \vee S^{2}$ are zero in cohomology (when the degree is greater than zero) since in each degree either the domain or the codomain is zero. By applying

Mayer-Vietoris, we get

$$
H^{q}\left(W_{1} \cap W_{2}\right)= \begin{cases}\mathbb{Z} & q=0 \\ 0 & q=1 \\ \mathbb{Z} & q=2, \\ \mathbb{Z}^{2} & q=3, \\ \mathbb{Z}^{2} & q=4, \\ 0 & \text { otherwise }\end{cases}
$$

where the case $q=0$ follows from $W_{1} \cap W_{2}$ being connected and $q=1$ follows from writing out the relevant part of the long exact sequence,

$$
H^{0}\left(S^{3} \vee S^{4}\right) \oplus H^{0}\left(S^{4}\right) \longrightarrow H^{0}\left(S^{1} \vee S^{4}\right) \longrightarrow H^{1}\left(W_{1} \cap W_{2}\right) \longrightarrow 0
$$

$W_{1}$ and $W_{2}$ are both a copy of $S^{6}$ since we can get one of the coordinates from two of the others. Hence we get another diagram,

and again the map from the intersection is zero. Repeating the above, we can compute:

$$
H^{q}\left(S^{8}-\widetilde{Z}\right)= \begin{cases}\mathbb{Z} & q=0 \\ 0 & q=1 \\ 0 & q=2 \\ \mathbb{Z} & q=3 \\ \mathbb{Z}^{2} & q=4 \\ \mathbb{Z}^{2} & q=5 \\ \mathbb{Z}^{2} & q=6 \\ 0 & \text { otherwise }\end{cases}
$$

Applying Alexander duality then gives

$$
H^{q}(\widetilde{Z})= \begin{cases}\mathbb{Z} & q=0 \\ \mathbb{Z}^{2} & q=1, \\ \mathbb{Z}^{2} & q=2, \\ \mathbb{Z}^{2} & q=3, \\ \mathbb{Z} & q=4, \\ 0 & \text { otherwise }\end{cases}
$$

The shows that the cohomology of $Z$ is the same as the cohomology of $S^{2}$, if we factor out the torus. A more thorough description of the cohomology of $Z$ will be given in Section 3.3.

By using this, we can compute the cohomology of $Y_{3,2}$ as

$$
H^{q}\left(Y_{3,2}\right) \cong H^{q}\left(\left(\mathbb{C}^{*}\right)^{4} \times Z\right)= \begin{cases}\mathbb{Z} & q=0 \\ \mathbb{Z}^{4} & q=1 \\ \mathbb{Z}^{7} & q=2 \\ \mathbb{Z}^{8} & q=3 \\ \mathbb{Z}^{7} & q=4 \\ \mathbb{Z}^{4} & q=5 \\ \mathbb{Z} & q=6 \\ 0 & \text { otherwise }\end{cases}
$$

To work with the above spaces, it will help to know that they are not empty. For example, by considering the permutation (13), we see that it is impossible to satisfy the conditions for being in $Y_{3,1}((13))$. To see this, take any vector $a_{1}$ in $\mathbb{C}^{3}$ and look at $\left(e_{1}, e_{2}, e_{3}, a_{1}, e_{3}, e_{2}, e_{1}\right)$. If this is to be in the space, it must have any three subsequent vectors linearly independent, but $\left(e_{3}, a_{1}, e_{3}\right)$ is not invertible no matter what $a_{1}$ is. This shows that the choice of $X$ and $Y$ in $Y_{m, n}(X, Y)$ plays a role in determining when the spaces are empty. But as we shall now see, the spaces are non-empty as long as we are not in an obviously empty space. The exact meaning of "obviously" is given in the following theorem.

Theorem 13. The space $Y_{m, n}(\sigma)$ is empty if and only if there exists an $i \in\{1, \ldots, m\}$ such that

$$
1+n+i \leq \sigma(i)
$$

Proof. The exact condition is slightly strangely worded, but if there is such an $i$, then the first and last columns of the matrix

$$
\left(e_{\sigma(i)}, \ldots, e_{m}, a_{1}, \ldots, a_{n}, \sigma_{1}, \ldots, \sigma_{i}\right)
$$

are linearly dependent, since

$$
\sigma_{i}=e_{\sigma(i)}
$$

by definition. By counting the three different groups of vectors, we see that the matrix has

$$
m-\sigma(i)+1+n+i
$$

columns. The condition on $i$ shows that

$$
m-\sigma(i)+1+n+i \leq m-\sigma(i)+\sigma(i)=m,
$$

so the conditions for being in $Y_{m, n}(\sigma)$ can never be satisfied, no matter the choice of vectors $a_{1}, \ldots, a_{n}$. This shows one direction.

The other direction will proceed by a purely dimensional argument. Consider the two flags of interest,

$$
\begin{aligned}
\mathrm{Fl}_{\mathrm{R}}(\mathrm{Id}) & =\left(\begin{array}{l}
V_{1} \subset V_{2} \subset \ldots \subset V_{m}
\end{array}\right) \\
\mathrm{Fl}_{\mathrm{L}}(\sigma) & =\left(W_{1} \subset W_{2} \subset \ldots \subset W_{m}\right)
\end{aligned}
$$

Assume that the condition on $\sigma$ and $n$ is satisfied, so for all $i \leq m$ :

$$
1+n+i>\sigma(i)
$$

In the flag formulation, this means that the subspaces $V_{m-n-k}$ and $W_{k}$ intersect trivially for all $k$.

We must now find the vectors $a_{1}, \ldots, a_{n}$ and will do so from left to right. By looking at the matrix

$$
\left(e_{1}, \ldots, e_{m}, a_{1}, \ldots, a_{n}, \sigma_{1}, \ldots, \sigma_{m}\right)
$$

we see that we must choose $a_{1}$ so it is not in any of the following subspaces of $\mathbb{C}^{m}$ :

$$
\begin{aligned}
& a_{1} \notin V_{m-1}, \\
& a_{1} \notin V_{m-n-1} \oplus W_{1}, \\
& \vdots \\
& a_{1} \notin V_{1} \oplus W_{m-n-1}, \\
& a_{1} \notin W_{m-n} .
\end{aligned}
$$

But that means choosing $a_{1}$ in $\mathbb{C}^{m}$ after removing a finite number of proper subspaces, since the dimensions of the spaces on the right are $m-1$ for $V_{m-1}$ and $m-n$ for all the rest. This space is non-empty since $n \geq 1$, so this can always be done. We can continue this process inductively and get an element $\left(a_{1}, \ldots, a_{n}\right)$ of $Y_{m, n}(\sigma)$, showing that the space is non-empty and concluding the proof.

Remark 14. Note that if $n \geq m-1$, then for any $i \geq 1$ we have

$$
1+n+i \geq m-1+1+i \geq m+i>m \geq \sigma(i)
$$

and hence the space $Y_{m, n}(\sigma)$ is non-empty. So the spaces become non-empty as soon as there are "enough" columns.

It would be nice to give an explicit element of $Y_{m, n}(\sigma)$, but to do this we will need a slight amount of setup. Hence it will be delayed until Theorem 22 in Section 2.3.

### 2.2 Symmetries

The space $Y_{m, n}(\sigma)$ has quite a few symmetries that could be of interest. We will start with a particular one that will not be used much in the dissertation, but which can occasionally be used to ease computations.

Lemma 15. If $\left(a_{1}, \ldots, a_{n}\right) \in Y_{m, n}$, then the transposed matrix $\left(a_{1}, \ldots, a_{n}\right)^{T}$ is in $Y_{n, m}$.

Proof. This follows directly from defining $Y_{m, n}$ as $\operatorname{Det}_{\mathrm{Id}, \mathrm{Id}}^{-1}\left(\mathrm{~T}^{m+n-1}\right)$. When we compute the determinants of the matrix, we see that the important entries of $\left(a_{1}, \ldots, a_{n}\right)$ lie in square submatrices which are transposed along with the matrix. So we get

$$
\begin{aligned}
\operatorname{Det}_{\mathrm{Id}, \mathrm{Id}}\left(a_{1}, \ldots, a_{n}\right) & =\left(d_{1}, \ldots, d_{m+n-1}\right) \\
& =\operatorname{Det}_{\mathrm{Id}, \mathrm{Id}}\left(\left(a_{1}, \ldots, a_{n}\right)^{T}\right)
\end{aligned}
$$

As an example, we computed the cohomology of $Y_{3,2}$ in Example 12, and this theorem then tells us that

$$
Y_{2,3} \cong Y_{3,2} \cong\left(\mathbb{C}^{*}\right)^{4} \times Z
$$

has the same cohomology groups.
Since we are interested in linear independence of vectors in $\mathbb{C}^{m}$, the group of complex units, $\mathrm{T}=\mathbb{C}^{*}$, acts on the space in several ways. The most important for our purposes is the following:

Definition 16. For any $i \in\{1, \ldots, n\}$, the group T acts on $Y_{m, n}(\sigma)$ by scaling the $i$ 'th column vector, using the formula

$$
\lambda \cdot\left(a_{1}, \ldots, a_{i-1}, a_{i}, a_{i+1}, \ldots, a_{n}\right)=\left(a_{1}, \ldots, a_{i-1}, \lambda a_{i}, a_{i+1}, \ldots, a_{n}\right)
$$

Since the determinant of a matrix is linear in each column, the linear independence of the vectors is preserved.

All of these actions commute with each other, so we get an action of $\mathrm{T}^{n}$ on $Y_{m, n}(\sigma)$ :

$$
\left(\lambda_{1}, \ldots, \lambda_{n}\right) \cdot\left(a_{1}, \ldots, a_{n}\right)=\left(\lambda_{1} a_{1}, \ldots, \lambda_{n} a_{n}\right)
$$

While all of these symmetries are nice to work with, the spaces as defined above have some issues. In particular, as we shall see shortly, the fundamental group and the cohomology ring of $Y_{m, n}(\sigma)$ both become larger as $n$ grows. This complicates some of our arguments, but luckily it can be helped by taking the quotient with the above group action. This gives us the spaces we are actually interested in.

Definition 17. For natural numbers $n$ and $m$ and invertible matrices $X$ and $Y$, we define the space $X_{m, n}(X, Y)$ as the quotient of $Y_{m, n}(X, Y)$ using the group action of the torus,

$$
X_{m, n}(X, Y)=Y_{m, n}(X, Y) / \mathrm{T}^{n}
$$

We will generally not use coset notation to distinguish between $X_{m, n}(X, Y)$ and $Y_{m, n}(X, Y)$, but instead try to explicitly write out when we are considering the quotiented space and when we are working with the unquotiented space. Note that since matrix multiplication is linear, it commutes with the action of $\mathrm{T}^{n}$ on $Y_{m, n}(X, Y)$ and we get directly from Lemma 9 that for each choice of $X, Y \in \mathrm{GL}_{m}(\mathbb{C})$ there is a permutation $\sigma \in S_{m}$ such that

$$
X_{m, n}(X, Y) \cong X_{m, n}(\sigma)
$$

Hence most of our attention will be focused on these particular spaces. The quotient spaces are naturally closely related to the spaces $Y_{m, n}(X, Y)$. In particular, we have the following:

Lemma 18. The spaces $Y_{m, n}(X, Y)$ and $X_{m, n}(X, Y) \times \mathrm{T}^{n}$ are homeomorphic.
Proof. Define a map

$$
X_{m, n}(X, Y) \rightarrow Y_{m, n}(X, Y)
$$

by mapping $A$ to the unique representative $\widetilde{A} \in Y_{m, n}(X, Y)$ with the last $n$ determinants all equal to one,

$$
\operatorname{Det}_{X, Y}(\widetilde{A}) \in\left(\mathbb{C}^{*}\right)^{m-1} \times\{1\}^{n}
$$

This map is continuous, as the composition with the quotient map,

$$
Y_{m, n}(X, Y) \xrightarrow{q} X_{m, n}(X, Y) \longrightarrow Y_{m, n}(X, Y),
$$

is the map that uses the group action of $\mathrm{T}^{n}$ to change the last $n$ coordinates of $\operatorname{Det}_{X, Y}(A)$ to 1 and this is a continuous map. More precisely, it is given by the formula

$$
\left(a_{1}, \ldots, a_{n}\right) \mapsto\left(a_{1}, \ldots, a_{m-1}, \widehat{d}_{m} a_{m}, \widehat{d}_{m+1} a_{m+1}, \ldots, \frac{d_{m+n-1}}{d_{m+n-2}} a_{n-1}, \frac{1}{d_{m+n-1}} a_{n}\right)
$$

where $\operatorname{Det}_{X, Y}\left(a_{1}, \ldots, a_{n}\right)=\left(d_{1}, \ldots, d_{m+n-1}\right)$ and the numbers $\widehat{d}_{i}$ are expressions consisting of products and quotients of the last $n$ of these determinants, the exact terms of which depends on $n$ and $m$. If $\operatorname{Det}_{X, Y}(A)=\left(d_{1}, \ldots, d_{m+n-1}\right)$ denotes the determinants as above, the homeomorphism is the map

$$
\begin{aligned}
Y_{m, n}(X, Y) & \rightarrow X_{m, n}(X, Y) \times \mathrm{T}^{n} \\
A & \mapsto\left(A,\left(d_{m}, \ldots, d_{m+n-1}\right)\right)
\end{aligned}
$$

with inverse

$$
\left(A,\left(d_{m}, \ldots, d_{m+n-1}\right)\right) \mapsto(\overbrace{1, \ldots, 1}^{m-1}, \frac{1}{\widehat{d}_{m}}, \frac{1}{\widehat{d}_{m+1}}, \ldots, d_{m+n-1}) \cdot f(A)
$$

The above lemma is useful, since it oftens allows us to work with the unquotiented spaces and still gain information about the quotients. This lemma also immediately proves the claim that the fundamental group and cohomology ring of $Y_{m, n}(X, Y)$ grows with $n$, by the formulas

$$
\begin{aligned}
\pi_{1}\left(Y_{m, n}(X, Y)\right) & \cong \pi_{1}\left(X_{m, n}(X, Y)\right) \times \mathbb{Z}^{n} \\
H^{*}\left(Y_{m, n}(X, Y)\right) & \cong H^{*}\left(X_{m, n}(X, Y)\right) \otimes H^{*}\left(\mathrm{~T}^{n}\right)
\end{aligned}
$$

But more importantly, the last formula allows us to calculate the cohomology of $X_{m, n}(X, Y)$ from the cohomology of $Y_{m, n}(X, Y)$, by quotienting out the free groups coming from the cohomology ring of the torus $H^{*}\left(\mathrm{~T}^{n}\right)$. For example, we will later compute

$$
H^{1}\left(X_{m, n}\right) \cong \mathbb{Z}^{m-1}
$$

by instead computing

$$
H^{1}\left(X_{m, n}\right) \oplus \mathbb{Z}^{n} \cong H^{1}\left(Y_{m, n}\right) \cong \mathbb{Z}^{m+n-1}
$$

### 2.3 Stabilisation

We would like to relate the spaces $Y_{m, n}(\sigma)$ that we obtain for different values of $m$ and $n$. Since an invertible, lower-triangular matix $L$ preserves the flag $\mathrm{Fl}_{R}(\mathrm{Id})$, we will try to use this to define a map

$$
\begin{aligned}
s: Y_{m, n} & \rightarrow Y_{m, n+1} \\
s\left(a_{1}, \ldots, a_{n}\right) & =\left(L a_{1}, \ldots, L a_{n}, L e_{1}\right)
\end{aligned}
$$

At first, consider the spaces $Y_{m, n}$ and $Y_{m, n+1}$. To ensure the right hand side actually is an element of $Y_{m, n+1}$, we will start by considering the inverse of $s$, mapping a subset of $Y_{m, n+1}$ to $Y_{m, n}$. Consider an element $A=\left(a_{1}, \ldots, a_{n+1}\right)$ in $Y_{m, n+1}$ where the entries of $a_{n+1}$ are all equal to one:

$$
A=\left(\begin{array}{ccccc}
\mid & \mid & & \mid & 1 \\
a_{1} & a_{2} & \ldots & a_{n} & \vdots \\
\mid & \mid & & \mid & 1
\end{array}\right)
$$

Then we can multiply through with the lower-triangular, invertible matrix $L^{-1}$ with ones on the diagonal, negative ones just below the diagonal and zeroes everywhere else,

$$
L^{-1}=\left(\begin{array}{cccccc}
1 & 0 & 0 & \ldots & 0 & 0 \\
-1 & 1 & 0 & \ldots & 0 & 0 \\
0 & -1 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & 0 \\
0 & 0 & 0 & \ldots & -1 & 1
\end{array}\right)
$$

This reduces $A$ to

$$
L^{-1} A=\left(\begin{array}{cccc|c}
\mid & & & & \\
& & & & 1 \\
& \\
L^{-1} a_{1} & L^{-1} a_{2} & \ldots & L^{-1} a_{n} & \vdots \\
\mid & & & & \\
\mid & & & & 0 \\
& & & &
\end{array}\right)
$$

and going a bit further we can see that $\left(L^{-1} a_{1}, \ldots, L^{-1} a_{n}\right) \in Y_{m, n}$ by computing

$$
L^{-1} \cdot\left(\mathrm{Id}, a_{1}, \ldots, a_{n+1}, \mathrm{Id}\right)=\left(\begin{array}{cccccc}
1 & 1 & 0 & \ldots & 0 & 0 \\
0 & -1 & 1 & \ldots & 0 & 0 \\
0 & 0 & -1 & \ldots & 0 & 0 \\
L^{-1}, L^{-1} a_{1}, \ldots, L^{-1} a_{n}, & \vdots & \vdots & \vdots & \ddots & \vdots \\
& 0 & 0 & 0 & \ldots & 1 \\
& 0 & 0 & 0 & \ldots & -1
\end{array}\right) .
$$

This shows that $L^{-1} \cdot\left(a_{1}, \ldots, a_{n}\right)$ is in $Y_{m, n}\left(L^{-1}, U\right)$, where $U$ is the upper-triangular matrix given above. But this space is the same as $Y_{m, n}$ since the right flag of a lowertriangular matrix and the left flag of an upper-triangular matrix is the same as the corresponding flag of the identity matrix, as we saw in Section 1.3.

Since the above is done by multiplying with a matrix, it commutes with the action of the torus $\mathrm{T}^{n}$ on $Y_{m, n}$, and everything can be repeated with $Y_{m, n}$ and $Y_{m, n+1}$ replaced by the spaces $X_{m, n}$ and $X_{m, n+1}$.

The above considerations allow us define a map that relates the spaces $X_{m, n}$ and $X_{m, n+1}$, by working with the inverse matrix $L$.

Definition 19. The stabilisation map $s: X_{m, n} \rightarrow X_{m, n+1}$ is given by

$$
s\left(a_{1}, \ldots, a_{n}\right)=\left(L a_{1}, \ldots, L a_{n}, L e_{1}\right)
$$

where $L$ is the lower-triangular matrix with every entry below the diagonal equal to one,

$$
L=\left(\begin{array}{ccccc}
1 & 0 & 0 & \ldots & 0 \\
1 & 1 & 0 & \ldots & 0 \\
1 & 1 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \ldots & 1
\end{array}\right)
$$

In the above, we only considered the spaces $X_{m, n}$ and $X_{m, n+1}$ defined by the identity permutation Id $\in S_{m}$, but there is a similar stabilisation for the other permutations. We will again start by considering the unreduced spaces $Y_{m, n+1}(\sigma)$. For any permutation $\sigma$, the space $Y_{m, n+1}(\sigma)$ is a union of spaces homeomorphic to a torus times $Y_{m, n}(\tau)$, for various permutations $\tau \in S_{m}$. The exact relation is given by the following theorem.

Theorem 20. Any choice of indices $I=\left(i_{1}<\cdots<i_{k}\right) \subset\{1, \ldots, m\}$ defines $a$ subspace of $Y_{m, n+1}(\sigma)$ :

$$
Y_{m, n+1}^{I}(\sigma)=\left\{\begin{array}{l|l}
\left(a_{1}, \ldots, a_{n+1}\right) \in Y_{m, n+1}(\sigma) & \begin{array}{c}
\left(a_{n+1}\right)_{i_{j}} \neq 0 \forall i_{j} \in I \\
\left(a_{n+1}\right)_{j}=0 \forall j \notin I
\end{array}
\end{array}\right\}
$$

Here $\left(a_{n+1}\right)_{j}$ denotes the $j$ 'th entry of the vector $a_{n+1}$. This space is empty if I does not contain the number $\sigma(m)$, so we will assume that $\sigma(m) \in I$ but otherwise leave it out of the notation.

These subspaces are disjoint and cover $Y_{m, n+1}(\sigma)$. There is a map $\varphi$, defined for an indexing set $I$ and a permutation $\sigma$, which gives a new permutation such that

$$
Y_{m, n+1}^{I}(\sigma) \cong Y_{m, n}(\varphi(I, \sigma)) \times\left(\mathbb{C}^{*}\right)^{|I|}
$$

If we define the permutation $\widehat{\sigma}=\sigma \cdot(m m-1 \ldots 1)$ and the indexing set is $I=\left(i_{1}<\cdots<i_{k}\right)$, then $\varphi$ is given by

$$
\varphi(I, \sigma)= \begin{cases}\widehat{\sigma} & k=0 \\
\left(i_{k} \sigma(m)\right) \cdot \varphi\left(\left(i_{1}<\cdots<i_{k-1}\right), \sigma\right) & \begin{array}{l}
i_{k}<\sigma(m) \text { and } \\
\varphi\left(\left(i_{1}<\cdots<i_{k-1}\right), \sigma\right)
\end{array} \\
\widehat{\sigma}^{-1}\left(i_{k}\right)>\widehat{\sigma}^{-1}\left(i_{r}\right) \forall r<k \\
\text { otherwise. }\end{cases}
$$

Note that the index $\sigma(m)$ has once again been removed from the notation, so the $k=0$ case is really $I=(\sigma(m))$ and $i_{k}$ is the last index not equal to $\sigma(m)$.

Proof. Fix the permutation $\sigma \in S_{m}$. The observation that $Y_{m, n+1}^{I}(\sigma)$ is empty if $\sigma(m)$ is not in $I$ follows from considering the matrix

$$
\left(a_{n+1}, \sigma_{1}, \ldots, \sigma_{m-1}\right)=\left(a_{n+1}, e_{\sigma(1)}, \ldots, e_{\sigma(m-1)}\right)
$$

For this matrix to be invertible we must have $\left(a_{n+1}\right)_{\sigma(m)} \neq 0$. If $\sigma(m)$ is not in $I$, then the conditions on $Y_{m, n+1}^{I}(\sigma)$ can never be satisfied and the space must be empty. We will from now on assume that $I$ contains $\sigma(m)$.

To see that the spaces are disjoint and cover all of $Y_{m, n+1}(\sigma)$, we can see that an element $\left(a_{1}, \ldots, a_{n+1}\right) \in Y_{m, n+1}(\sigma)$ is in exactly one subspace, namely the one corresponding to $I=\left\{j \in\{1, \ldots, m\} \mid\left(a_{n+1}\right)_{j} \neq 0\right\}$.

To define the function $\varphi$ and the homeomorphism

$$
Y_{m, n+1}^{I}(\sigma) \cong Y_{m, n}(\varphi(I, \sigma)) \times\left(\mathbb{C}^{*}\right)^{|I|}
$$

we will proceed as in the previous case. The map to the torus $\left(\mathbb{C}^{*}\right)^{|I|}$ is given by remembering the non-zero entries of $a_{n+1}$, so we can immediately use the torus action to reduce to the case where all entries of $a_{n+1}$ are either zero or one.

An element of $Y_{m, n+1}^{I}(\sigma)$ consists of vectors $\left(a_{1}, \ldots, a_{n+1}\right)$ with the matrix

$$
M=\left(a_{n+1}, \sigma_{1}, \ldots, \sigma_{m-1}\right)
$$

invertible. It is this matrix that we want to factor as $L \cdot \varphi(I, \sigma) \cdot U$, where $L$ is an invertible, lower-triangular matrix and $U$ is an invertible, upper-triangular matrix. To do this, we want to make row operations on the matrix, corresponding to multiplying with $L^{-1}$, until we end up with an upper-triangular matrix with permuted rows, corresponding to $\varphi(I, \sigma) \cdot U$. Multiplying with $L^{-1}$ is the same as making row operations where each row is only allowed to affect the rows below it. We want to remove all non-zero entries in the first column except for one, and we want this single entry to have the lowest possible index. We also want to make the matrix as close as possible to upper-triangular, which is done by making sure that each operation does not introduce a non-zero entry to the left of an already existing non-zero entry.

If $k=0$, an element $Y_{m, n+1}^{I}(\sigma)$ looks like

$$
\left(a_{1}, \ldots, a_{n}, \sigma_{m}\right)
$$

Since we are in $Y_{m, n+1}(\sigma)$, the linear independence condition gives us that

$$
\left(a_{1}, \ldots, a_{n}\right) \in Y_{m, n}(\tau)
$$

where $\tau$ is the permutation $\left(\sigma_{m}, \sigma_{1}, \ldots, \sigma_{m-1}\right)$ :

$$
\tau(k)= \begin{cases}\sigma(k-1) & k>1 \\ \sigma(m) & k=1\end{cases}
$$

We recognize this as the permutation $\widehat{\sigma}$ and get the formula

$$
\varphi((\sigma(m)), \sigma)=\widehat{\sigma}
$$

The homeomorphism is in this case given by

$$
\begin{aligned}
Y_{m, n+1}^{(\sigma(m))}(\sigma) & \rightarrow Y_{m, n}(\widehat{\sigma}) \times \mathbb{C}^{*} \\
\left(a_{1}, \ldots, a_{n}, \lambda \cdot \sigma_{m}\right) & \mapsto\left(\left(a_{1}, \ldots, a_{n}\right), \lambda\right)
\end{aligned}
$$

Now consider the case $k>0$, so $I=\left(i_{1}<\cdots<i_{k}\right)$. If $i_{k}>\sigma(m)$, we can write $\left(a_{n+1}, \sigma_{1}, \ldots, \sigma_{m-1}\right)$ in block form as

$$
\sigma(m) \rightarrow\left(\begin{array}{cc}
I_{1} & A \\
1 & 0 \\
i_{2} & B \\
1 & C \\
0 & D
\end{array}\right)
$$

where the arrows indicate row numbers. $I_{1}$ is a vector with ones on the entries corresponding to $\left\{i_{j} \mid i_{j}<\sigma(m)\right\}$ and zeroes elsewhere, while $I_{2}$ is similar except we consider indices greater than $\sigma(m)$. The first 1 is on the $\sigma(m)^{\prime}$ 'th row and the next is on the $i_{k}$ 'th row. All entries below are zero. $A, B, C$ and $D$ are the matrices consisting of the corresponding rows from $\left(\sigma_{1}, \ldots, \sigma_{m-1}\right)$. But by multiplying with a lower-triangular matrix, we can reduce this matrix to

$$
\sigma(m) \rightarrow\left(\begin{array}{cc}
I_{1} & A \\
1 & 0 \\
i_{k} \rightarrow( & B \\
0 & C \\
0 & D
\end{array}\right) .
$$

But this shows that $\varphi(I, \sigma)=\varphi\left(\left(i_{1}<\cdots<i_{k-1}\right), \sigma\right)$ when $i_{k}>\sigma(m)$.
By possibly using the above multiple times, we reduce to the case where $i_{k}<\sigma(m)$. Now we would like to reduce the length of $I$ by one, and consider how this affects the resulting permutation. Consider $\widehat{\sigma}^{-1}\left(i_{k}\right)$. If there is a $j<k$ with $\widehat{\sigma}^{-1}\left(i_{k}\right)<\widehat{\sigma}^{-1}\left(i_{j}\right)$, then we can write $\left(a_{n+1}, \sigma_{1}, \ldots, \sigma_{m-1}\right)$ as

$$
i_{j} \rightarrow\left(\begin{array}{cccccc}
\vdots & & & & & \\
i_{k} \rightarrow(m) & \ldots & \ldots & \ldots & 1 & \ldots \\
\vdots & & & & & \\
1 & \ldots & 1 & \ldots & \ldots & \ldots \\
\vdots & & & & & \\
1 & \ldots & \ldots & \ldots & \ldots & \ldots \\
\vdots & & & & &
\end{array}\right) .
$$

In the above, only the $i_{j}{ }^{\prime}$ 'th, $i_{k}{ }^{\prime}$ 'th and $\sigma(m)^{\prime}$ 'th rows have been written out, and only the non-zero entries. But this matrix can be reduced to

We are now unable to change the middle row, row $i_{k}$, since there are no non-zero entries above the left-most one. The additional -1 that was introduced can be removed by multiplying on the right with an upper-triangular matrix that subtracts column $\widehat{\sigma}^{-1}\left(i_{k}\right)$ from column $\widehat{\sigma}^{-1}\left(i_{j}\right)$. So we are able to remove the one in the $i_{k}$ 'th row without changing the resulting permutation, showing that in this case,

$$
\varphi(I, \sigma)=\varphi\left(\left(i_{1}<\cdots<i_{k-1}\right), \sigma\right)
$$

Now assume that there is no such $j$. Then the row $i_{k}$ is our best candidate for removing the bottom-most one in row $\sigma(m)$. If we do this row operation, by multiplying
with $\widehat{L}$, and then use the Bruhat decomposition, we get

$$
\varphi(I, \sigma) \cdot U=\widetilde{L}^{-1} \widehat{L} \cdot M
$$

But when we perform row operations on $\widehat{L} \cdot M$, we are only changing rows with index less than or equal to $i_{k-1}$, since this is the last non-zero entry in the first column. Hence $\widetilde{L}^{-1}$ has the form
where we once again write out row $i_{k}$ and $\sigma(m)$, and use the stars to indicate entries that may be non-zero but that are not important. If we switch row $i_{k}$ and row $\sigma(m)$ along with column $i_{k}$ and column $\sigma(m)$, we get another lower-triangular matrix:

$$
\left(i_{k} \sigma(m)\right) \cdot \widetilde{L}^{-1} \cdot\left(i_{k} \sigma(m)\right)=\left(\begin{array}{ccccccc}
i_{k} \rightarrow\left(\begin{array}{cccccc}
\vdots & & & & & \\
0 \\
0 & \ldots & \ldots & 1 & \ldots & \ldots \\
\vdots(m) \rightarrow( & & & & & \\
* & \ldots & * & \ldots & \ldots & 1 \\
\vdots \\
\vdots & & & & & \\
\hline
\end{array}\right) . . . .
\end{array}\right.
$$

Inserting in our original equation, we see

$$
\left(i_{k} \sigma(m)\right) \varphi(I, \sigma) \cdot U=\widetilde{L}^{-1} \cdot\left(i_{k} \sigma(m)\right) \cdot \widehat{L} M
$$

But $\left(i_{k} \sigma(m)\right) \cdot \widehat{L} M$ is just $M$ with the one in the first column, row $i_{k}$, replaced by zero. This gives the formula

$$
\left(i_{k} \sigma(m)\right) \cdot \varphi(I, \sigma)=\varphi\left(\left(i_{1}<\cdots<i_{k-1}\right), \sigma\right)
$$

and our desired formula for $\varphi$ follows by multiplying over.
By looking at the formula for $\varphi$, we can deduce the following theorem that shows how the different possible permutations that can show up are related in the Bruhat order, described in Section 1.4.

Theorem 21. If $I=\left(i_{1}<\cdots<i_{k}\right)$ and $J$ is a subset of $I$, then the permutation $\varphi(I, \sigma)$ is less than or equal to the permutation $\varphi(J, \sigma)$ in the Bruhat order.

A different way of phrasing this is that as the indexing set becomes larger, we get closer to $\varphi((1<2<\cdots<m), \sigma)$ and further away from $\varphi((\sigma(m)), \sigma)$ in the Bruhat order.

Proof. The proof is mostly checking cases. If $\varphi(J, \sigma)=\varphi(I, \sigma)$ we are done. We will start by considering the simplest remaining case, where

$$
\varphi(I, \sigma)=\left(i_{k} \sigma(m)\right) \cdot \varphi(J, \sigma)
$$

First we note that the two permutations are related in the Bruhat order, since

$$
\varphi(J, \sigma)^{-1} \cdot\left(i_{k} \sigma(m)\right) \cdot \varphi(J, \sigma)
$$

is exactly of the form described in Definition 6 . So we only need to count the number of inversions of each of the permutations, and see that $\varphi(I, \sigma)$ has fewer inversions than $\varphi(J, \sigma)$. To simplify further, assume that all the indices $i_{r}$ in $I$ and $J$ satisfy the conditions $i_{r}<\sigma(m)$ and $\widehat{\sigma}^{-1}\left(i_{r}\right)>\widehat{\sigma}^{-1}\left(i_{s}\right)$ for all $s<r$. This corresponds to removing the entries of $I$ that have no effect on $\varphi(I, \sigma)$ by the previous theorem. Then we can compute the two permutations we are interested in by using the formula for $\varphi$,

$$
\begin{aligned}
& \tau=\varphi(I, \sigma)=\left(i_{1} \ldots i_{k-1} i_{k} \sigma(m)\right) \cdot \widehat{\sigma}, \\
& \phi=\varphi(J, \sigma)=\left(i_{1} \ldots i_{k-1} \sigma(m)\right) \cdot \widehat{\sigma} .
\end{aligned}
$$

From the definition of $\tau$ and $\phi$, we can see that if $a$ is not in the set

$$
\left\{\widehat{\sigma}^{-1}\left(i_{k-1}\right), \widehat{\sigma}^{-1}\left(i_{k}\right)\right\}
$$

then $\tau(a)=\phi(a)$. We would like to find pairs $(a, b)$ with $a<b$ that are inversions for eiher $\tau$ or $\phi$, but not both. So we should only consider pairs $(a, b)$ where at least one is either $\widehat{\sigma}^{-1}\left(i_{k}\right)$ or $\widehat{\sigma}^{-1}\left(i_{k-1}\right)$.

Note that by our previous assumption on the indices $i_{r}$, we have

$$
\widehat{\sigma}^{-1}\left(i_{k-1}\right)<\widehat{\sigma}^{-1}\left(i_{k}\right)
$$

We start by checking this pair. By direct calculation,

$$
\begin{aligned}
& \tau\left(\widehat{\sigma}^{-1}\left(i_{k-1}\right)\right)=i_{k}<\sigma(m)=\tau\left(\widehat{\sigma}^{-1}\left(i_{k}\right)\right), \\
& \phi\left(\widehat{\sigma}^{-1}\left(i_{k-1}\right)\right)=\sigma(m)>i_{k}=\phi\left(\widehat{\sigma}^{-1}\left(i_{k}\right)\right) .
\end{aligned}
$$

This is an inversion for $\phi$, but not for $\tau$.
Now we consider pairs $(a, b)$ that are inversions for $\tau$ but not for $\phi$, and in which exactly one of the two numbers are in the set $\left\{\widehat{\sigma}^{-1}\left(i_{k-1}\right), \widehat{\sigma}^{-1}\left(i_{k}\right)\right\}$. These satisfy the inequalities

$$
\begin{aligned}
a & <b \\
\tau(a) & >\tau(b) \\
\phi(a) & <\phi(b)
\end{aligned}
$$

If $a=\widehat{\sigma}^{-1}\left(i_{k-1}\right)$, then the inequalities reduce to

$$
i_{k}=\tau(a)>\tau(b)=\phi(b)>\phi(a)=\sigma(m)
$$

which is impossible since $i_{k}<\sigma(m)$ by assumption. If $b=\widehat{\sigma}^{-1}\left(i_{k}\right)$ we get

$$
\sigma(m)=\tau(b)<\tau(a)=\phi(a)<\phi(b)=i_{k}
$$

which is again impossible. So neither of these cases give rise to inversions for $\tau$. If $a=\widehat{\sigma}^{-1}\left(i_{k}\right)$, the inequalities become

$$
i_{k}<\phi(b)=\tau(b)<\sigma(m)
$$

This gives us a set of inversions of the form

$$
\left\{\left(\widehat{\sigma}^{-1}\left(i_{k}\right), s\right) \mid s>\widehat{\sigma}^{-1}\left(i_{k}\right), i_{k}<\phi(s)<\sigma(m)\right\}
$$

If $b=\widehat{\sigma}^{-1}\left(i_{k-1}\right)$, we get

$$
i_{k}<\tau(a)=\phi(a)<\sigma(m)
$$

and a set of inversions of the form

$$
\left\{\left(s, \widehat{\sigma}^{-1}\left(i_{k-1}\right)\right) \mid s<\widehat{\sigma}^{-1}\left(i_{k-1}\right), i_{k}<\phi(s)<\sigma(m)\right\} .
$$

Now we consider inversions for $\phi$ that are not inversions for $\tau$. These satisfy

$$
\begin{aligned}
a & <b, \\
\tau(a) & <\tau(b), \\
\phi(a) & >\phi(b) .
\end{aligned}
$$

If $a=\widehat{\sigma}^{-1}\left(i_{k}\right)$, we get

$$
\sigma(m)<\tau(b)=\phi(b)<i_{k}
$$

which is impossible. Likewise, $b=\widehat{\sigma}^{-1}\left(i_{k-1}\right)$ gives

$$
\sigma(m)<\phi(a)=\tau(a)<i_{k}
$$

So these cases contribute nothing. If $a$ is $\widehat{\sigma}^{-1}\left(i_{k-1}\right)$, then

$$
i_{k}<\tau(b)=\phi(b)<\sigma(m)
$$

and we get the set

$$
\left\{\left(\widehat{\sigma}^{-1}\left(i_{k-1}\right), s\right) \mid s>\widehat{\sigma}^{-1}\left(i_{k-1}\right), s \neq \widehat{\sigma}^{-1}\left(i_{k}\right), i_{k}<\phi(s)<\sigma(m)\right\}
$$

The last remaining case is $b=\widehat{\sigma}^{-1}\left(i_{k}\right)$, which gives

$$
i_{k}<\phi(a)=\tau(a)<\sigma(m)
$$

with inversions

$$
\left\{\left(s, \widehat{\sigma}^{-1}\left(i_{k}\right)\right) \mid s<\widehat{\sigma}^{-1}\left(i_{k}\right), s \neq \widehat{\sigma}^{-1}\left(i_{k-1}\right), i_{k}<\phi(s)<\sigma(m)\right\} .
$$

But if we consider the sets of inversions, we can see that all the new inversions for $\tau$ have a corresponding inversion for $\phi$. So since we certainly removed the inversion $\left(\widehat{\sigma}^{-1}\left(i_{k-1}\right), \widehat{\sigma}^{-1}\left(i_{k}\right)\right)$ when we passed from $\phi$ to $\tau$, we have not added new ones without also removing old inversions. All in all, this shows that $\varphi(I, \sigma)=\tau$ has fewer inversions than $\varphi(J, \sigma)=\phi$, giving the desired inequality in the Bruhat order,

$$
\varphi(I, \sigma) \leq \varphi(J, \sigma)
$$

To get the general case, note that the Bruhat order is transitive by definition, so we simply apply the above argument several times.

A summary of the above theorem is that the map $\varphi(\cdot, \sigma)$ is order-reversing when we order the indexing sets by inclusion.

Now that we have a stabilisation map, we can give explicit elements of $Y_{m, n}(\sigma)$, as was hinted at earlier.

Theorem 22. If the space $Y_{m, n}(\sigma)$ is non-empty, then the sequence of vectors

$$
s^{n}\left(e_{1}\right)=\left(L^{n} e_{1}, \ldots, L e_{1}\right)
$$

belongs to $Y_{m, n}(\sigma)$.
Proof. For a discussion of when $Y_{m, n}(\sigma)$ is non-empty, consult Theorem 13.
We already know that the sequence

$$
\left(e_{1}, \ldots, e_{m}, L^{n} e_{1}, \ldots, L e_{1}\right)
$$

has all subsequent sequences of $m$ vectors linearly independent, by the construction of the stabilisation map. So the thing to check is whether the matrices

$$
\left(e_{k+n+1}, \ldots, e_{m}, L^{n} e_{1}, \ldots, L e_{1}, \sigma_{1}, \ldots, \sigma_{k}\right)
$$

are invertible, for $k \in\{1, \ldots, m-1\}$. If $n+k$ is greater than or equal to $m$, we of course mean the matrices

$$
\left(L^{m-k} e_{1}, \ldots, L e_{1}, \sigma_{1}, \ldots, \sigma_{k}\right)
$$

Calculating the determinant of a matrix of this form by column expansion, we see that expanding along the column $\sigma_{i}$ removes row $\sigma(i)$ from the matrix and introduces a sign. So this matrix being invertible for all $\sigma$ is equivalent to the matrix

$$
R=\left(\begin{array}{c}
-r_{i_{1}}- \\
-r_{i_{2}}- \\
\vdots \\
-r_{i_{s}}-
\end{array}\right)
$$

being invertible for any choice of $s=m-k$ numbers, $i_{1}, \ldots, i_{s} \in\{1, \ldots, m\}$, with $i_{j}<i_{j+1}$, where $r_{l}$ denotes the $l$ 'th row of the matrix

$$
P=\left(L^{m-k} e_{1}, \ldots, L e_{1}\right)
$$

Calculating $P$ by induction, we see that it is related to Pascal's triangle,

$$
P=\left(p_{i, j}\right)=\left(\begin{array}{ccccc}
\binom{m-k-1}{0} & \binom{m-k-2}{0} & \cdots & \binom{1}{0} & \binom{0}{0} \\
\binom{m-k}{1} & \binom{m-k-1}{1} & \ldots & \binom{2}{1} & \binom{1}{1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\binom{2(m-k-1)}{m-k-1} & \binom{2(m-k-1)-1}{m-k-1} & \ldots & \binom{m-k}{m-k-1} & \binom{m-k-1}{m-k-1}
\end{array}\right)
$$

with the entry in the $i^{\prime}$ th row and $j$ 'th column given by the formula

$$
p_{i, j}=\binom{m-k-j+i-1}{i-1}
$$

We start with column $j=m-k$. This column is always $L e_{1}$, which we know consists of all ones, so the formula holds here since

$$
p_{i, m-k}=\binom{m-k-(m-k)+i-1}{i-1}=\binom{i-1}{i-1}=1
$$

Now assume that the formula holds for column $j$, given as $L^{m-k-j+1} e_{1}$. Moving a column to the left is the same as multiplying with $L$, which corresponds to adding all of the entries above a given entry together. So we get

$$
p_{i, j-1}=\sum_{r=1}^{i} p_{r, j}=\sum_{r=1}^{i}\binom{m-k-j+r-1}{r-1}
$$

But the entry $p_{1, j}$ is always one, so we can replace $p_{1, j}$ with $p_{1, j-1}$ in the sum without changing the result. The conclusion then follows from the standard formulas for binomial coefficients,

$$
\begin{aligned}
p_{2, j-1}=p_{1, j}+p_{2, j}=p_{1, j-1}+p_{2, j} & =\binom{m-k-j+1}{0}+\binom{m-k-j+1}{1} \\
& =\binom{m-k-j+2}{1} \\
& =\binom{m-k-(j-1)+2-1}{2-1},
\end{aligned}
$$

and we can continue like this to get the formula for $p_{i, j}$ given above.
In particular, by the standard formulas for binomial coefficients,

$$
p_{i, j}=p_{i-1, j}+p_{i, j+1},
$$

so the row $r_{j}$ can be calculated by taking the row above, $r_{j-1}$, and adding the row $\widehat{r}_{j}$ given by shifting every entry of $r_{j}$ one to the left and adding a zero,

$$
r_{j}=r_{j-1}+\widehat{r}_{j} .
$$

To illustrate, if $m-k$ is three, then $P$ is the matrix

$$
P=\left(\begin{array}{lll}
1 & 1 & 1 \\
3 & 2 & 1 \\
6 & 3 & 1
\end{array}\right)
$$

and the third row is given by

$$
\left(\begin{array}{lll}
6 & 3 & 1
\end{array}\right)=r_{3}=r_{2}+\widehat{r}_{3}=\left(\begin{array}{lll}
3 & 2 & 1
\end{array}\right)+\left(\begin{array}{lll}
3 & 1 & 0
\end{array}\right) .
$$

We will prove that the matrix

$$
R=\left(\begin{array}{c}
-r_{i_{1}}- \\
-r_{i_{2}}- \\
\vdots \\
-r_{i_{s}}-
\end{array}\right)
$$

is invertible by induction on $s$. The exact statement we intend to prove is that the determinant of $R$ is strictly positive if two divides $s$ an even number of times and is strictly negative if two divides $s$ an odd number of times. For $s=1, R$ is always the matrix $R=(1)$ and we are done since $\operatorname{det} R=1$ is strictly positive and two divides $s$
zero times. Assume the statement is correct for $s-1$. Since the determinant is linear in each row, we can use the equation for row $r_{j}$ given above and get

$$
\begin{aligned}
& \operatorname{det} R=\operatorname{det}\left(\begin{array}{ccc}
- & r_{i_{1}} & - \\
- & r_{i_{2}} & - \\
& \vdots & \\
- & r_{i_{(s-1)}} & - \\
- & r_{i_{s}} & -
\end{array}\right) \\
& =\operatorname{det}\left(\begin{array}{ccc}
- & r_{i_{1}} & - \\
- & r_{i_{2}} & - \\
\vdots & \\
- & r_{i_{(s-1)}} & - \\
- & r_{i_{s}-1} & -
\end{array}\right)+\operatorname{det}\left(\begin{array}{ccc}
- & r_{i_{1}} & - \\
- & r_{i_{2}} & - \\
& \vdots & \\
- & r_{i_{(s-1)}} & - \\
- & \widehat{r}_{i_{s}} & -
\end{array}\right) \\
& =\operatorname{det}\left(\begin{array}{ccc}
- & r_{i_{1}} & - \\
- & r_{i_{2}} & - \\
\vdots \\
-r_{i_{(s-1)}} & -
\end{array}\right)+\sum_{j=0}^{i_{s}-i_{(s-1)}-1} \operatorname{det}\left(\begin{array}{ccc}
- & r_{i_{1}} & - \\
- & r_{i_{2}} & - \\
& \vdots & \\
-r_{i_{(s-1)}} & r_{i_{(s-1)}} & - \\
- & \widehat{r}_{i_{s}-j} & -
\end{array}\right) .
\end{aligned}
$$

The first determinant is zero, since the matrix has two equal rows, so we are left with the sum. Doing the same thing for all the other rows except for the first one gives us

$$
\operatorname{det} R=\sum_{j_{1}=0}^{i_{2}-i_{1}-1} \sum_{j_{2}=0}^{i_{3}-i_{2}-1} \cdots \sum_{j_{(s-1)}=0}^{i_{s}-i_{(s-1)}-1} \operatorname{det}\left(\begin{array}{ccc}
- & r_{i_{1}} & - \\
- & \widehat{r}_{i_{2}-j_{1}} & - \\
-\widehat{r}_{i_{(s-1)}-j_{(s-2)}} & \\
-\widehat{r}_{i_{s}-j_{(s-1)}} & -
\end{array}\right) .
$$

By considering the last column of one of these matrices, we see that it has the form

$$
\left(\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right)
$$

since we have shifted every row below the first one space to the left. By expanding the determinant using this column, we remove the first row and the last column, possibly introduce a sign, and end up with

$$
\operatorname{det} R=\sum_{j_{1}=0}^{i_{2}-i_{1}-1} \sum_{j_{2}=0}^{i_{3}-i_{2}-1} \cdots \sum_{j_{(s-1)}=0}^{i_{s}-i_{(s-1)}-1}(-1)^{s-1} \operatorname{det}\left(\begin{array}{cc}
-\widetilde{r}_{i_{2}-j_{1}} & - \\
\vdots \\
-\widetilde{r}_{i_{(s-1)}-j_{(s-2)}}- \\
- & \widetilde{r}_{i_{s}-j_{(s-1)}}-
\end{array}\right)
$$

Here we use $\widetilde{r}_{i}$ to denote the $i$ 'th row of $P$ where we have removed the leftmost entry. But we can now apply the induction hypothesis. We see that all the determinants have the same sign and are non-zero, so $\operatorname{det} R$ is non-zero with opposite sign if $s-1$ is odd and with the same sign if $s-1$ is even. This exactly means that $\operatorname{det} R$ changes sign when $s$ passes a multiple of two, as stated above, and we are done.

### 2.4 The limit space

Using the stabilisation defined previously, we get a directed system of topological spaces,

$$
X_{m, 1} \xrightarrow{s} X_{m, 2} \xrightarrow{s} \ldots \xrightarrow{s} X_{m, n} \xrightarrow{s} X_{m, n+1} \xrightarrow{s} \ldots
$$

When considering such a system it can sometimes be helpful to take the limit as $n$ approaches infinity.

Definition 23. The space $X_{m, \infty}$ is defined as the direct limit of the directed system of spaces,

$$
X_{m, \infty}=\underset{n}{\lim } X_{m, n}
$$

As a set, $X_{m, \infty}$ is the disjoint union of all the spaces, where we identify $A \in X_{m, k}$ with $B \in X_{m, k^{\prime}}$ if they eventually map to the same thing under $s$ :

$$
A \sim B \Longleftrightarrow \exists i, j: s^{i}(A)=s^{j}(B)
$$

We give $X_{m, \infty}$ the finest topology such that all the maps

$$
\imath_{n}: X_{m, n} \rightarrow X_{m, \infty}
$$

are continuous. So a subset $U \subset X_{m, \infty}$ is open if and only if $\imath_{n}^{-1}(U)$ is open in $X_{m, n}$ for all n .

It is this limit space that we will focus on in the following chapters, especially in Chapter 4. Before we do this, we will however need to set up some tools, which will be done in the next chapter.

### 2.5 Quaternionic and real cases

When the spaces $Y_{m, n}(X, Y)$ were introduced in Definition 8, we could have used other entries for our vectors than the complex numbers. Two possible alternatives would be the real numbers, $\mathbb{R}$, or the quaternions, $\mathbb{H}$, giving us the spaces $Y_{m, n}^{\mathbb{R}}(X, Y)$ and $Y_{m, n}^{\mathbb{H}}(X, Y)$. These behave much like the spaces studied above, with the notable exception that since the quaternions are not commutative one needs to choose whether to act with scalars from the left or from the right. Since the stabilisation map,

$$
s: Y_{m, n}^{\mathbb{H}} \rightarrow Y_{m, n+1}^{H q}
$$

acts on the left with a matrix and this map should be linear to give an induced map on the quotient $X_{m, n}^{\mathbb{H}}$, we will choose to act with scalars from the right. Once this is done, everything above carries out exactly as for the complex numbers, and we get stabilisation maps and limit spaces as for the complex case. These will not be important in the next chapter, but will show up again in Chapter 4.

## 3 Cohomology calculations

This chapter will be focused on the cohomology of $Y_{m, n}$ and $X_{m, n}$. We will introduce the spectral sequence that computes the cohomology of $Y_{m, n}$, and use it to compute the first cohomology groups of all the spaces. Afterwards, we focus on $Y_{3,3}$ and give a full description of the cohomology, which also leads to the cohomology of the quotient, $X_{3,3}$.

### 3.1 A filtration on $Y_{m, n}$

Before we start the calculation, we need some general setup. To work with the space $Y_{m, n}$ and compute the cohomology, it will be beneficial to build it up from simpler subspaces. This is done by considering a filtration.

For $0 \leq p \leq m-1$, let $F_{p}$ be the subset

$$
F_{p}=\left\{\left(a_{1}, \ldots, a_{n}\right) \in Y_{m, n} \mid a_{n} \text { has at most } p \text { zeroes. }\right\} .
$$

$F_{p}$ is open in $Y_{m, n}$ since we stay inside the subspace when we vary the coordinates of a point, as long as we do not introduce new zeroes in the last column. The subspaces form an increasing sequence:

$$
F_{0} \subset F_{1} \subset \cdots \subset F_{m-1}=Y_{m, n}
$$

The general method of computing the homology and cohomology of $Y_{m, n}$ is by using the spectral sequence of this filtration, as described in Theorem 2. Here we will focus on cohomology, but similar arguments could of course be applied to homology.

The spectral sequence has $E_{1}$-page given by

$$
E_{1}^{p, q}=H^{p+q}\left(F_{p}, F_{p-1}\right),
$$

with differentials given by the boundary map in the long exact sequence of the triple $\left(F_{p+1}, F_{p}, F_{p-1}\right)$ :

$$
d_{1}: H^{p+q}\left(F_{p}, F_{p-1}\right)=E_{1}^{p, q} \rightarrow E_{1}^{p+1, q}=H^{p+q+1}\left(F_{p+1}, F_{p}\right)
$$

To use the spectral sequence, we need to compute the cohomology of the pair $\left(F_{p}, F_{p-1}\right)$. To calculate this we will use excision, so we would like to find an open subset of $F_{p}$ that contains the complement of $F_{p-1}$. For any choice of exactly $p$ different indices $\left\{v_{1}, \ldots, v_{p}\right\} \subset\{1, \ldots, m-1\}$, define $Y_{\left\{v_{1}, \ldots, v_{p}\right\}}$ to be the points $\left(a_{1}, \ldots, a_{n}\right) \in F_{p}$ which has $\left(a_{n}\right)_{v_{i}}=0$ for all $i$. Note that if we define an indexing set $I=\{1, \ldots, m\}-\left\{v_{1}, \ldots, v_{p}\right\}$, these spaces correspond to the spaces in Theorem 20 by the formula

$$
Y_{\left\{v_{1}, \ldots, v_{p}\right\}}=Y_{m, n}^{I} .
$$

Since $Y_{m, n}$ is open, we can get an open set in $F_{p}$ by inserting a small disc on these zero-entries. More precisely, the set we get is

$$
Y_{\left\{v_{1}, \ldots, v_{p}\right\}} \times D_{p} \cong\left\{\begin{array}{l|l}
A \in F_{p} & \left.\begin{array}{c}
\left|\left(\left(a_{n}\right)_{v_{1}}, \ldots,\left(a_{n}\right)_{v_{p}}\right)\right|<\min _{i \notin\left\{v_{1}, \ldots, v_{p}\right\}}\left|\left(a_{n}\right)_{i}\right|, \\
\left(a_{1}, \ldots, a_{n-1}, a_{n}-t \sum_{i}\left(a_{n}\right)_{v_{i}} e_{v_{i}}\right) \in F_{p} \forall t \in[0,1]
\end{array}\right\} . . . . ~ . ~
\end{array}\right.
$$

This is an open set in $F_{p}$, with $Y_{\emptyset}=F_{0}$, and it contains all points $\left(a_{1}, \ldots, a_{n}\right) \in F_{p}$ where the entries of $a_{n}$ indicated by $\left\{v_{1}, \ldots, v_{p}\right\}$ are zero. For a different choice of indices, the condition that the radius of the disc is smaller than the norm of the non-zero entries in $a_{n}$ ensures disjointness, so the intersection is empty:

$$
\left(Y_{\left\{v_{1}, \ldots, v_{p}\right\}} \times D_{p}\right) \cap\left(Y_{\left\{u_{1}, \ldots, u_{p}\right\}} \times D_{p}\right)=\emptyset \quad \text { if }\left\{v_{1}, \ldots, v_{p}\right\} \neq\left\{u_{1}, \ldots, u_{p}\right\}
$$

The intersection of $Y_{m, n} \times D_{p}$ and $F_{p-1}$ corresponds to removing 0 from the disc, since one of the entries inserted on the last column has to be non-zero,

$$
\left(Y_{\left\{v_{1}, \ldots, v_{p}\right\}} \times D_{p}\right) \cap F_{p-1}=Y_{\left\{v_{1}, \ldots, v_{p}\right\}} \times\left(D_{p}-0\right) .
$$

This means that the disjoint union of all of these form an open set in $F_{p}$ with

$$
F_{p}=F_{p-1} \cup\left(\coprod_{\left\{v_{1}, \ldots, v_{p}\right\}} Y_{\left\{v_{1}, \ldots, v_{p}\right\}} \times D_{p}\right) .
$$

By excision, the inclusion of pairs

$$
\coprod_{\left\{v_{1}, \ldots, v_{p}\right\}} Y_{\left\{v_{1}, \ldots, v_{p}\right\}} \times\left(D_{p}, D_{p}-0\right) \longleftrightarrow\left(F_{p}, F_{p-1}\right)
$$

induces an isomorphism of cohomology groups,

$$
\begin{aligned}
E_{1}^{p, q} & =H^{p+q}\left(F_{p}, F_{p-1}\right) \\
& \cong H^{p+q}\left(\coprod_{\left\{v_{1}, \ldots, v_{p}\right\}} Y_{\left\{v_{1}, \ldots, v_{p}\right\}} \times\left(D_{p}, D_{p}-0\right)\right) \\
& \cong \bigoplus_{\left\{v_{1}, \ldots, v_{p}\right\}} H^{p+q}\left(Y_{\left\{v_{1}, \ldots, v_{p}\right\}} \times\left(D_{p}, D_{p}-0\right)\right) \\
& \cong \bigoplus_{\left\{v_{1}, \ldots, v_{p}\right\}} H^{q-p}\left(Y_{\left\{v_{1}, \ldots, v_{p}\right\}}\right) \otimes H^{2 p}\left(D_{p}, D_{p}-0\right) .
\end{aligned}
$$

The last isomorphism is given by the Künneth formula, and the fact that the pair ( $D_{p}, D_{p}-0$ ) only has non-zero cohomology in degree $2 p$ :

$$
H^{q}\left(D_{p}, D_{p}-0\right) \cong \widetilde{H}^{q-1}\left(D_{p}-0\right)=\widetilde{H}^{q-1}\left(S^{2 p-1}\right)= \begin{cases}\mathbb{Z} & q=2 p \\ 0 & \text { otherwise }\end{cases}
$$

In particular, it follows that

$$
E_{1}^{p, q}=0
$$

for $q<p$.

### 3.2 The first cohomology of $X_{m, n}$

We would like to use the spectral sequence to compute the first cohomology group of $X_{m, n}$ for any $m$ and $n$. As discussed at the end of Section 2.1, we will do this by computing $H^{1}\left(Y_{m, n}\right)$ and then using Lemma 18 to calculate the cohomology of $X_{m, n}$ via factoring out the extra free group from the torus in the isomorphism

$$
H^{1}\left(Y_{m, n}\right) \cong H^{1}\left(X_{m, n}\right) \oplus H^{1}\left(\mathrm{~T}^{n}\right)
$$

From Theorem 2, we get that there is a subgroup

$$
0 \subset H \subset H^{1}\left(Y_{m, n}\right)
$$

and isomorphisms

$$
\begin{aligned}
& E_{\infty}^{0,1} \cong H^{1}\left(Y_{m, n}\right) / H \\
& E_{\infty}^{1,0} \cong H
\end{aligned}
$$

So to calculate $H^{1}\left(Y_{m, n}\right)$, we have to calculate the two groups $E_{\infty}^{1,0}$ and $E_{\infty}^{0,1}$ and see what groups fit into the short exact sequence

$$
0 \rightarrow E_{\infty}^{1,0} \rightarrow H^{1}\left(Y_{m, n}\right) \rightarrow E_{\infty}^{0,1} \rightarrow 0
$$

Drawing the relevant part of the first page of the spectral sequence, we are considering the diagram illustrated in Figure 3.1. But by writing out our specific case,


Figure 3.1: The relevant part of $E_{1}$ for computing $H^{1}\left(Y_{m, n}\right)$.
we can see that the the groups $H^{1}\left(F_{1}, F_{0}\right), H^{2}\left(F_{2}, F_{1}\right)$ and $H^{3}\left(F_{2}, F_{1}\right)$ are all zero, since $q<p$, so the diagram simplifies to Figure 3.2. From the figure, we can see


Figure 3.2: The simplified $E_{1}$.
that the group $E_{\infty}^{1,0}$ must be zero, so the exact sequence we are considering gives an isomorphism

$$
0 \longrightarrow H^{1}\left(Y_{m, n}\right) \xrightarrow{\cong} E_{\infty}^{0,1} \longrightarrow 0
$$

By doing explicit calculations for small $m$ and $n$, as in Example 10, 11, and 12, we are led to the following theorem.

Theorem 24. The first cohomology group of $Y_{m, n}$ is isomorphic to $\mathbb{Z}^{m+n-1}$.
Proof. We will proceed by induction on $n$. By looking at Example 10, we see that

$$
H^{1}\left(Y_{m, 1}\right) \cong H^{1}\left(\mathrm{~T}^{m}\right) \cong \mathbb{Z}^{m}=\mathbb{Z}^{m+1-1}
$$

as desired.
Now assume the theorem is correct for

$$
H^{1}\left(Y_{m, n-1}\right) \cong \mathbb{Z}^{m+n-2}
$$

By applying the formula for $\varphi$ given in Theorem 20 to an index $i<m$,

$$
Y_{\{i\}}=Y_{m, n}^{\{1, \ldots, m\}-i} \cong Y_{m, n-1}((i i+1)) \times \mathrm{T}^{m-1}
$$

and we see that excision tells us that the group $H^{2}\left(F_{1}, F_{0}\right)$ is given by

$$
H^{2}\left(F_{1}, F_{0}\right) \cong \bigoplus_{i=1}^{m-1} H^{0}\left(Y_{m, n-1}((i i+1)) \times \mathrm{T}^{m-1}\right) \otimes H^{2}(D, D-0) \cong \mathbb{Z}^{m-1}
$$

This simplifies Figure 3.2 to Figure 3.3. Since the groups involved will never change


Figure 3.3: $E_{1}$, assuming the induction hypothesis.
after turning the page to $E_{2}$, we see that we only have to compute the group

$$
E_{\infty}^{0,1}=E_{2}^{0,1}=\operatorname{ker}\left(d_{1}: E_{1}^{0,1} \rightarrow E_{1}^{1,1}\right)
$$

The differential $d_{1}$ is given by the differential in the long exact sequence for the pair $\left(F_{1}, F_{0}\right)$, which is the composition

$$
\begin{aligned}
d_{1}: H^{1}\left(Y_{m, n-1} \times \mathrm{T}^{m}\right) & \stackrel{\oplus \imath^{*}}{\longrightarrow}
\end{aligned} \bigoplus_{i=1}^{m-1} H^{1}\left(Y_{m, n-1}((i i+1)) \times \mathrm{T}^{m-1} \times(D-0)\right) .
$$

The first map is induced by the inclusions

$$
\imath: Y_{m, n-1}((i i+1)) \times \mathrm{T}^{m-1} \times(D-0) \rightarrow Y^{m, n-1} \times \mathrm{T}^{m}
$$

given by first using the inverse of the homeomorphism from Theorem 20, given by the indices $I=(1<2<\cdots<i-1<i+1<\ldots m)$,

$$
Y_{m, n}^{I} \rightarrow Y_{m, n+1}((i i+1)) \times \mathrm{T}^{m-1}
$$

and then inserting the coordinate from $(D-0)$ on the $i$ 'th coordinate of the last column. The second map consists of the differentials from the long exact sequences of the pairs

$$
Y_{m, n-1}((i i+1)) \times \mathrm{T}^{m-1} \times(D, D-0)
$$

We want to see that $d_{1}$ is surjective, so we will compute the image of the element

$$
\alpha_{j}=1 \otimes \cdots \otimes 1 \otimes[T] \otimes 1 \otimes \cdots \otimes 1 \in H^{1}\left(Y_{m, n-1} \times \mathrm{T}^{m}\right)
$$

where the class $[T] \in H^{1}(\mathrm{~T})$ is in the $j^{\prime}$ th tensor coordinate. We will consider each inclusion separately. If $i \neq j$, the inclusion will not touch the $j^{\prime}$ th coordinate of $\mathrm{T}^{m}$, so on cohomology classes it will map $\alpha_{j}$ to an element that is of the form

$$
\imath^{*}\left(\alpha_{j}\right)=\widetilde{\alpha_{j}} \otimes 1 \in H^{*}\left(Y_{m, n-1}((i i+1)) \times \mathrm{T}^{m-1}\right) \otimes H^{*}(D-0)
$$

And since $\delta$ is given by

$$
\delta(\beta)= \begin{cases}\widetilde{\beta} \otimes[(D, D-0)] & \text { if } \beta=\widetilde{\beta} \otimes[D-0] \\ 0 & \text { otherwise }\end{cases}
$$

we see that $\delta\left(\imath^{*}\left(\alpha_{j}\right)\right)=0$ in this case. If $i=j$, then the same considerations give us that

$$
\delta \imath^{*}\left(\alpha_{j}\right)=1 \otimes[(D, D-0)] \in H^{2}\left(Y_{m, n-1}((i i+1)) \times \mathrm{T}^{m-1} \times(D, D-0)\right)
$$

The group $H^{2}\left(F_{1}, F_{0}\right)$ is generated by exactly these elements, so the map $d_{1}$ is surjective. Since the groups involved are all free, we know the kernel is also free and we can calculate the rank as the rank of the domain minus the rank of the codomain, giving us

$$
H^{1}\left(Y_{m, n}\right) \cong E_{\infty}^{0,1}=\operatorname{ker} d_{1} \cong \mathbb{Z}^{m+n-2+m-(m-1)}=\mathbb{Z}^{m+n-1}
$$

An immediate consequence is the following result.
Corollary 25. The first cohomology group of $X_{m, n}$ is $\mathbb{Z}^{m-1}$.
Proof. By using the Künneth formula and the previous theorem, we get an isomorphism

$$
H^{1}\left(X_{m, n}\right) \oplus H^{1}\left(\mathrm{~T}^{n}\right) \cong H^{1}\left(Y_{m, n}\right) \cong \mathbb{Z}^{m+n-1}
$$

Since any torsion in $H^{1}\left(X_{m, n}\right)$ would show up in $H^{1}\left(Y_{m, n}\right)$, it must be free. We can calculate the rank from the above formula and get

$$
H^{1}\left(X_{m, n}\right) \cong \mathbb{Z}^{m-1}
$$

To make this abstract isomorphism slightly more concrete, we will realise it as a map between spaces. Consider the image of an element $v \in Y_{m, 1}$ in $Y_{m, n}$ under the stabilisation map. This has the form

$$
s^{n-1}(v)=s^{n-1}\left(\begin{array}{c}
v_{1} \\
\vdots \\
v_{m}
\end{array}\right)=\left(\begin{array}{cccc}
\mid & \mid & & \mid \\
L^{n} v & L^{n-1} e_{1} & \ldots & L e_{1} \\
\mid & \mid & & \mid
\end{array}\right)
$$

where $L$ is the lower-triangular matrix that defines the stabilisation map, see Definition 19. Computing the determinants gives

$$
\operatorname{Det}\left(s^{n-1}(v)\right)=\left( \pm v_{1}, \ldots, \pm v_{m}, \pm 1, \ldots, \pm 1\right)
$$

with the signs dependent on $n$ and $m$. Using the action of $\mathrm{T}^{n}$ to change the last $n-1$ determinants as in the proof of Lemma 18, we can get an element of $Y_{m, n}$ with any prescribed determinant. Altogether this defines a lift, $f$, of the identity map over the determinant,


By taking first cohomology, we get maps

$$
H^{1}\left(Y_{m, n}\right) \stackrel{f^{*}}{\stackrel{\text { Det }^{*}}{\longleftrightarrow}} H^{1}\left(\mathrm{~T}^{m+n-1}\right),
$$

with

$$
f^{*} \circ \text { Det }^{*}=\mathrm{Id}
$$

This shows that Det* is injective and $f^{*}$ is surjective. But by the previous theorem, $f^{*}$ is a map between free abelian groups of the same rank, hence it must also be injective and so an isomorphism with inverse Det*. This shows that the determinant map is an isomorphism on the first cohomology groups and immediately extends to the quotiented spaces, with

$$
\text { Det }^{*}: H^{1}\left(\mathrm{~T}^{m+n-1} / \mathrm{T}^{n}\right) \rightarrow H^{1}\left(X_{m, n}\right)
$$

an isomorphism. Note that the action of $\mathrm{T}^{n}$ on $\mathrm{T}^{m+n-1}$ is not the obvious one, but is given by how the determinants change when $\mathrm{T}^{n}$ acts on $Y_{m, n}$. The quotient is still isomorphic to $\mathrm{T}^{m-1}$. Furthermore the stabilisation maps on degree one cohomology are surjective, since the stabilisation maps

$$
s: Y_{m, n} \rightarrow Y_{m, n+1}
$$

change the signs of some determinants and add an extra determinant that is always plus or minus one. So if the class $d_{i} \in H^{1}\left(Y_{m, n+1}\right)$ represents the image of moving once around zero in the $i^{\prime}$ th coordinate of $\mathrm{T}^{n+1}$, then

$$
s^{*}\left(d_{i}\right)= \begin{cases}d_{i} & 1 \leq i \leq n \\ 0 & \text { otherwise }\end{cases}
$$

### 3.3 The spectral sequence of $Y_{3,3}$

In this section we will calculate the cohomology of the space $Y_{3,3}$, which is the set:

$$
Y_{3,3}=\left\{\left(\begin{array}{lll}
a & b & g \\
c & d & h \\
e & f & i
\end{array}\right) \in \mathbb{C}^{9} \left\lvert\, \begin{array}{c}
a \neq 0, a d-b c \neq 0 \\
a d i+b e h+c f g-d e g-b c i-a f h \neq 0 \\
d i-f h \neq 0, i \neq 0
\end{array}\right.\right\}
$$

The way we will calculate this is by using the spectral sequence defined in Section 3.1. Some of the calculations have been done in Sage and the relevant source code can be found in Appendix A.

The groups we need to compute for the first page in the spectral sequence are:

$$
E_{1}^{p, q} \cong \begin{cases}H^{q}\left(Y_{\emptyset}\right) & p=0 \\ H^{q+1}\left(Y_{\{1\}} \times(D, D-0)\right) \oplus H^{q+1}\left(Y_{\{2\}} \times(D, D-0)\right) & p=1 \\ H^{q+2}\left(Y_{\{1,2\}} \times\left(D_{2}, D_{2}-0\right)\right) & p=2 \\ 0 & \text { otherwise }\end{cases}
$$

The four spaces that appear will be handled separately.

## The cohomology of $Y_{\{1,2\}}$

Consider the space $Y_{\{1,2\}}$. This consists of the elements of $Y_{3,3}$ that have two zeroes in the last column:

$$
Y_{\{1,2\}}=\left\{\left(\begin{array}{ccc}
a & b & 0 \\
c & d & 0 \\
e & f & i
\end{array}\right) \left\lvert\, \begin{array}{c}
a \neq 0, a d-b c \neq 0 \\
a d i-b c i \neq 0 \\
d i \neq 0, i \neq 0
\end{array}\right.\right\}
$$

The space is homeomorphic to $\left(\mathbb{C}^{*}\right)^{3} \times \mathbb{C}^{2} \times\left\{(b, c) \in \mathbb{C}^{2} \mid b c \neq 1\right\}$, with the homeomorphism given by

$$
\begin{aligned}
Y_{\{1,2\}} & \rightarrow\left(\mathbb{C}^{*}\right)^{3} \times \mathbb{C}^{2} \times\left\{(b, c) \in \mathbb{C}^{2} \mid b c \neq 1\right\} \\
\left(\begin{array}{lll}
a & b & 0 \\
c & d & 0 \\
e & f & i
\end{array}\right) & \mapsto\left(a, d, i, \frac{e}{i}, \frac{f}{i}, \frac{b}{a}, \frac{c}{d}\right)
\end{aligned}
$$

We already computed the cohomology of $Y=\{(b, c) \mid b c \neq 1\}$ in Example 11, so we can calculate the cohomology of $Y_{\{1,2\}}$ :

$$
H^{q}\left(Y_{\{1,2\}}\right)= \begin{cases}\mathbb{Z} & q=0 \\ \mathbb{Z}^{4} & q=1 \\ \mathbb{Z}^{7} & q=2 \\ \mathbb{Z}^{7} & q=3 \\ \mathbb{Z}^{4} & q=4 \\ \mathbb{Z} & q=5 \\ 0 & \text { otherwise }\end{cases}
$$

Since we know the product structure from the Künneth formula, we can name the generators and get the ring

$$
H^{*}\left(Y_{\{1,2\}}\right)=\Lambda^{*}\left[a_{00}, d_{00}, i_{00}\right] \otimes H^{*}(Y)
$$

The two generators of $Y$ will be denoted $y_{00,1}$ for the degree one generator and $y_{00,2}$ for the degree two generator. All other generators have degree one. The ring structure is the usual one on a tensor product, with the added relation $y_{00,1} \cdot y_{00,2}=0$. The element $y_{00,1} \in H^{1}(Y)$ is given by the map

$$
Y \ni(b, c) \mapsto 1-b c \in \mathbb{C}^{*}
$$

in cohomology, since there is another map

$$
\mathbb{C}^{*} \ni \lambda \mapsto(1,1-\lambda) \in Y
$$

and the composition is the identity on $\mathbb{C}^{*}$. Applying $H^{1}$ shows that the two maps give isomorphisms in degree 1.

## The cohomology of $Y_{\{1\}}$

In $Y_{\{1\}}$ we have the first entry of the last column equal to zero, which is the space

$$
Y_{\{1\}}=\left\{\left(\begin{array}{ccc}
a & b & 0 \\
c & d & h \\
e & f & i
\end{array}\right) \left\lvert\, \begin{array}{c}
a \neq 0, a d-b c \neq 0 \\
a d i+b e h-b c i-a f h \neq 0 . \\
d i-f h \neq 0, h \neq 0, i \neq 0
\end{array}\right.\right\}
$$

This space is homeomorphic to $\left(\mathbb{C}^{*}\right)^{5} \times \mathbb{C} \times Y$ :

$$
\left(\begin{array}{ccc}
a & b & 0 \\
c & d & h \\
e & f & i
\end{array}\right) \mapsto\left(a, i, h, \frac{d}{h}-\frac{f}{i}, \frac{d}{h}-\frac{b c}{a h}, \frac{e}{i}, \frac{b h i}{a d i-a f h}, \frac{c}{h}-\frac{e}{i}\right) .
$$

Since the cohomology of $Y$ is already known, applying the Künneth formula gives

$$
H^{q}\left(Y_{\{1\}}\right)= \begin{cases}\mathbb{Z} & q=0 \\ \mathbb{Z}^{6} & q=1 \\ \mathbb{Z}^{16} & q=2 \\ \mathbb{Z}^{25} & q=3, \\ \mathbb{Z}^{25} & q=4, \\ \mathbb{Z}^{16} & q=5 \\ \mathbb{Z}^{6} & q=6 \\ \mathbb{Z} & q=7, \\ 0 & \text { otherwise }\end{cases}
$$

As before, the ring structure is given by

$$
H^{*}\left(Y_{\{1\}}\right)=\Lambda^{*}\left[a_{01}, d_{01}, f_{01}, h_{01}, i_{01}\right] \otimes H^{*}(Y)
$$

## The cohomology of $Y_{\{2\}}$

The space is

$$
Y_{\{2\}}=\left\{\left(\begin{array}{ccc}
a & b & g \\
c & d & 0 \\
e & f & i
\end{array}\right) \left\lvert\, \begin{array}{c}
a \neq 0, a d-b c \neq 0 \\
a d i+c f g-b c i-\operatorname{deg} \neq 0 \\
d i \neq 0, g \neq 0, i \neq 0
\end{array}\right.\right\}
$$

which can also be identified with $\left(\mathbb{C}^{*}\right)^{5} \times \mathbb{C} \times Y$ using the homeomorphism

$$
\left(\begin{array}{ccc}
a & b & g \\
c & d & 0 \\
e & f & i
\end{array}\right) \mapsto\left(\frac{a}{g}, d, i, g, 1+\frac{c f g}{a d i}-\frac{e g}{a i}-\frac{b c}{a d}, \frac{f}{i}, \frac{b}{a}, \frac{c}{d}\right) .
$$

Since we already know the cohomology of this space, we know

$$
H^{q}\left(Y_{\{2\}}\right)=\left(\Lambda^{*}\left[a_{10}, d_{10}, f_{10}, g_{10}, i_{10}\right] \otimes H^{*}(Y)\right)^{q}= \begin{cases}\mathbb{Z} & q=0 \\ \mathbb{Z}^{6} & q=1, \\ \mathbb{Z}^{16} & q=2, \\ \mathbb{Z}^{25} & q=3, \\ \mathbb{Z}^{25} & q=4, \\ \mathbb{Z}^{16} & q=5, \\ \mathbb{Z}^{6} & q=6 \\ \mathbb{Z} & q=7, \\ 0 & \text { otherwise. }\end{cases}
$$

## The cohomology of $Y_{\emptyset}$

This space is slightly more complicated than the others. The space consists of the elements in $Y_{3,3}$ where all entries of the last vector are non-zero.

$$
Y_{\emptyset}=\left\{\left(\begin{array}{llc}
a & b & g \\
c & d & h \\
e & f & i
\end{array}\right) \left\lvert\, \begin{array}{c}
a \neq 0, a d-b c \neq 0, d i-f h \neq 0, \\
a d i+b e h+c f g-\operatorname{deg}-b c i-a f h \neq 0, \\
g \neq 0, h \neq 0, i \neq 0
\end{array}\right.\right\} .
$$

The space is homeomorphic to $\left(\mathbb{C}^{*}\right)^{7} \times\left\{(x, y, z) \in \mathbb{C}^{3} \mid y-z-x y z=1\right\}$, with the homeomorphism given by

$$
\begin{gathered}
\left(\begin{array}{ccc}
a & b & g \\
c & d & h \\
e & f & i
\end{array}\right) \mapsto\left(g, h, i, \frac{a}{g}, \frac{f}{i}-\frac{d}{h}\right. \\
D=\frac{a d-b c}{a h}, \\
C=\frac{c}{h}-\frac{a}{g}+\frac{c d i-d e h}{f h^{2}-d h i}+\frac{b e h-b c i}{f g h-d g i}, \\
\left.\frac{b C}{a D}, \frac{c}{h C}-\frac{a}{g C}, \frac{D}{C} \frac{e h-c i}{f h-d i}\right)
\end{gathered}
$$

To get the cohomology, we refer back to Example 12, where we computed the cohomology of

$$
Z=\left\{(x, y, z) \in \mathbb{C}^{3} \mid y-z-x y z=1\right\}
$$

and found it to be the same as the cohomology of $S^{2}$. The generator of $H^{2}(Z)$ will
be called $z_{11}$, with $z_{11}^{2}=0$. If we apply this, we get

$$
H^{q}\left(Y_{\emptyset}\right)= \begin{cases}\mathbb{Z} & q=0 \\ \mathbb{Z}^{7} & q=1, \\ \mathbb{Z}^{22} & q=2, \\ \mathbb{Z}^{42} & q=3, \\ \mathbb{Z}^{56} & q=4, \\ \mathbb{Z}^{56} & q=5, \\ \mathbb{Z}^{42} & q=6, \\ \mathbb{Z}^{22} & q=7, \\ \mathbb{Z}^{7} & q=8 \\ \mathbb{Z} & q=9 \\ 0 & \text { otherwise. }\end{cases}
$$

and the generators are

$$
H^{*}\left(Y_{\emptyset}\right)=\Lambda^{*}\left[a_{11}, d_{11}, g_{11}, h_{11}, i_{11}, C_{11}, D_{11}\right] \otimes H^{*}(Z)
$$

## A note on the cohomology of $Z$

The space $Z$ defined above is a manifold, which we will prove by applying the implicit function theorem. Consider the formula defining $Z$,

$$
(x, y, z) \mapsto y-z-x y z-1
$$

Taking partial derivatives gives the three functions

$$
\begin{aligned}
(x, y, z) & \mapsto y z \\
(x, y, z) & \mapsto 1-x z \\
(x, y, z) & \mapsto-1-x y
\end{aligned}
$$

If the first function is zero, then at least one of the two others must be non-zero. By the implicit function theorem, the coordinate that has non-zero derivative can be written as a smooth function of the other coordinates. This shows that $Z$ is locally the graph of a smooth function, so it is a smooth manifold.

Later on it will be necessary to have a description of $H^{2}(Z)$. This is done by considering the subspace

$$
R=\left\{(x, y, z) \in \mathbb{R}^{3} \mid x>0, y<0, x y<-1, z=\frac{y-1}{1+x y}>0\right\} \subset Z
$$

This space is closed in $Z$ since any sequence in $R$ that converges in $Z$ must also converge in $R$. Consider a subbundle $N R \cong R \times D$ of the normal bundle of $R$ in the tangent bundle $T Z$, such that the exponential map is a diffeomorphism on $N R$. This gives us a diagram

$$
H^{2}\left(N R, N R_{0}\right) \stackrel{\cong}{\longleftarrow} H^{2}(Z, Z-R) \xrightarrow{j^{*}} H^{2}(Z),
$$

where $N R_{0}$ is $N R$ without the zero section, $N R_{0} \cong R \times(D-0)$. The isomorphism is given by excision, since $Z=N R \cup(Z-R)$. The space $R$ is homeomorphic to $\mathbb{R}^{2}$, so we have

$$
H^{2}(Z, Z-R) \cong H^{2}\left(N R, N R_{0}\right) \cong H^{2}(R \times(D, D-0)) \cong \mathbb{Z}
$$

From the diagram, $j^{*}(1)$ gives us an element of $H^{2}(Z)$. To see that this is a generator, consider the torus

$$
\widehat{\mathrm{T}}=\left\{\left(x, y, z=\frac{y-1}{1+x y}\right) \in Z| | x|=|y|=2\} \subset Z\right.
$$

This intersects $R$ in exactly one point, namely $p=(2,-2,1)$. By taking the intersection with $\widehat{\mathrm{T}}$ we can extend the previous diagram,


The left $i^{*}$ is an isomorphism since the cohomology in degree two is given by the pair $(D, D-0)$, which does not change under the inclusion. This shows that the inclusion $\widehat{\mathrm{T}} \rightarrow Z$ is an isomorphism in cohomology, so $j^{*}(1)$ is a generator of $H^{2}(Z)$. Taking the same diagram with cohomology replaced with homology reverses all arrows but is otherwise exactly the same. This shows that to calculate the homology class of a cycle $\sigma$ in $H_{2}(Z)$, we can count the number of points of intersection between $\sigma$ and $R$ with orientation, since each of these will contribute either 1 or -1 , depending on orientation, to the homology class in $(Z, Z-R)$.

There is a smiliar argument with the space $Y$ from before and the subspace $R_{Y}=\left\{(b, c) \in \mathbb{R}^{2} \mid b>0, c>0, b c>1\right\}$. In particular, the generator of $H_{2}(Y)$ can be taken as $i_{*}([\widehat{\mathrm{~T}}])$, where $[\widehat{\mathrm{T}}]$ is a generator of $H_{2}(\widehat{\mathrm{~T}})$ for the torus

$$
\widehat{\mathrm{T}}=\left\{(b, c)| | b|=|c|=2\} \subset R_{Y}\right.
$$

## The first page

With all of the above, we can draw the $E_{1}$-page of the spectral sequence. Remember that this is

$$
E_{1}^{p, q} \cong \begin{cases}H^{q}\left(Y_{\emptyset}\right) & p=0 \\ H^{q+1}\left(Y_{\{1\}} \times(D, D-0)\right) \oplus H^{q+1}\left(Y_{\{2\}} \times(D, D-0)\right) & p=1 \\ H^{q+2}\left(Y_{\{1,2\}} \times\left(D_{2}, D_{2}-0\right)\right) & p=2 \\ 0 & \text { otherwise }\end{cases}
$$

By inserting the groups that were calculated above into this, we get Figure 3.4 with the non-zero differentials moving directly to the right. To get the $E_{2}$-page of the spectral sequence, we need to compute the homology of the differentials.


Figure 3.4: The $E_{1}$-page with differentials.

### 3.4 Differentials on $E_{1}$

By definition, the differentials are the boundary maps of the long exact sequence of the triple $\left(F_{p+1}, F_{p}, F_{p-1}\right)$,

$$
d_{1}: E_{1}^{p, q}=H^{p+q}\left(F_{p}, F_{p-1}\right) \rightarrow H^{p+q+1}\left(F_{p+1}, F_{p}\right)=E_{1}^{p+1, q} .
$$

We will consider the two cases $p=0$ and $p=1$ separately.

## First column

For $p=0$, we are looking at the boundary map of the pair $\left(F_{1}, F_{0}\right)$. Consider the inclusion of pairs,

$$
i: Y_{\{1\}} \times(D, D-0) \sqcup Y_{\{2\}} \times(D, D-0) \rightarrow\left(F_{1}, F_{0}\right)
$$

This is an isomorphism in cohomology and gives a map between the long exact sequences that makes the following diagram commute:


The bottom map is the boundary map from the long exact sequence of the pair ( $D, D-0$ ). This map is well-known and will be treated at the end of this section, so
the only missing part is to calculate the inclusion $i^{*}$. Since we are working with a disjoint union, we only need to calculate the inclusion on each factor.

## The inclusion $Y_{\{1\}} \times(D-0) \hookrightarrow Y_{\emptyset}$

We can write the inclusion out in coordinates as

$$
\begin{aligned}
\left(\mathbb{C}^{*}\right)^{5} \times Y \times(D-0) \longrightarrow & \left(\mathbb{C}^{*}\right)^{7} \times Z \\
(a, d, f, h, i, b, c, g) \mapsto & \left(g, h, i, \frac{a}{g},-f, d\right. \\
& C=c-\frac{a}{g}-\frac{c d}{f}-b c^{2}+\frac{a b c}{g} \\
& \left.\frac{b f C}{d}, \frac{c}{C}-\frac{a}{g C}, \frac{c d}{f C}\right)
\end{aligned}
$$

On the generators, this is given by

$$
\begin{aligned}
i^{*}: H^{*}\left(Y_{\emptyset}\right) & \rightarrow H^{*}\left(Y_{\{1\}} \times(D-0)\right) \\
a_{11} & \mapsto a_{01}-g_{01} \\
d_{11} & \mapsto f_{01} \\
g_{11} & \mapsto g_{01} \\
h_{11} & \mapsto h_{01} \\
i_{11} & \mapsto i_{01} \\
D_{11} & \mapsto d_{01} \\
C_{11} & \mapsto a_{01}-g_{01}+y_{01,1} \\
z_{11} & \mapsto y_{01,2}+\left(a_{0}-d_{01}+f_{01}-g_{01}\right) y_{01,1}
\end{aligned}
$$

where $g_{01}$ is the generator of $H^{1}(D-0)$.
In degree 1 , this is calculated by dualising to homology, writing out the map on generators and working out what they map to. For $z_{11}$ it is slightly harder. To calculate this, we use the submanifold $R \subset Z$ defined previously as

$$
R=\left\{(x, y, z) \in \mathbb{R}^{3} \mid x>0, y<0, x y<-1, z=\frac{y-1}{1+x y}>0\right\}
$$

by choosing a generator $\alpha=[\sigma]$ of $H_{2}\left(Y_{\{1\}} \times(D-0)\right)$ and calculating the intersection of the image of $f=\operatorname{pr}_{Z} \circ i \circ \sigma$ and $R$. Note that if the coordinates of $Y$ are fixed at $(0,1)$, then the image of

$$
f(a, d, f, h, i, 0,1, g)=\left(0, \frac{1}{C}-\frac{a}{g C},-\frac{d}{f C}\right)
$$

never intersects $R$ since $x=0$. Likewise, the coordinates $i$ and $h$ do not appear in the projection to $Z$ and can not influence the result. Hence we only have to check the duals of the following generators in degree 2 :

$$
a_{01} y_{01,1}, d_{01} y_{01,1}, f_{01} y_{01,1}, y_{01,1} g_{01}, y_{01,2}
$$

These will be handled individually. All non-relevant coordinates will be set to 1, except $g$ which will be denoted $\varepsilon$ to make it clear that this coordinate is small. If $y_{01,1}$ is involved, we choose the generator

$$
\sigma(\lambda)=(1-\lambda, 1) \in Y, \quad \lambda \in S^{1}
$$

as this gives

$$
y_{01,1}=[\lambda \mapsto 1-(1-\lambda) \cdot 1]=[\lambda \mapsto \lambda] .
$$

$\mathbf{a}_{\mathbf{0 1}} \mathbf{Y}_{\mathbf{0 1 , 1}}$ : The relevant map is

$$
(a, \lambda) \mapsto\left((1-\lambda) C, \frac{1}{C}-\frac{a}{\varepsilon C}, \frac{1}{C}\right),
$$

where $C=-1-\frac{a \lambda}{\varepsilon}$. If this intersects $R$ then $C$ has to be real and positive by looking at the last coordinate, which forces $\lambda$ real and negative by the first coordinate and $a$ real and positive by the second. Hence there is at most one intersection, at $(1,-1)$ :

$$
f(1,-1)=\left(\frac{2-2 \varepsilon}{\varepsilon},-1, \frac{\varepsilon}{1-\varepsilon}\right)
$$

By inspection, this satisfies the conditions and hence belongs to $R$, so we conclude that the image intersects once. This gives the following formula:

$$
\left\langle f^{*}\left(z_{11}\right), a_{01} y_{01,1}\right\rangle=\left\langle z_{11}, f_{*}\left(a_{01} y_{01,1}\right)\right\rangle= \pm 1
$$

To check the sign, we need to check if this map preserves the orientation of the torus in $R$. This is done by differentiating the map to get a map of tangent spaces

$$
T f: T T^{2} \rightarrow T R
$$

and checking that the determinant of this map is positive. This has been done in Sage, see Appendix A. 2 for the code. The intersection preserves orientation, so the sign is plus.
$\mathbf{d}_{\mathbf{0 1}} \mathbf{Y}_{\mathbf{0 1 , 1}}:$ In this case the map becomes

$$
(d, \lambda) \mapsto\left(\frac{(1-\lambda) C}{d}, \frac{\varepsilon-1}{\varepsilon C}, \frac{d}{C}\right)
$$

and by a similar analysis, this intersects in exactly the point $f(1,-1)$, which is the same as before. However, this time the orientation is reversed.
$\mathbf{f}_{\mathbf{0 1}} \mathbf{y}_{\mathbf{0 1 , 1}}$ : This has the same point of intersection and preserves the orientation.
$\mathbf{y}_{\mathbf{0 1 , 1}} \mathbf{g}_{\mathbf{0 1}}$ : This also intersects and preserves the orientation.
$\mathbf{y}_{\mathbf{0 1 , 2}}$ : This is calculated by the intersection points of the fundamental class of the torus in $Y$, which was mentioned earlier:

$$
\widehat{\mathrm{T}}=\left\{(b, c) \in \mathbb{C}^{2}| | b|=|c|=2\} \subset Y\right.
$$

The map becomes

$$
(b, c) \mapsto\left(b C, \frac{c}{C}-\frac{1}{\varepsilon C}, \frac{c}{C}\right)
$$

with $C=-b c^{2}-\frac{1-b c}{\varepsilon}$. We will write $x$ for the first coordinate, $y$ for the second and $z$ for the third. An analysis as before gives $b c=x z>0$ and $C=\frac{1}{\varepsilon(z-y)} \in \mathbb{R}$. So both $b$
and $c$ must be real, by looking at $x$ and $y$, and $C$ should be positive since $z>0$ and $y<0$. Then both $b$ and $c$ must be positive to get the correct sign for $x$ and $z$. The only possible point of intersection is

$$
f(2,2)=\left(\frac{6-16 \varepsilon}{\varepsilon}, \frac{2 \varepsilon-1}{3-8 \varepsilon}, \frac{2 \varepsilon}{3-8 \varepsilon}\right)
$$

Since $\varepsilon$ is very small, this intersects $R$, and the orientation is preserved.

The inclusion $Y_{\{2\}} \times(D-0) \hookrightarrow Y_{\emptyset}$
The inclusion in coordinates is

$$
\begin{aligned}
&\left(\mathbb{C}^{*}\right)^{5} \times Y \times(D-0) \longrightarrow\left(\mathbb{C}^{*}\right)^{7} \times Z \\
&(a, d, f, g, i, b, c, h) \mapsto\left(g, h, i, a,-\frac{d}{h}\right. \\
& D=\frac{d}{h}(1-b c), \\
& C=-a f-\frac{a^{2} b h}{d}+\frac{a^{2} b h f}{d}+\frac{a^{2} b^{2} c h}{d} \\
&\left.\frac{b C}{D}, \frac{c d}{h C}-\frac{a}{C}, \frac{c D}{C}-\frac{a h D}{d C}+\frac{a f h D}{d C}+\frac{a b c h D}{d C}\right) .
\end{aligned}
$$

We calculate as before and get the following on generators:

$$
\begin{aligned}
i^{*}: H^{*}\left(Y_{\emptyset}\right) & \rightarrow H^{*}\left(Y_{\{2\}} \times(D-0)\right) \\
a_{11} & \mapsto a_{10} \\
d_{11} & \mapsto d_{10}-h_{10} \\
g_{11} & \mapsto g_{10} \\
h_{11} & \mapsto h_{10} \\
i_{11} & \mapsto i_{10} \\
D_{11} & \mapsto d_{10}+y_{10,1}-h_{10} \\
C_{11} & \mapsto f_{10}+a_{10} \\
z_{11} & \mapsto y_{10,2}+\left(a_{10}-d_{10}+f_{10}+h_{10}\right) y_{10,1}
\end{aligned}
$$

where $h_{10}$ is the generator of $H^{1}(D-0)$.
The calculations have been left out, but are very similar to the previous ones.

## Second column

The differential on the second column is the boundary map

$$
\delta: H^{q}\left(\left(Y_{\{1\}} \sqcup Y_{\{2\}}\right) \times(D, D-0)\right) \cong H^{q}\left(F_{1}, F_{0}\right) \rightarrow H^{q+1}\left(F_{2}, F_{1}\right)
$$

To calculate this map, consider the inclusion of triples

$$
Y_{\{1,2\}} \times\left(D_{2}, D_{2}-0,(D-0) \times(D-0)\right) \hookrightarrow\left(F_{2}, F_{1}, F_{0}\right)
$$

given by inserting a small disc, sphere or torus on the zero-entries of $Y_{\{1,2\}}$. There are homeomorphisms of pairs,

$$
\begin{aligned}
& \left(D_{2}-0,(D-0) \times(D-0)\right) \cong(D \times(D-0) \sqcup(D-0) \times D,(D-0) \times(D-0)) \\
& \left(D_{2}, D_{2}-0\right) \cong(D \times D, D \times(D-0) \cup(D-0) \times D)=(D, D-0) \times(D, D-0) .
\end{aligned}
$$

These give a commuting diagram,


The marked isomorphism follows from excision and the left map is induced by an inclusion. If we apply the homeomorphism of pairs to the bottom of the diagram, the boundary map at the bottom becomes the sum of the two boundary maps,

$$
\begin{aligned}
& H^{q}\left(Y_{\{1,2\}} \times(D, D-0) \times(D-0)\right) \\
& H^{q}\left(Y_{\{1,2\}} \times(D-0) \times(D, D-0)\right)
\end{aligned}
$$

The boundary maps are given by the long exact sequence of the pair ( $D, D-0$ ), so we only need to consider the inclusion on the left. By choosing the discs sufficiently small and using the identification of $H^{q}\left(F_{1}, F_{0}\right)$ defined in the first section, we see that the inclusion maps the space $Y_{\{1,2\}} \times(D, D-0) \times(D-0)$ to $Y_{\{1\}} \times(D, D-0)$ and $Y_{\{1,2\}} \times(D-0) \times(D, D-0)$ to $Y_{\{2\}} \times(D, D-0)$. To get the differential, we must calculate the sum of these two maps:

$$
\begin{aligned}
& i_{1}^{*}: H^{q}\left(Y_{\{1\}} \times(D, D-0)\right) \rightarrow H^{q}\left(Y_{\{1,2\}} \times(D, D-0) \times(D-0)\right), \\
& i_{2}^{*}: H^{q}\left(Y_{\{2\}} \times(D, D-0)\right) \rightarrow H^{q}\left(Y_{\{1,2\}} \times(D-0) \times(D, D-0)\right) .
\end{aligned}
$$

The inclusion $Y_{\{1,2\}} \times(D, D-0) \times(D-0) \rightarrow Y_{\{1\}} \times(D, D-0)$
In coordinates, the map becomes

$$
\begin{aligned}
\left(\mathbb{C}^{*}\right)^{3} \times Y \times(D, D-0) \times(D-0) & \rightarrow\left(\mathbb{C}^{*}\right)^{5} \times Y \times(D, D-0) \\
(a, d, i, b, c, g, h) & \mapsto\left(a, i, h, \frac{d}{h}, \frac{d}{h}(1-b c), \frac{b h}{d}, \frac{d c}{h}, g\right) .
\end{aligned}
$$

Again, we calculate the map on cohomology by dualising to homology and working with the dual generators. To check what happens to the elements of $H^{q}(Y)$, we count intersections with the subspace $R_{Y}=\left\{(b, c) \in \mathbb{R}^{2} \mid b>0, c>0, b c>1\right\}$ of $Y$, exactly
as for $Z$ above.

$$
\begin{aligned}
i_{1}^{*}: H^{q}\left(Y_{\{1\}} \times(D, D-0)\right) & \rightarrow H^{q}\left(Y_{\{1,2\}} \times(D, D-0) \times(D-0)\right) \\
a_{01} & \mapsto a_{00}, \\
d_{01} & \mapsto d_{00}-h_{00}+y_{00,1}, \\
f_{01} & \mapsto d_{00}-h_{00}, \\
g_{01} & \mapsto g_{00} \\
h_{01} & \mapsto h_{00} \\
i_{01} & \mapsto i_{00} \\
y_{01,1} & \mapsto y_{00,1} \\
y_{01,2} & \mapsto y_{00,2}-d_{00} y_{00,1}+h_{00} y_{00,1} .
\end{aligned}
$$

We denote the generator of $H^{2}(D, D-0)$ in $H^{*}\left(Y_{\{1\}} \times(D, D-0)\right)$ by $g_{01}$ and for $H^{*}\left(Y_{\emptyset} \times(D, D-0) \times(D-0)\right)$ we consider $g_{00} \in H^{2}(D, D-0)$ and $h_{00} \in H^{1}(D-0)$.

The inclusion $Y_{\{1,2\}} \times(D-0) \times(D, D-0) \rightarrow Y_{\{2\}} \times(D, D-0)$
This is exactly as above for the map

$$
\begin{aligned}
\left(\mathbb{C}^{*}\right)^{3} \times Y \times(D-0) \times(D, D-0) & \rightarrow\left(\mathbb{C}^{*}\right)^{5} \times Y \times(D, D-0) \\
(a, d, i, b, c, g, h) & \mapsto\left(\frac{a}{g}, d, i, g, 1-b c, b, c, h\right) .
\end{aligned}
$$

In cohomology, this becomes

$$
\begin{aligned}
i_{2}^{*}: H^{q}\left(Y_{\{2\}} \times(D, D-0)\right) & \rightarrow H^{q}\left(Y_{\{1,2\}} \times(D-0) \times(D, D-0)\right) \\
a_{10} & \mapsto a_{00}-g_{00} \\
d_{10} & \mapsto d_{00} \\
f_{10} & \mapsto y_{00,1} \\
g_{10} & \mapsto g_{00} \\
h_{10} & \mapsto h_{00} \\
i_{10} & \mapsto i_{00} \\
y_{10,1} & \mapsto y_{00,1} \\
y_{10,2} & \mapsto y_{00,2}
\end{aligned}
$$

with $g_{01} \in H^{2}(D, D-0)$ inside $H^{*}\left(Y_{\{2\}} \times(D, D-0)\right)$ and $g_{00} \in H^{2}(D, D-0)$, $h_{00} \in H^{1}(D-0)$ inside $H^{*}\left(Y_{\emptyset} \times(D-0) \times(D, D-0)\right)$.

## Boundary maps

We have now reduced everything to calculating some well-known boundary maps for the pair ( $D, D-0$ ). By writing out the long exact sequence, the boundary map

$$
\delta: H^{*}(D-0) \rightarrow H^{*}(D, D-0)
$$

is an isomorphism in degree 1 ,

$$
H^{1}(D-0) \cong H^{2}(D, D-0)
$$

and zero in all other degrees. The boundary map for the pair $X \times(D, D-0)$ is $\mathrm{Id} \otimes \delta$ in tensor-notation. So the boundary map in the cases above picks out the "new" coordinate added to $X \times(D-0)$ and throws away everything that does not depend on it. To be more precise, the map is given on generators by:

$$
\begin{aligned}
\left.H^{*}(X) \otimes H^{*}(D-0)\right) & \left.\rightarrow H^{*}(X) \otimes H^{*}(D, D-0)\right) \\
x \otimes d & \mapsto \begin{cases}x \otimes \delta d & \text { if } d \in H^{1}(D-0), \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

### 3.5 Turning the page

We can now use the above to calculate the $E_{2}$-page. We have calculated the groups appearing on the first page and the differential. To get the second page, we need to compute the homology groups of $d_{1}$. This reduces to linear algebra over the integers, and is done using the Sage code that can be found in Appendix A.1. The result can be found in Figure 3.5.


Figure 3.5: The $E_{2}$-page.

The differentials from $E_{2}$ onwards are given as maps:

$$
d_{r}: E_{r}^{p, q} \rightarrow E_{r}^{p+r, q+1-r} .
$$

For $r \geq 2$, this increases $p$ by at least 2 . This means that the domain or codomain of $d_{r}$ will always be zero, so taking homology does not change anything. Hence $E_{2}=E_{\infty}$, the spectral sequence collapses at the $2^{\text {nd }}$ term, and there are no extension problems
since all the groups are free. This allows us to read off the cohomology of $Y_{3,3}$. Since we are also interested in factoring out the $\mathrm{T}^{3}$ torus, we note this as well.

$$
H^{q}\left(Y_{3,3}\right)=E_{2}^{0, q} \oplus E_{2}^{1, q-1}=\left\{\begin{array}{ll}
\mathbb{Z} & q=0, \\
\mathbb{Z}^{5} & q=1, \\
\mathbb{Z}^{11} & q=2, \\
\mathbb{Z}^{15} & q=3, \\
\mathbb{Z}^{17} & q=4, \\
\mathbb{Z}^{19} & q=5, \\
\mathbb{Z}^{18} & q=6, \\
\mathbb{Z}^{12} & q=7, \\
\mathbb{Z}^{5} & q=8, \\
\mathbb{Z} & q=9, \\
0 & \text { otherwise. }
\end{array} \quad H^{q}\left(X_{3,3}\right)= \begin{cases}\mathbb{Z} & q=0, \\
\mathbb{Z}^{2} & q=1, \\
\mathbb{Z}^{2} & q=2, \\
\mathbb{Z}^{2} & q=3, \\
\mathbb{Z}^{3} & q=4, \\
\mathbb{Z}^{2} & q=5, \\
\mathbb{Z} & q=6, \\
0 & \text { otherwise. }\end{cases}\right.
$$

## 4 Loops and limits

We now return to the general case. We want to show that the limit space $X_{m, \infty}$ is equivalent to the space of loops in the flag manifold $\mathrm{GL}_{m}(\mathbb{C}) / \mathrm{B}_{m}$.
Definition 26. The loop space $\Omega=\Omega\left(\mathrm{GL}_{m}(\mathbb{C}) / \mathrm{B}_{m}\right)$ is the space

$$
\Omega=\left\{\gamma:[0,1] \rightarrow \mathrm{GL}_{m}(\mathbb{C}) / \mathrm{B}_{m} \mid \gamma(0)=\gamma(1)=\mathrm{Id}\right\}
$$

with the compact-open topology. This was briefly described in Section 1.2. Since $\mathrm{GL}_{m}(\mathbb{C}) / \mathrm{B}_{m}$ is a Riemannian manifold, the loop space becomes a metric space where loops are close if they are close at every point.

### 4.1 The map

As has been done before, we will start by considering $Y_{m, n}$ and then quotient out with the torus $\mathrm{T}^{n}$ afterwards. For $A=\left(a_{1}, \ldots, a_{n}\right) \in Y_{m, n}$ we can define a path $\gamma_{A}$ in $\mathrm{GL}_{m}(\mathbb{C})$ by starting with $\gamma_{A}(0)=\mathrm{Id}$. Since the matrix $\left(e_{2}, \ldots, e_{m}, a_{1}\right)$ is invertible by the definition of $Y_{m, n}$, we know that $a_{1}$ is linearly independent of $e_{2}, \ldots, e_{m}$. Hence it can be written as

$$
a_{1}=\sum_{i=1}^{m} c_{i} e_{i}
$$

with $c_{1} \neq 0$. Rewriting the expression leads to the formula

$$
\frac{1}{c_{1}} a_{1}=e_{1}+\frac{1}{c_{1}}\left(\sum_{i=2}^{m} c_{i} e_{i}\right) .
$$

This gives us a path in $\mathrm{GL}_{m}(\mathbb{C})$ from the identity to $\left(\frac{1}{c_{1}} a_{1}, e_{2}, \ldots, e_{m}\right)$ :

$$
[0,1] \ni t \mapsto\left(e_{1}+t\left(\sum_{i=2}^{m} \frac{c_{i}}{c_{1}} e_{i}\right), e_{2}, \ldots, e_{m}\right) \in \mathrm{GL}_{m}(\mathbb{C})
$$

This process can be continued, since we can rewrite the similar expression for $a_{2}$ as

$$
\frac{1}{d_{2}} a_{2}=e_{2}+\frac{1}{d_{2}}\left(\sum_{i=3}^{m} d_{i} e_{i}\right)+\frac{d_{1}}{d_{2} c_{1}} a_{1}
$$

and get a path

$$
t \mapsto\left(\frac{1}{c_{1}} a_{1}, e_{2}+t\left(\sum_{i=3}^{m} \frac{d_{i}}{d_{2}} e_{i}+\frac{d_{1}}{d_{2} c_{1}} a_{1}\right), e_{3}, \ldots, e_{m}\right)
$$

that starts where the other path stopped. If we continue through the vectors in $A$, we will eventually end at a point,

$$
\left(\lambda_{i} e_{i}, \ldots, \lambda_{m} e_{m}, \lambda_{1} e_{1}, \ldots, \lambda_{i-1} e_{i-1}\right) \in \mathrm{GL}_{m}(\mathbb{C})
$$

which is diagonal, except the columns may have been permuted if $n$ is not divisible by $m$. Choosing a fixed path in $\mathrm{GL}_{m}(\mathbb{C})$ from $\left(e_{i}, \ldots, e_{i-1}\right)$ to Id, scaling the columns and appending it to all the other paths then gives a path $\gamma_{A}$ with

$$
\gamma_{A}(0)=\mathrm{Id}, \quad \gamma_{A}(1)=\left(\lambda_{1} e_{1}, \ldots, \lambda_{m} e_{m}\right)
$$

If we consider this as a path in $\mathrm{GL}_{m}(\mathbb{C}) / \mathrm{B}_{m}$ we get a loop, since $\gamma_{A}(1) \in \mathrm{B}_{m}$ is a diagonal matrix. The assignment

$$
f(A)=\gamma_{A} \in \Omega\left(\mathrm{GL}_{m}(\mathbb{C}) / \mathrm{B}_{m}\right)
$$

defines a continuous function from $Y_{m, n}$ to the loop space, as the paths will be close at every point if the vectors we start from are close. Note that this function descends to the quotient space $X_{m, n}=Y_{m, n} / \mathrm{T}^{n}$, since elements of $Y_{m, n}$ that are equivalent under the $\mathrm{T}^{n}$-action gives paths in $\mathrm{GL}_{m}(\mathbb{C})$ that are equivalent under the $\mathrm{B}_{m}$-action.

The goal of this chapter is to prove the following theorem:
Theorem 27. The map $f: X_{m, n} \rightarrow \Omega$ induces a map

$$
f: X_{m, \infty} \rightarrow \Omega
$$

This is a homotopy equivalence.
Since the space $\Omega$ is relatively well-studied, this gives information about $X_{m, \infty}$. In particular, it allows us to calculate the homology and cohomology of this space.

We want to show that the stabilisation map

$$
\begin{aligned}
& s: X_{m, n} \rightarrow X_{m, n+1} \\
& A=\left(a_{1}, \ldots, a_{n}\right) \mapsto\left(L a_{1}, \ldots, L a_{n},\left(\begin{array}{c}
1 \\
\vdots \\
1
\end{array}\right)\right)=\left(L A, L e_{1}\right)
\end{aligned}
$$

does not affect the map $f$, or more precisely that $f$ induces a well-defined map on $X_{m, \infty}$. To do this we will work with the subsequence $X_{m, n m}$ of the sequence $X_{m, n}$, as the two limits are isomorphic. This is a purely formal fact that follows from stabilising $X_{m, r}$ to $X_{m, m n}$, which gives a map

$$
X_{m, \infty} \rightarrow \underset{n}{\lim } X_{m, m n}
$$

There is a similar map defined by considering $X_{m, m n}$ as the space $X_{m, r}$ for $r=m n$, which also respects stablisation, and hence defines a map

$$
\underset{n}{\lim } X_{m, m n} \rightarrow X_{m, \infty} .
$$

The composition of these two maps in either direction is the identity, so the two limits are isomorphic.

We will show that the diagram

commutes up to homotopy. This is done by showing that the map $s^{m}$ is homotopic to the map $\widetilde{s}$ that inserts the identity on the last $m$ columns of $A \in X_{m, n m}$,

$$
\widetilde{s}\left(a_{1}, \ldots, a_{n m}\right)=\left(a_{1}, \ldots, a_{n m}, e_{1}, \ldots, e_{m}\right)
$$

If we connect Id and $L^{-m}$ by a path $\gamma$ in the space of invertible lower-triangular matrices, we get a homotopy

$$
s_{t}(A)=\left(\gamma(t) L^{m} A, \gamma(t) L^{m} e_{1}, \gamma(t) L^{m-1} e_{1}, \ldots, \gamma(t) L e_{1}\right)
$$

which goes from $s_{0}=s^{m}$ to the map

$$
s_{1}: A \mapsto\left(A, e_{1}, L^{-1} e_{1}, \ldots, L^{-m+1} e_{1}\right)
$$

The matrix $T=\left(e_{1}, L^{-1} e_{1}, \ldots, L^{-m+1} e_{1}\right)$ is upper-triangular with entries given by the formula:

$$
T_{i j}=\left(L^{-j+1} e_{1}\right)_{i}=(-1)^{i-1}\binom{j-1}{i-1} \quad \text { when } i \leq j
$$

This is proven by considering negative powers of $L$ and showing the identity:

$$
\left(L^{-j+1}\right)_{i k}=(-1)^{i-k}\binom{j-1}{i-k} \quad \text { when } i \geq k
$$

This is automatically true when $j$ is one, so assume it is true for a given $j$. We will then show it for $j+1$. We are considering the entry

$$
\left(L^{-(j+1)+1}\right)_{i k}=\left(L^{-j}\right)_{i k}=\left(L^{-1} \cdot L^{-j+1}\right)_{i k}=\sum_{l=1}^{m}\left(L^{-1}\right)_{i l} \cdot\left(L^{-j+1}\right)_{l k}
$$

But if we use that $L^{-1}$ has entries

$$
\left(L^{-1}\right)_{i l}= \begin{cases}-1 & l=i-1 \\ 1 & l=i \\ 0 & \text { otherwise }\end{cases}
$$

this simplifies to

$$
\begin{aligned}
\left(L^{-(j+1)+1}\right)_{i k} & =(-1) \cdot(-1)^{i-1-k}\binom{j-1}{i-1-k}+(-1)^{i-k}\binom{j-1}{i-k} \\
& =(-1)^{i-k} \cdot\left(\binom{j-1}{i-k-1}+\binom{j-1}{i-k}\right) \\
& =(-1)^{i-k}\binom{j}{i-k} \\
& =(-1)^{i-k}\binom{(j+1)-1}{i-k}
\end{aligned}
$$

Since we are considering only the first column, we get

$$
T_{i j}=\left(L^{-j+1} e_{1}\right)_{i}=\left(L^{-j+1}\right)_{i 1}=(-1)^{i-1}\binom{j-1}{i-1}
$$

As $T$ is an upper-triangular matrix, it can be homotoped to the identity without affecting the linear independence of the columns, and the maps $s^{m}$ and $\widetilde{s}$ are therefore homotopic. The composition $f \circ \widetilde{s}$ is the same as $f$, except that the loop $f \circ \widetilde{s}$ is stationary at the identity for a while before it terminates. Putting it all together shows the following:

Lemma 28. The diagram

commutes up to homotopy and $f$ induces a map:

$$
f: X_{m, \infty} \rightarrow \Omega
$$

### 4.2 Homotopy equivalence

To show that the map $f: X_{m, \infty} \rightarrow \Omega$ gives an isomorphism of homotopy groups, we will again follow [Mil63]. For each element $U$ of $\mathrm{SU}_{m} / \mathrm{T}^{m-1}$, we can find a geodesically convex open ball centered on $U$. Since $\mathrm{SU}_{m} / \mathrm{T}^{m-1}$ is compact, there is some $\varepsilon>0$ such that any ball of radius $\varepsilon$ or less is geodesically convex. By the same argument, we can also choose $\varepsilon$ so small that for any two points $A=\left(a_{1}, \ldots, a_{m}\right)$ and $B=\left(b_{1}, \ldots, b_{m}\right)$ in $\mathrm{SU}_{m} / \mathrm{T}^{m-1}$, with the distance from $A$ to $B$ less than $\varepsilon$, any $m$ subsequent vectors in the sequence $\left(a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{m}\right)$ are linearly independent. With this, we get an increasing sequence of open sets in $\Omega$, defined by requiring the loops to be piecewise contained in a ball of radius $\varepsilon$ :

$$
\Omega_{k}=\left\{\gamma \in \Omega \left\lvert\, \gamma_{\left\lvert\,\left[\frac{j-1}{2^{k}}, \frac{j}{2^{k}}\right]\right.}\right. \text { is contained in an } \varepsilon \text {-ball } \mathrm{B}_{\varepsilon}\right\} .
$$

By the choice of $\varepsilon$ made above, we can define a map

$$
\begin{aligned}
\varphi_{k}: \Omega_{k} & \rightarrow X_{m,\left(2^{k}-1\right) m} \\
\gamma & \mapsto\left(\gamma\left(\frac{1}{2^{k}}\right), \gamma\left(\frac{2}{2^{k}}\right), \ldots, \gamma\left(\frac{2^{k}-1}{2^{k}}\right)\right) .
\end{aligned}
$$

The map is continuous since two paths being close in $\Omega_{k}$ means that the maximum distance between them is small. But this translates to the vectors of the image being close together. The maps $\varphi_{k}$ and $\varphi_{k+1}$ are related in the following fashion:

Lemma 29. The following diagram commutes up to homotopy:


Proof. The proof is by direct computation.

$$
\begin{aligned}
\varphi_{k+1} & =\left(\gamma \mapsto\left(\gamma\left(\frac{1}{2^{k+1}}\right), \gamma\left(\frac{2}{2^{k+1}}\right), \ldots, \gamma\left(\frac{2^{k+1}-1}{2^{k+1}}\right)\right)\right) \\
& \simeq\left(\gamma \mapsto\left(\gamma\left(\frac{2}{2^{k+1}}\right), \gamma\left(\frac{2}{2^{k+1}}\right), \gamma\left(\frac{4}{2^{k+1}}\right), \ldots, \gamma\left(\frac{2^{k+1}}{2^{k+1}}\right)\right)\right) \\
& \simeq\left(\gamma \mapsto\left(\gamma\left(\frac{1}{2^{k}}\right), \gamma\left(\frac{2}{2^{k}}\right), \ldots, \gamma\left(\frac{2^{k}-1}{2^{k}}\right), \text { Id }, \ldots, \text { Id }\right)\right) \\
& =s \circ \varphi_{k} .
\end{aligned}
$$

The first homotopy is given by sliding along the minimal geodesic between the points, which gives an allowed path by our choice of $\varepsilon$. The second homotopy is somewhat similar: If $\left(a_{1}, \ldots, a_{m}\right)$ and $\left(b_{1}, \ldots, b_{m}\right)$ are two elements of $\mathrm{SU}_{m} / \mathrm{T}^{m-1}$ and we have an element of $X_{m, n}$ of the form

$$
\left(\ldots, a_{1}, \ldots, a_{m}, a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{m}, \ldots\right)
$$

then we can change the middle columns one by one, as we did in the construction of $f$, and get a path in $X_{m, n}$ that changes the middle from $\left(a_{1}, \ldots, a_{m}\right)$ to $\left(b_{1}, \ldots, b_{m}\right)$ :

$$
\begin{aligned}
\left(a_{1}, \ldots, a_{m}, a_{1}, a_{2}, \ldots, a_{m}, b_{1}, \ldots, b_{m}\right) & \rightsquigarrow\left(a_{1}, \ldots, a_{m}, b_{1}, a_{2}, \ldots, a_{m}, b_{1}, \ldots, b_{m}\right) \\
& \rightsquigarrow\left(a_{1}, \ldots, a_{m}, b_{1}, b_{2}, \ldots, a_{m}, b_{1}, \ldots, b_{m}\right) \\
& \rightsquigarrow\left(a_{1}, \ldots, a_{m}, b_{1}, b_{2}, \ldots, b_{m}, b_{1}, \ldots, b_{m}\right) .
\end{aligned}
$$

This allows us to take all the repetitions $(\ldots, \gamma(t), \gamma(t), \ldots)$ and move them to the end as diagonal matrices, which results in the stabilisation map $s$.

The above lemma shows that the maps $\varphi_{k}$ fit together to define a map from $\Omega$ to $X_{m, \infty}$. The idea is to use the maps $\varphi_{k}$ as homotopy inverses of the loop space map $f$. We are now ready to prove the result.

Theorem 30. The map $f: X_{m, \infty} \rightarrow \Omega$ is a homotopy equivalence.
Proof. We will prove that $f$ is a weak homotopy equivalence, i.e. the map

$$
f_{*}: \pi_{i}\left(X_{m, \infty}\right) \rightarrow \pi_{i}(\Omega)
$$

is an isomorphism for all $i$. Since the loop space is a CW complex and $X_{m, \infty}$ is a limit of CW complexes, by respectively Corollary 17.2 and the appendix of [Mil63], this proves the theorem.

We will start with surjectivity. Let

$$
g: W \rightarrow \Omega
$$

be a finite cell complex in $\Omega$. We want to show that we can construct a map $\widetilde{g}$ from $W$ to $X_{m, \infty}$ such that the composition $f \circ \widetilde{g}$ is homotopic to $g$.

The image of $g$ is compact and hence contained in $\Omega_{k}$ for some $k$, since $\left\{\Omega_{k}\right\}_{k \in \mathbb{N}}$ is an open cover of $\Omega$. Consider the map

$$
\widetilde{g}=\varphi_{k} \circ g: W \rightarrow X_{m,\left(2^{k}-1\right) m} .
$$

Evaluating at a point $w \in W$ gives

$$
\widetilde{g}(w)=\varphi_{k}\left(\gamma_{w}\right)=\left(\gamma_{w}\left(\frac{1}{2^{k}}\right), \ldots, \gamma_{w}\left(\frac{2^{k}-1}{2^{k}}\right)\right)
$$

Evaluating $f$ on this gives a path connecting the points $\gamma_{w}\left(\frac{j}{2^{k}}\right)$. But by our choice of $\varepsilon$, any such path is homotopic to the path connecting these points with minimal geodesics, so $f \circ \widetilde{g} \simeq g$.

To show injectivity, let

$$
g: W \rightarrow X_{m, \infty}
$$

be a finite cell complex with $f \circ g$ null-homotopic. We want to show that $g$ is nullhomotopic in $X_{m, \infty}$. In the direct limit, a compact set is contained in the image of $X_{m, n}$ for some $n$ (see [Hat02, Proposition A.1] or [May99, Chapter 9.4]), so $g$ is represented by a map:

$$
g: W \rightarrow X_{m, n}
$$

We will work with this representative. The map $f \circ g$ is null-homotopic in $\Omega$ and the image of the homotopy is compact, so it is contained in $\Omega_{k}$ for some $k$. By applying $\varphi_{k}$, we get a function

$$
\varphi_{k} \circ f \circ g: W \rightarrow X_{m,\left(2^{k}-1\right) m}
$$

Since $f \circ g$ is null-homotopic, this function is null-homotopic. But by the same argument that was used in Lemma 29, the map

$$
\varphi_{k}(f(g(w)))=\left(\gamma_{w}\left(\frac{1}{2^{k}}\right), \ldots, \gamma_{w}\left(\frac{2^{k}-1}{2^{k}}\right)\right)
$$

is homotopic to the stabilisation map

$$
s(g(w))=[g(w), \mathrm{Id}, \ldots, \mathrm{Id}]
$$

with the homotopy given by sliding along the path $\gamma_{w}=f(g(w))$. So the map $g$ can be stabilised to a null-homotopic map, so it must be null-homotopic in $X_{m, \infty}$. This shows that $f_{*}$ is injective on homotopy groups.

Since $f$ is a homotopy equivalence, it follows that it induces an isomorphism on homology and cohomology groups. The Pontrjagin homology ring of the loop space, with product given by loop concatenation, has been calculated in [GT10, Theorem 4.1] as

$$
H_{*}\left(\Omega\left(\mathrm{SU}_{m} / \mathrm{T}^{m-1}\right)\right) \cong T\left(x_{1}, \ldots, x_{m-1}\right) \otimes \mathbb{Z}\left[y_{1}, \ldots, y_{m-1}\right] / I
$$

where $T\left(x_{1}, \ldots, x_{m-1}\right)$ is the tensor algebra generated by $x_{1}, \ldots, x_{m-1}$. The product has the relation $x_{k}^{2}=x_{p} x_{q}+x_{q} x_{p}=2 y_{1}$ for $1 \leq k, p, q \leq m-1$ and $p \neq q$. The degree of $x_{i}$ is 1 and the degree of $y_{i}$ is $2 i$. By the above result, this is also the homology of $X_{m, \infty}$. The groups are finitely generated and torsion free, so by the Universal Coefficient Theorem the homology and cohomology groups are isomorphic as abelian groups. Note that the first cohomology group,

$$
H^{1}\left(\mathrm{SU}_{m} / \mathrm{T}^{m-1}\right) \cong \mathbb{Z}^{m-1}
$$

is the same as the first cohomology of $X_{m, n}$, as computed in Corollary 25.

### 4.3 Other coefficients

In the above, we did not use the structure of the complex numbers in any noticeable way. In particular, we could replace them by the reals or the quaternions without any change to the proofs. This immediately gives us two theorems, very similar to Theorem 30. These require computing Borel subgroups and maximal tori for various spaces, an overview of which can be found in e.g. [MT11, Example 6.7].

Theorem 31. The space $X_{m, \infty}^{\mathbb{R}}$ is homotopy equivalent to the loop space of the real flag manifold, $\Omega\left(\mathrm{GL}_{m}(\mathbb{R}) / \mathrm{B}_{m}\right)=\Omega\left(\mathrm{SO}_{m} / \mathrm{T}^{k}\right)$, where $\mathrm{SO}_{m}$ are the $m \times m$ special orthogonal matrices and $\mathrm{T}^{\mathrm{k}}$ is a maximal torus in the special orthogonal group.

By [GT10], the Pontrjagin homology ring of this space depends on whether $m$ is odd or even. For odd $m$, it is

$$
H_{*}\left(\Omega(2 k+1) / \mathrm{T}^{k}\right) \cong T\left(x_{1}, \ldots, x_{k}\right) \otimes \mathbb{Z}\left[y_{1}, \ldots, y_{k-1}, 2 y_{n}, \ldots, 2 y_{2 k-1}\right] / I
$$

where $x_{i}$ is degree 1, the degree of $y_{i}$ and $2 y_{i}$ is $2 i$, and $I$ is generated by the relations

$$
\begin{array}{rl}
x_{1}^{2}-y_{1}, x_{i}^{2}-x_{i+1}^{2} & 1 \leq i \leq k-1 \\
x_{a} x_{b}+x_{b} x_{a} & a \neq b \\
y_{i}^{2}-2 y_{i-1} y_{i+1}+\cdots \pm 2 y_{2 i} & 1 \leq i \leq k-1
\end{array}
$$

For even $m$, the homology ring is
$H_{*}\left(\Omega(2 k) / \mathrm{T}^{k}\right) \cong T\left(x_{1}, \ldots, x_{k}\right) \otimes \mathbb{Z}\left[y_{1}, \ldots, y_{k-2}, y_{k-1}+z, y_{k-1}-z, 2 y_{k} \ldots, 2 y_{2 k-2}\right] / I$,
where $x_{i}$ is degree 1 and anything involving $a y_{i}$ is of degree 2i. The relations are generated by

$$
\begin{array}{rl}
x_{1}^{2}-y_{1}, x_{i}^{2}-x_{i+1}^{2} & 1 \leq i \leq k-1, \\
x_{a} x_{b}+x_{b} x_{a} & a \neq b \\
y_{i}^{2}-2 y_{i-1} y_{i+1}+\cdots \pm 2 y_{2 i} & 1 \leq i \leq k-2 \\
\left(y_{n-1}+z\right)\left(y_{n-1}-z\right)-2 y_{n-2} y_{n}+\cdots \pm 2 y_{2 n-2} &
\end{array}
$$

Theorem 32. The space $X_{m, \infty}^{\mathbb{H}}$ is homotopy equivalent to the loop space of the quaternionic flag manifold $\Omega\left(\mathrm{GL}_{m}(\mathbb{H}) / \mathrm{B}_{m}\right)=\Omega\left(\mathrm{Sp}_{m} / \mathrm{T}^{m}\right)$. Here, $\mathrm{Sp}_{m}$ is the symplectic group and $\mathrm{T}^{m}$ is a maximal torus.

The homology ring is

$$
H_{*}\left(\Omega\left(\mathrm{Sp}_{m} / \mathrm{T}^{m}\right)\right) \cong T\left(x_{1}, \ldots, x_{m}\right) \otimes \mathbb{Z}\left[y_{2}, \ldots y_{m}\right] / I
$$

with $x_{i}$ of degree 1 and $y_{i}$ of degree $4 i-2$. The relations are

$$
\begin{gathered}
x_{i}^{2}=x_{j}^{2}, \\
x_{a} x_{b}=-x_{b} x_{a} \quad a \neq b .
\end{gathered}
$$

This gives the homology of $X_{m, \infty}^{\mathbb{R}}$ and $X_{m, \infty}^{\mathbb{H}}$.

### 4.4 Other stabilisations

Now that we know the space $X_{m, \infty}$, we can consider different ways of reaching this space from $X_{m, n}(\sigma)$. The first thing to note is that the space $X_{m, \infty}$, so far described as sequences of linearly independent vectors $\left(v_{1}, v_{2}, \ldots, v_{k}\right)$ in $\mathbb{C}^{m}$ of varying length, may as well be described as infinite sequences $\left(v_{i}\right)_{i=1}^{\infty}$ for which there is some $k$ such that the matrix $\left(v_{k+r m+1}, v_{k+r m+2}, \ldots, v_{k+(r+1) m}\right)$ is the identity matrix for all integers $r \geq 0$, with the same requirements for linear independence. We could also consider sequences that are infinite in the other direction, or doubly infinite sequences that start and end with the identity matrix, and get the same space. Likewise, $X_{m, \infty}(\sigma)$ could be defined as doubly infinite series that start with the identity matrix and end with infinite copies of $\sigma$. The homeomorphisms between these spaces are the obvious ones of inclusion or cutting off the tail or start of an infinite sequence. As we saw in the proof of Lemma 28, the two inclusions of $X_{m, n}$ in $X_{m, \infty}$ by either using the stabilisation map $s$ or by adding on the identity matrix are homotopic, so this does not change any of the above results. To differentiate the two ways of stabilising, we will refer to the inclusion by adjoining an infinite sequence of identity matrices on the left as

$$
L_{n}: X_{m, n}(\sigma) \rightarrow X_{m, \infty}(\sigma)
$$

This map is important since it respects the filtration defined in Section 3.1,

$$
F_{0} \subset F_{1} \subset \cdots \subset X_{m, n}(\sigma)
$$

and hence defines a map between the spectral sequences of $X_{m, n}(\sigma)$ and $X_{m, \infty}(\sigma)$. These spectral sequences have not played a role so far for $\sigma \neq \mathrm{Id}$, but are defined exactly as for $X_{m, n}$.

We will be using $L_{n}$ to prove the following theorem.
Theorem 33. The spectral sequence for $X_{3, \infty}(\sigma)$ collapses on the second page, with all cohomology concentrated in the first column.

At first this theorem may seem slightly strange, but we know that the spaces $X_{3, \infty}(\sigma)$ are homotopy equivalent for all $\sigma$, since they are all equivalent to the loop space $\Omega\left(\mathrm{SU}_{3} / \mathrm{T}^{2}\right)$, so the theorem just tells us that all the cohomology of $X_{3, \infty}(\sigma)$ can be found in the $\left(X_{3, \infty}\right)_{\emptyset}$-part of $F_{0} \cong\left(X_{3, \infty}\right)_{\emptyset} \times T^{2}$.

Proof. We will show that the spectral sequence for $X_{3, \infty}(\sigma)$ is determined entirely by the torus-part. To see this, note that since all the spaces $X_{3, \infty}(\sigma)$ are equivalent, they all have the same cohomology ring $R$. The first page of the spectral sequence has the form

$$
R \otimes H^{*}\left(\mathrm{~T}^{2}\right) \rightarrow(R \oplus R) \otimes H^{*}(T \times(D, D-0)) \rightarrow R \otimes H^{*}\left(D_{2}, D_{2}-0\right)
$$

The boundary map $d_{1}$ is an inclusion of spaces followed by the boundary map for the pair ( $D, D-0$ ),

$$
d_{1}=\delta \circ \imath^{*}
$$

and we would like to show that the inclusion map essentially does nothing. We know that for cohomology classes $r$ and $t$, we have

$$
\imath^{*}(r \otimes t)=\imath^{*}((r \otimes 1) \cdot(1 \otimes t))=\imath^{*}(r \otimes 1) \imath^{*}(1 \otimes t)
$$

so we need to know that happens in both these cases. Instead of reducing all the way to what would correspond to $X_{3, n-1}(\tau)$, as we have often done in the finite-dimensional case, it is in this case simpler to only use the torus action to change all of the non-zero entries in the last column to one and avoid the multiplication with the lower-triangular matrix. The inclusion can be illustrated by considering a concrete example. For the case

$$
\imath: X_{3, \infty}(\mathrm{Id})_{\{1\}} \times(D-0) \rightarrow X_{3, \infty}(\mathrm{Id})_{\emptyset}
$$

we get the map

$$
\left(\left(\begin{array}{cc}
-r_{1}- & 0 \\
-r_{2}- & t_{2} \\
-r_{3}- & 1
\end{array}\right), \varepsilon\right)=\left(\left(\begin{array}{ll}
-r_{1}- & 0 \\
-r_{2}- & 1 \\
-r_{3}- & 1
\end{array}\right), t_{2}, \varepsilon\right) \mapsto\left(\left(\begin{array}{ll}
-\frac{1}{\varepsilon} r_{1}- & 1 \\
-r_{2}- & 1 \\
-r_{3}- & 1
\end{array}\right), t_{2}, \varepsilon\right)
$$

When $\varepsilon$ is a fixed, small real number, we get a homotopy commutative diagram

where the homotopy is given by first multiplying the top row with a number moving from one to $\varepsilon$ and then moving the last coordinate of the top row to zero, illustrated below:

$$
\begin{aligned}
\left(\begin{array}{ll}
-\frac{1}{\varepsilon} r_{1}- & 1 \\
-r_{2}- & 1 \\
-r_{3}- & 1
\end{array}\right) & \rightsquigarrow\left(\begin{array}{ll}
-r_{1}- & \varepsilon \\
-r_{2}- & 1 \\
-r_{3}- & 1
\end{array}\right) \\
& \rightsquigarrow\left(\begin{array}{ll}
-r_{1}- & 0 \\
-r_{2}- & 1 \\
-r_{3}- & 1
\end{array}\right) .
\end{aligned}
$$

But the inclusions into $X_{3, \infty}(\mathrm{Id})$ are homotopy equivalences, since they correspond to considering paths with a different endpoint in the loop formulation and we know these are all equivalent. Hence we must have $\imath$ a homotopy equivalence as well, and so it is an isomorphism on cohomology groups:

$$
\imath^{*}(r \otimes 1)=r \otimes 1
$$

Likewise, we can see that if we choose our matrix to be e.g.

$$
A=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right)
$$

the inclusion does not change the rows of $A$ since we have quotiented out the torus action on the columns. Hence we conclude that we preserve the other part of the cohomology as well. All in all, we get

$$
d_{1}(r \otimes t)=r \otimes \delta(t)
$$

But we know the map $\delta$, and hence we can compute the map on the first column as

$$
\begin{aligned}
d_{1}\left(r \otimes t_{1} t_{2}\right) & =\left(r \otimes t_{2},-r \otimes t_{1}\right) \otimes[D, D-0], \\
d_{1}\left(r \otimes t_{1}\right) & =\left(0,-r \otimes t_{1}\right) \otimes[D, D-0], \\
d_{1}\left(r \otimes t_{2}\right) & =\left(r \otimes t_{2}, 0\right) \otimes[D, D-0], \\
d_{1}(r \otimes 1) & =0 .
\end{aligned}
$$

By doing the exact same thing for the second column, leaving out the class [ $D, D-0$ ] to ease on notation, we see

$$
\begin{aligned}
d_{1}\left(r_{1} \otimes t_{2}, r_{2} \otimes t_{1}\right) & =\left(r_{1}+r_{2}\right) \otimes\left[D_{2}, D_{2}-0\right] \\
d_{1}\left(r_{1} \otimes t_{2}, 0\right) & =0 \\
d_{1}\left(0, r_{2} \otimes t_{1}\right) & =0
\end{aligned}
$$

But by using this we can compute the second page and see that it is concentrated as $R \otimes 1$ in the first column, as desired.

### 4.5 Cohomological stability

Since we now know the space $X_{m, \infty}(\sigma)$ and its cohomology, we would like to relate it to the cohomology of $X_{m, n}(\sigma)$, for finite $n$. We once again specialise to the case $m=3$ in everything that follows. First, we need an offset that depends on the permutation we are considering. Define a function $\lambda$ on the symmetric group of three elements by

$$
\lambda(\sigma)= \begin{cases}1 & \sigma=\mathrm{Id} \\ 2 & \sigma \in\{(12),(23),(123)\} \\ 3 & \sigma \in\{(132),(13)\}\end{cases}
$$

We will need to distinguish the spectral sequences for various permutations. We will refer to the groups of the spectral sequence used to compute the cohomology of $X_{3, n}(\sigma)$ as $E_{r}^{p, q}(n, \sigma)$. We will also use the notation $\sigma_{\emptyset}$ for the permutation that shows up in the column $p=0$ when using the spectral sequence to compute cohomology, corresponding to

$$
X_{3, n}(\sigma)_{\emptyset} \cong X_{3, n-1}\left(\sigma_{\emptyset}\right) \times \mathrm{T}^{2}
$$

and likewise for $\sigma_{\{1\}}, \sigma_{\{2\}}$ and $\sigma_{\{1,2\}}$.
This section will prove the following theorem:
Theorem 34. If $n \geq k+\lambda(\sigma)$, the stabilisation map

$$
L_{n}^{*}: H^{k}\left(X_{3, \infty}(\sigma)\right) \rightarrow H^{k}\left(X_{3, n}(\sigma)\right)
$$

is an isomorphism.
Proof. The proof will proceed by induction on $k$. Our induction hypothesis is divided into two parts, we require the stabilisation to be an isomorphism when $n$ is greater than $k+\lambda(\sigma)$ and injective when $n$ is $k+\lambda(\sigma)-1$. The exact statement we want to prove is the following:
Hypothesis $\left(I_{k-1}\right)$. For all $r \leq k-1$ and all $\sigma \in S_{3}$, the following two statements hold:

- The map $L_{n}^{*}: H^{r}\left(X_{3, \infty}(\sigma)\right) \rightarrow H^{r}\left(X_{3, n}(\sigma)\right)$ is an isomorphism for $n \geq r+\lambda(\sigma)$.
- The map $L_{n}^{*}: H^{r}\left(X_{3, \infty}(\sigma)\right) \rightarrow H^{r}\left(X_{3, n}(\sigma)\right)$ is injective for $n \geq r+\lambda(\sigma)-1$.

By direct calculation, the groups $H^{0}\left(X_{3, n}(\sigma)\right)$ are all $\mathbb{Z}$ when $n \geq \lambda(\sigma)-1$, so the isomorphism part of $I_{0}$ is automatically true while the injective map also becomes an isomorphism.

We now assume the hypothesis $I_{k-1}$ and want to prove $I_{k}$. Before we start, we consider the spectral sequence for $X_{3, n+1}(\sigma)$ and observe how the different permutations that show up relate to each other. This is summarised in the following table:
$\left.\begin{array}{|c|c|c|c|c|}\hline \sigma & \sigma_{\emptyset} & \sigma_{\{1\}} & \sigma_{\{2\}} & \sigma_{\{1,2\}} \\ \hline \text { Id } & \text { Id } & \left(\begin{array}{ll}1 & 2\end{array}\right) & (23) & (13\end{array}\right)$

By considering the table, we can see the following inequalities for the function $\lambda$ :

$$
\begin{aligned}
& \lambda(\sigma) \geq \lambda\left(\sigma_{\emptyset}\right), \\
& \lambda(\sigma) \geq \lambda\left(\sigma_{\{1\}}\right)-1, \\
& \lambda(\sigma) \geq \lambda\left(\sigma_{\{2\}}\right)-1, \\
& \lambda(\sigma) \geq \lambda\left(\sigma_{\{1,2\}}\right)-2 .
\end{aligned}
$$

These will be used during the proof.

## Surjectivity of $s^{*}$

Let $\sigma$ be a permutation in $S_{3}$ and let $n \geq k+\lambda(\sigma)$. We start by showing that the map

$$
s^{*}: H^{k}\left(X_{3, n+1}(\sigma)\right) \rightarrow H^{k}\left(X_{3, n}\left(\sigma_{\emptyset}\right)\right)
$$

is surjective. To see this, we will look at the spectral sequences for $X_{3, \infty}(\sigma)$ and $X_{3, n+1}(\sigma)$, and the maps between them induced by the stabilisation map $L_{n+1}^{*}$. This is summarised in the following diagram.


The upper row is exact, since it is part of the spectral sequence for $X_{3, \infty}(\sigma)$ and this collapses at the second page by Theorem 33 . The bottom row is a chain complex, by considering the spectral sequence, and is exact at $E_{1}^{0, k}(n+1, \sigma)$. To see this, consider the induction hypothesis applied to the spectral sequence for $X_{3, n+1}(\sigma)$, illustrated in Figure 4.1. Since we choose to stabilise from the left, as discussed in Section 4.4 above, $L_{n}$ becomes a map of spectral sequences and respects the stabilisation map


Figure 4.1: The $E_{1}$ page when we assume $I_{k-1}$ and $n \geq k+\lambda(\sigma)$.
$s$. We use the notation $E_{1}^{p, q}$ to show that the map $L_{n}^{*}$ is an isomorphism on $E_{1}^{p, q}$ according to $I_{k-1}$.

If we pass to the second page of the spectral sequence, we can see that at row $k$ the groups will no longer change. This is because everything except $H^{k}\left(X_{3, n}\left(\sigma_{\emptyset}\right)\right) \otimes 1$ is isomorphic to the $X_{3, \infty}(\sigma)$-case, where the columns $p=1$ and $p=2$ disappear on the second page, according to Theorem 33. We then know that

$$
H^{k}\left(X_{3, n+1}(\sigma)\right)=\operatorname{ker} d_{1}
$$

and the inclusion into $E_{1}^{0, k}(n+1, \sigma)$ is injective. The map $A_{1}$, defined in the diagram, is an isomorphism, since it is induced from the maps

$$
L_{n}^{*}: H^{k-1}\left(X_{3, \infty}\left(\sigma_{\{i\}}\right)\right) \rightarrow H^{k-1}\left(X_{3, n}\left(\sigma_{\{i\}}\right)\right)
$$

These are isomorphisms by applying the first part of $I_{k-1}$, using the assumption

$$
n \geq k+\lambda(\sigma) \geq(k-1)+\lambda\left(\sigma_{\{i\}}\right)
$$

The map $A_{2}$ is an isomorphism by the exact same argument. This allows us to do a diagram chase: Consider an element $x$ in $E_{1}^{0, k}(n+1, \sigma)$. Then $d_{1}(x)=A_{1}(y)$ for a $y$ in $E_{1}^{1, k}(\infty, \sigma)$. But

$$
A_{2}\left(d_{1}(y)\right)=d_{1}\left(A_{1}(y)\right)=d_{1}\left(d_{1}(x)\right)=0
$$

so $y=d_{1}(z)$ for some $z$ in $E_{1}^{0, k}(\infty, \sigma)$ by exactness. The element $x-A_{0}(z)$ is in the kernel of $d_{1}$,

$$
d_{1}\left(x-A_{0}(z)\right)=d_{1}(x)-A_{1}\left(d_{1}(z)\right)=d_{1}(x)-A_{1}(y)=0 .
$$

So there is a $w$ in $H^{k}\left(X_{3, n+1}(\sigma)\right)$ with $r^{*}(w)$ equal to $x-A_{0}(z)$. So we have found $w$ and $z$ with

$$
A_{0}(z)+\imath^{*}(w)=A_{0}(z)+x-A_{0}(z)=x
$$

showing that

$$
H^{k}\left(X_{3, n+1}(\sigma)\right) \oplus E_{1}^{0, k}(\infty, \sigma) \xrightarrow{\imath^{*}+A_{0}} E_{1}^{0, k}(n+1, \sigma)
$$

is surjective. The map $s^{*}$ that we want to show is surjective is the composition

$$
H^{k}\left(X_{3, n+1}(\sigma)\right) \xrightarrow{i^{*}} E_{1}^{0, k}(n+1, \sigma)=H^{k}\left(X_{3, n}\left(\sigma_{\emptyset}\right) \times T^{2}\right) \xrightarrow{\mathrm{pr}} H^{k}\left(X_{3, n}\left(\sigma_{\emptyset}\right)\right) .
$$

The projection, which is induced from the inclusion of $X_{3, n}\left(\sigma_{\emptyset}\right)$ into the product, is surjective, so we only need to show that the image of $E_{1}^{0, k}(\infty, \sigma)$ under the map pr $\circ A_{0}$ is contained in the image of $s^{*}$ to finish the proof of surjectivity of $s^{*}$. Consider the commutative diagram


This shows that pro $A_{0}$ is contained in the image of $L_{n}^{*}$. But the stabilisation map $L_{n}$ factors up to homotopy over $s, L_{n} \simeq L_{n+1} \circ s$, so we get that

$$
\operatorname{im}\left(\operatorname{pr} \circ A_{0}\right) \subset \operatorname{im} L_{n}^{*} \subset \operatorname{im} s^{*}
$$

By applying the surjectivity of $\operatorname{pr} \circ\left(\imath^{*}+A_{0}\right)$ that was just shown, we see that

$$
s^{*}: H^{k}\left(X_{3, n+1}(\sigma)\right) \rightarrow H^{k}\left(X_{3, n}\left(\sigma_{\emptyset}\right)\right)
$$

is surjective.

## Injectivity

We will now prove injectivity of $L_{n}^{*}$, so assume that $n \geq k+\lambda(\sigma)-1$. As above, we will prove that the stabilisation map

$$
s^{*}: H^{k}\left(X_{3, n+1}(\sigma)\right) \rightarrow H^{k}\left(X_{3, n}\left(\sigma_{\emptyset}\right)\right)
$$



Figure 4.2: The $E_{1}$ page when we assume $I_{k-1}$ and $n \geq k+\lambda(\sigma)-1$.
is injective. Consider the spectral sequence for computing $H^{k}\left(X_{3, n+1}(\sigma)\right)$. Figure 4.2 is an image of the first page of the spectral sequence, with $E_{1}^{p, q}$ denoting that $L_{n}^{*}$ is an isomorphism on the group and $E_{1}^{p, q}$ denoting that it is injective.

If the map

$$
s^{*}: H^{k}\left(X_{3, n+1}(\sigma)\right) \rightarrow H^{k}\left(X_{3, n}\left(\sigma_{\emptyset}\right)\right)
$$

is not injective, there is an element $\alpha$ of the kernel of the boundary map that is also in the group

$$
H^{k-1}\left(X_{3, n}\left(\sigma_{\emptyset}\right)\right) \otimes t_{1} \oplus H^{k-1}\left(X_{3, n}\left(\sigma_{\emptyset}\right)\right) \otimes t_{2} \oplus H^{k-2}\left(X_{3, n}\left(\sigma_{\emptyset}\right)\right) \otimes t_{1} t_{2}
$$

But on these last groups, the stabilisation map is an isomorphism, so we get an element $\widehat{\alpha}$ in the corresponding group in the spectral sequence for $X_{3, \infty}(\sigma)$. Since the stabilisation maps are maps of spectral sequences, we have

$$
0=d_{1}\left(L_{n}(\widehat{\alpha})\right)=L_{n}\left(d_{1}(\widehat{\alpha})\right) .
$$

But the right hand side is the composition of $L_{n}$, which we know by the induction hypothesis to be injective, and the boundary map in the spectral sequence for $X_{3, \infty}(\sigma)$, which we know to be injective on the groups we are considering by Theorem 33. So $\widehat{\alpha}$ must be zero, and hence so is $\alpha$. This shows that $s^{*}$ is injective when $n \geq k+\lambda(\sigma)-1$. Now we consider the different choices of $\sigma$.
$\sigma=\mathrm{Id}$
Since $\sigma_{\emptyset}$ is Id, and all the maps

$$
s^{*}: H^{k}\left(X_{3, j+1}\right) \rightarrow H^{k}\left(X_{3, j}\right), \quad j \geq n
$$

are surjective, we know that the cohomology of $X_{3, \infty}$ is the inverse limit of the cohomology groups of $X_{3, n}$ using the stabilisation map, see e.g. [May99, Chapter 19.4]. This means

$$
H^{k}\left(X_{3, \infty}\right)=\left\{\left(a_{i}\right) \in \prod_{i=1}^{\infty} H^{k}\left(X_{3, i}\right) \mid s^{*}\left(a_{i+1}\right)=a_{i} \forall i\right\} .
$$

When considered in this way, the map $L_{n}^{*}$ is just the projection on the corresponding factor. But if we project to $H^{k}\left(X_{3, n}\right)$ and get zero, we know that the only possible lift to $H^{k}\left(X_{3, n+1}\right)$ is zero, since $s^{*}$ is injective. Continuing like this, we see that the only element of $H^{k}\left(X_{3, \infty}\right)$ that can project to zero is the zero element, and hence $L_{n}^{*}$ is injective in this case.
$\lambda(\sigma) \geq 2$
If $\lambda(\sigma)=2$, we know $\sigma \in\left\{(12),\left(\begin{array}{ll}2 & 3),(123)\}, \sigma_{\emptyset}=\mathrm{Id} \text { and that }\end{array}\right.\right.$

$$
n \geq k+\lambda(\sigma)-1=k+1
$$

giving

$$
n-1 \geq k=k+\lambda(\mathrm{Id})-1
$$

Consider the following commutative diagram:


By the previous case, the map on the right is injective and so the composition $s^{*} \circ L_{n}^{*}$ is as well. Since the diagram commutes, this means that the left vertical map, $L_{n}^{*}$ must be injective, as desired.

The last case has $\sigma_{\emptyset}=\left(\begin{array}{ll}2 & 3\end{array}\right)$ and proceeds exactly as the case $\lambda(\sigma)=2$, using the injectivity that has already been proved for this permutation and that $\lambda((23))$ is $\lambda(\sigma)-1$.

## Surjectivity

We finish by proving that $L_{n}^{*}$ is surjective, so we assume $n \geq k+\lambda(\sigma)$. We have already worked with the stabilisation map $s^{*}$ and we now split into cases based on $\sigma$.
$\sigma=\mathrm{Id}$
We still know that the cohomology group of $X_{3, \infty}$ is the inverse limit of the cohomology groups of $X_{3, n}$ and that the map $L_{n}^{*}$ is the projection. But since we know all the maps

$$
s^{*}: H^{k}\left(X_{3, j+1}\right) \rightarrow H^{k}\left(X_{3, j}\right), \quad j \geq n
$$

are surjective, we can hit anything in $H^{k}\left(X_{3, n}\right)$ by choosing a lift in each $H^{k}\left(X_{3, j}\right)$ for $j \geq n$ and use these to get an element of the inverse limit. Hence $L_{n}^{*}$ is surjective in this case.
$\lambda(\sigma) \geq 2$
For the other permutations, define groups $C_{n}(\sigma)$ as the cokernel of the map $L_{n}^{*}$, giving a short exact sequence:

$$
0 \longrightarrow H^{k}\left(X_{3, \infty}(\sigma)\right) \xrightarrow{L_{n}^{*}} H^{k}\left(X_{3, n}(\sigma)\right) \longrightarrow C_{n}(\sigma) \longrightarrow 0
$$

The maps

$$
s^{*}: H^{k}\left(X_{3, n}(\sigma)\right) \rightarrow H^{k}\left(X_{3, n-1}\left(\sigma_{\emptyset}\right)\right)
$$

induces maps between these cokernels and gives a commuting diagram


If $\lambda(\sigma)=2$, we know that $\sigma_{\emptyset}=\mathrm{Id}$, and if we combine this with the inequality

$$
n \geq k+\lambda(\sigma)=k+2 \Longrightarrow n-1 \geq k+\lambda(\mathrm{Id})
$$

we conclude $C_{n-1}(\mathrm{Id})=0$ by the previous case. The maps not between cokernels are isomorphisms, since we have already proved injectivity and surjectivity of $s^{*}$, in the infinity case in Theorem 33 and earlier in this proof in the case of $n<\infty$. Hence the map

$$
s^{*}: C_{n}(\sigma) \rightarrow C_{n-1}\left(\sigma_{\emptyset}\right)=0
$$

is an isomorphism by the 5 -lemma, and so $L_{n}^{*}$ is surjective.
In the final cases, $\lambda(\sigma)=3$, we apply the above argument, using

$$
\sigma_{\emptyset}=(23), \quad \lambda\left(\sigma_{\emptyset}\right)=1 .
$$

Since

$$
n \geq k+\lambda(\sigma)=k+3 \Longrightarrow n-1 \geq k+\lambda((23))
$$

we conclude $C_{n-1}((23))=0$ by the previous case, and the same arguments give us $C_{n}(\sigma)=0$ and $L_{n}^{*}$ surjective.

This shows that $I_{k}$ follows from $I_{k-1}$, and hence finishes the proof of the theorem.

We will end this chapter with a quick application of this theorem to $X_{3,3}$, since this is a group we have previously calculated.

Example 35. Recall that

$$
H^{q}\left(X_{3,3}\right)= \begin{cases}\mathbb{Z} & q=0 \\ \mathbb{Z}^{2} & q=1 \\ \mathbb{Z}^{2} & q=2 \\ \mathbb{Z}^{2} & q=3, \\ \mathbb{Z}^{3} & q=4, \\ \mathbb{Z}^{2} & q=5 \\ \mathbb{Z} & q=6 \\ 0 & \text { otherwise }\end{cases}
$$

If we consider the above theorem, we have $n=3$ and $\lambda(\mathrm{Id})=1$, giving

$$
3=n \geq k+\lambda(\sigma)=k+1
$$

So the theorem tells us the two groups $H^{1}\left(X_{3,3}\right)$ and $H^{2}\left(X_{3,3}\right)$ are isomorphic to the corresponding ones for $\Omega\left(\mathrm{SU}_{3} / \mathrm{T}^{2}\right)$. This fits with what is expected if we use the groups computed in [GT10],

$$
H_{*}\left(\Omega\left(\mathrm{SU}_{3} / \mathrm{T}^{2}\right)\right) \cong T\left(x_{1}, x_{2}\right) \otimes \mathbb{Z}\left[y_{1}, y_{2}\right] / I
$$

In degree one we get the elements $x_{1}$ and $x_{2}$, and in degree two we get $y_{1}$ and $x_{1} x_{2}$ as generators in the homology of the loop space, which correspond to the right dimensions of the cohomology groups by the universal coefficient theorem. Since the theorem also works for $n>3$, we conclude that for $q \in\{1,2\}$ and $n \geq 3$, we have

$$
H^{q}\left(X_{3, n}\right) \cong \mathbb{Z}^{2}
$$

Example 36. Another application of this theorem allows us to compute $H^{k}\left(X_{n, 3}\right)$ when $n \geq k+1$. We will do so inductively. We already know $H^{1}\left(X_{n, 3}\right) \cong \mathbb{Z}^{n-1}$. If we want to compute $H^{k}\left(X_{n, 3}\right)$, we can use Lemma 15, Lemma 18, the Künneth formula, and Theorem 34 to get the formula

$$
\begin{aligned}
\bigoplus_{r=0}^{k} H^{r}\left(X_{n, 3}\right) \otimes H^{k-r}\left(\mathrm{~T}^{3}\right) & \cong H^{k}\left(Y_{n, 3}\right) \\
& \cong H^{k}\left(Y_{3, n}\right) \\
& \cong \bigoplus_{r=0}^{k} H^{r}\left(X_{3, n}\right) \otimes H^{k-r}\left(\mathrm{~T}^{n}\right) \\
& \cong \bigoplus_{r=0}^{k} H^{r}\left(X_{3, \infty}\right) \otimes H^{k-r}\left(\mathrm{~T}^{n}\right)
\end{aligned}
$$

By induction, all the groups are known except $H^{k}\left(X_{n, 3}\right)$, so this can be calculated by pure algebraic arguments. For example, if $n \geq 3$ we can compute $H^{2}\left(X_{n, 3}\right)$. The formula reduces to

$$
H^{2}\left(X_{n, 3}\right) \oplus \mathbb{Z}^{3 n} \cong \mathbb{Z}^{2 n+2+\binom{n}{2}} .
$$

By manipulating this formula, we end up with

$$
\begin{aligned}
\operatorname{rank}_{\mathbb{Z}} H^{2}\left(X_{n, 3}\right) & =2-n+\binom{n}{2} \\
& =1-(n-1)+\binom{n-1}{1}+\binom{n-1}{2} \\
& =1+\binom{n-1}{2}
\end{aligned}
$$

This fits with our expectation, since the relations on $H_{2}\left(\mathrm{SU}_{n} / \mathrm{T}^{n-1}\right)$ tells us that it is generated by the elements $y_{1}$ and $x_{p} x_{q}, 1 \leq p<q \leq n-1$, so it has the same rank as $H^{2}\left(X_{n, 3}\right)$.

## 5 Conjectures and ideas

I will end with a brief discussion of possible future work that could be done to study the spaces $X_{m, n}(\sigma)$ and their relation to the loop space.

### 5.1 Stabilisation

An obvious first place to start would be to prove Theorem 34 for $m$ greater than 3, giving something like the following.

Conjecture. For each m, there is a function $\lambda$ from the symmetric group $S_{m}$ to the integers, such that the stabilisation map

$$
L_{n}^{*}: H^{k}\left(X_{m, \infty}(\sigma)\right) \rightarrow H^{k}\left(X_{m, n}(\sigma)\right)
$$

is an isomorphism for $n \geq k+\lambda(\sigma)$.
The exact definition of $\lambda$ is probably one of the hard parts of this conjecture. It will need to satisfy something similar to the inequalities stated in the previous chapter, which would probably look like

$$
\begin{aligned}
\lambda(\sigma) & \geq \lambda\left(\sigma_{\emptyset}\right) \\
\lambda(\sigma) & \geq \lambda\left(\sigma_{\{1\}}\right)-1 \\
& \vdots \\
\lambda(\sigma) & \geq \lambda\left(\sigma_{\{m\}}\right)-1 \\
\lambda(\sigma) & \geq \lambda\left(\sigma_{\{1,2\}}\right)-2 \\
& \vdots \\
\lambda(\sigma) & \geq \lambda\left(\sigma_{\{1, \ldots, m\}-\sigma(m)}\right)-m+1
\end{aligned}
$$

By considering the function defined on $S_{3}$ in the previous chapter, it seems like the definition should depend on $\sigma(1)$, but it may also be related to the Bruhat ordering on $S_{m}$, which means it depends on the minimum number of simple transpositions required to write $\sigma$ as a product.

The diagram obtained by considering $L_{n}^{*}$ as a map of spectral sequences,

$$
L_{n}^{*}: E_{*}^{*, *}(\infty, \sigma) \rightarrow E_{*}^{*, *}(n+1, \sigma),
$$

also played a role in the proof. The conjecture above will probably also require a study of this diagram in more generality than was considered here. There is a risk that the
spectral sequence for $X_{m, \infty}(\sigma)$ does not collapse as readily for high $m$ as it does for $m=3$, in particular because increasing $m$ increases the number of non-zero columns on the first page of the spectral sequence, $E_{1}^{*, *}(\infty, \sigma)$. Likewise, the maps induced from $L_{n}^{*}$ will also have to be well-behaved on the different columns of the spectral sequence if the proof is to carry over without too many changes. This, in particular, is where the choice of $\lambda$ plays a crucial role.

## Inverse stabilisation

During the study of these spaces, computer programs were written to simplify some computations. By continuing to work with these, and applying some conjectures about the structure of the spectral sequence, it seems like there is a relation between the cohomology of $X_{3, n}$ and the cohomology of the double suspension $\Sigma^{2}\left(X_{3, n-1}\right)$, when the degree of the cohomology group is larger than $n$. With some work, it might be possible to define a space $W_{3}$ that encodes this relation, giving a formula along the lines of

$$
H^{k}\left(W_{3}\right) \cong H^{2 n-k}\left(X_{3, n}\right), \quad k<n
$$

This is the opposite situation to what was considered in Theorem 34, so a proof of this would mean that we would know almost all the cohomology groups of $X_{3, n}(\sigma)$, without doing any explicit calculations. And like above, if this could be established it would seem natural to consider $m>3$ and try to prove a similar theorem for $X_{m, n}(\sigma)$.

## Other coefficients

In a similar fashion, it seems very natural to try and prove the stabilisation theorem for the other possible coefficient-groups. Nothing in the proof seems to rely on the coefficients being complex numbers, so the proof should be almost automatic if a suitable $\lambda$ could be defined.

### 5.2 Structure

There is also more structure to study on the spaces $X_{m, n}(\sigma)$. For example, since $X_{m, \infty}$ is a loop space, it comes equipped with a product. This product can be defined in various very similar ways, and it could be interesting to see how they relate. One possible definition would be

$$
(A, B) \mapsto(A, \operatorname{Id}, B)
$$

which is directly inspired by the product on the loop space being concatenation of loops. But we also have the other spaces $X_{m, \infty}(\sigma)$ which are also equivalent to a loop space, and for these the product is slightly harder to define. A possiblity would be to use Theorem 22 to define a map

$$
\begin{array}{r}
X_{m, \infty}(\sigma) \times X_{m, \infty}(\tau) \rightarrow X_{m, \infty}(\tau) \\
(A, B) \mapsto(A, \sigma, \widehat{L}, \operatorname{Id}, B),
\end{array}
$$

where $\widehat{L}$ is the matrix $\left(L^{m} e_{1}, \ldots, L e_{1}\right)$. Another way of doing it would be

$$
(A, B) \mapsto(A, \sigma, \sigma \cdot B) \in X_{m, \infty}(\sigma \cdot \tau)
$$

All of these possibilites could be used to give a coproduct in cohomology, and it would be interesting to see how this relates to the usual coproduct on the cohomology of $\Omega\left(\mathrm{SU}_{m} / \mathrm{T}^{m-1}\right)$.

Likewise, all of these maps have equivalents in the spaces $X_{m, n}(\sigma), n<\infty$, except here we need to add on extra columns to the spaces. This gives various maps that could be used to probe the cohomology and structure of the spaces.

### 5.3 Generalised spaces

Another avenue of study could be to consider all the spaces $X_{m, n}(\sigma)$ at the same time:

$$
\widehat{X}_{m, n}=\bigcup_{A \in \mathrm{GL}_{m}(\mathbb{C})} X_{m, n}(A, A) .
$$

Since the space $X_{m, n}$ approximates the loop space when $n$ is large, by having a sequence of vectors map to a loop at the identity, one could expect $\widehat{X}_{m, n}$ to approximate the free loop group of all maps from the circle to $\mathrm{GL}_{m}(\mathbb{C}) / \mathrm{B}_{m}$, by mapping a sequence of vectors starting and ending at $A$ to a loop at $A$. This would require a study of similarly defined stabilisation maps for these spaces and seeing what happens when we take a limit. This is summarised in the following conjecture.

Conjecture. There are suitable stabilisations maps

$$
s: \widehat{X}_{m, n} \rightarrow \widehat{X}_{m, n+1}
$$

so that the space

$$
\widehat{X}_{m, \infty}=\underset{n}{\lim } \widehat{X}_{m, n}
$$

is homotopy equivalent to the free loop space

$$
\mathrm{L}\left(\mathrm{GL}_{m}(\mathbb{C}) / \mathrm{B}_{m}\right)=\left\{\gamma: S^{1} \rightarrow \mathrm{GL}_{m}(\mathbb{C}) / \mathrm{B}_{m}\right\}
$$

Like the spaces $X_{m, n}$ considered here, this would give another way to study a complicated space, $\mathrm{L}\left(\mathrm{GL}_{m}(\mathbb{C}) / \mathrm{B}_{m}\right)$, by working with simpler versions that consist of a finite sequence of points that we connect with nice paths.

## A Sage code

The code that was used for computations, referenced in Chapter 3, is included below. It is written in Sage (http://www.sagemath.org), which is a language based on Python. Note that a red arrow at the beginning of a line of code denotes a linebreak that was inserted to make the code fit on the page and is not there in the original code.

## A. 1 The boundary map

The code below computes the kernel and image of the first boundary map in the spectral sequence for $Y_{3,3}$, as described in Section 3.5. It does so by creating a ring with the correct generators and relations and encoding the boundary map in two steps, first using the inclusion of the relevant spaces and then using the boundary map of the pair ( $D, D-0$ ). It splits the cohomology groups appearing in the spectral sequence by their degree, and then computes the kernel and image for the boundary maps in each degree. To get a readable output, load the Sage file and call either the function pretty_print for the full $E_{2}$-page of $Y_{3,3}$ or print__mod for the cohomology of $X_{3,3}$.

```
# The variables used in the computations. These are named
    after the coordinates they represent.
variables = 'g2,h1,e,g,h,a,d,i,f,y,C,D,w,z
# w is y_2
# g2 and h1 are special versions of g and h for X_011 and
    X_101 respectively. They are first because this saves
    \hookrightarrow ~ s o m e ~ i s s u e s ~ c a l c u l a t i n g ~ s i g n s ~ w h e n ~ w e ~ u s e ~ t h e ~ b o u n d a r y ~
    \hookrightarrow ~ m a p .
A= FreeAlgebra(QQ,14,variables)
(g2,h1,e,g,h,a,d,i,f,y,C,D,w,z)=A.gens()
# Setup the skew-symmetric part of the algebra
dim_one = [g2,h1,g,h,a,d,i,f,y,C,D]
relations = {}
for r in dim_one:
        for s in dim_one:
            if r<s: relations[s*r] = -r*s
# The basic ring we work in.
R=A.g_algebra(relations)
```

```
\((\mathrm{g} 2, \mathrm{~h} 1, \mathrm{e}, \mathrm{g}, \mathrm{h}, \mathrm{a}, \mathrm{d}, \mathrm{i}, \mathrm{f}, \mathrm{y}, \mathrm{C}, \mathrm{D}, \mathrm{w}, \mathrm{z})=\mathrm{R} . \operatorname{gens}()\)
var \(=\) R.gens ()
\# Elements of dimension one
dim_one \(=[\mathrm{g} 2, \mathrm{~h} 1, \mathrm{~g}, \mathrm{~h}, \mathrm{a}, \mathrm{d}, \mathrm{i}, \mathrm{f}, \mathrm{y}, \mathrm{C}, \mathrm{D}]\)
\# A dictionary describing the first inclusion map on
    \(\hookrightarrow\) generators
\# From the first column to the second:
first_inclusion \(=\{\mathrm{a}:(\mathrm{a}, \mathrm{a}-\mathrm{g} 2)\),
    d : (d-h1,f),
    i : (i, i),
    h : (h1,h),
    \(\mathrm{g}:(\mathrm{g}, \mathrm{g} 2)\),
    D : ( \(\mathrm{d}+\mathrm{y}-\mathrm{h} 1, \mathrm{~d})\),
    C : (f+a, a \(-\mathrm{g} 2+\mathrm{y})\),
    \(\mathrm{z}:((\mathrm{a}-\mathrm{d}+\mathrm{f}+\mathrm{h} 1) * \mathrm{y}+\mathrm{w}, \mathrm{w}+(\mathrm{a}-\mathrm{d}+\mathrm{f}-\mathrm{g} 2) * \mathrm{y})\}\)
\# From the second column to the third:
second_inclusion_one \(=\{\mathrm{a}: \mathrm{a}-\mathrm{g}\),
                                d : d,
                                i : i,
        g : g,
        f : y,
        y : y,
        w : w,
        e : e,
        h1 : g\}
second_inclusion_two \(=\{\mathrm{a}: \mathrm{a}\),
        d : d-g+y,
        i : i,
        h : g,
        f : d-g
        y : y,
        \(\mathrm{w}: \mathrm{w}-\mathrm{d} * \mathrm{y}+\mathrm{g} * \mathrm{y}\),
        e : e,
        g2 : g\}
def build_monomial(ex, boundary_one=False, boundary_two=False):
    """Given an exponent, builds a monomial.
    The options are for removing terms using the boundary
        \(\hookrightarrow\) map. "" "
    res \(=R\).one ()
    \(\mathrm{n}=0\)
    \# For each power
    for in inge(len (ex)):
        if ex[i] >= 2: \# All powers greater than 1 are zero
            return R.zero()
            elif boundary_one and (var[i]==h1 or \(\operatorname{var}[i]==\mathrm{g} 2)\) :
                res \(=\) res*e ex[i]
```

```
        n += ex[i]
        else:
            # Multiply the variable to the right power
            res = res * var[i]^ex[i]
    # Special cases
    if ex[var.index(y)] + ex[var.index(w)] >= 2:
        return R.zero() # y*w = 0
    if boundary_one and n = 0:
        return R.zero() # Remove terms that do not contain e
    if boundary_two and (ex[var.index(e)]< < or
        ex[var.index(g)]<1):
        return R.zero() # Remove terms that do not contain e
            and g
    return res
def clean_element(x, boundary_one=False, boundary_two=False):
    """Removes multiple powers of the same element, since
        \hookrightarrow these are 0."""
    r = R.zero()
    for ex in x.exponents():
        # Build the monomial from the exponent and multiply
            by the correct coefficient
        r += x.dict()[ex]*build__monomial(ex,
                                    boundary_one,
                                    boundary__two)
    return r
def first_boundary(x,opt=True):
    """The first boundary map, H^*(U) -> H^* (V,U) """
    x = clean__element(x)
    temp = (R.zero(),R.zero())
    # Loop through (exponents of) terms
    for k in x.dict().keys():
            (te,mp)=(R.one(),R.one())
            # Loop through factors in terms
            for t in range(len(k)):
                if k[t]>= 1:
                    # Use the inclusion on each factor and
                    multiply out
                te= te * first_inclusion[var[t]][0]^k[t]
                        mp = mp * first_inclusion[var[t]][1]^k[t]
            v = x.dict()[k]
            temp = (temp[0] + v*te,temp[1]+v*mp)
    # Do cleanup and return
    return (clean__element (temp[0], boundary__one=opt),
            clean_element(temp [1], boundary_one=opt))
def second__boundary(x,opt=True):
    """The second boundary map, H^*(V,U) -> H^* (X,V) """
    (r,s) = clean_element (x[0]), clean__element (x[1])
```

```
    res = R.zero()
    # Loop through terms and factors as above.
    for k in r.dict().keys():
    temp = R.one()
    for i in range(len(k)):
        if k[i] >= 1:
                temp = temp *
                    \hookrightarrow second_inclusion__one[var[i]]^k[i]
    temp = r.dict()[k] * temp
    res += temp
    for k in s.dict(). keys():
        temp = R.one() # +?
        for i in range(len(k)):
            if k[i] >= 1:
                temp = temp *
                            \hookrightarrow second_inclusion_two[var[i] ^^k[i]
    temp = temp * s.dict()[k]
    res += temp
# Cleanup
return clean_element(res,boundary_two=opt)
def boundary_one(x):
    return first_boundary(x)
def boundary_two(x):
    return second__boundary(x)
def combined(x):
    """The composition of the two boundary maps"""
    return second__boundary(first__boundary(x))
def check__boundary ( }\textrm{n}=8)\mathrm{ :
    """Takes all products of exactly n elements and runs the
        \hookrightarrow ~ c o m b i n e d ~ b o u n d a r y ~ m a p ~ o n ~ t h e m , ~ r e p o r t i n g ~ w h e n ~ i t ~
        gets a non-zero result """
    if n=0 0:
        r = combined(R.one())
        if r != R.zero():
            print "Element 1 gives ", r
    tvar = [a,d,h,i,g,C,D,z]
    p = CartesianProduct(*[tvar for k in range(n)])
    dyn = {}
    for x in p:
        start = clean_element(mul(x))
        if not dyn.get(start, False):
            r = combined(start)
            dyn[start] = True
            if r != R.zero():
                print "Elements ", x, " gives ", r
```

```
def degree(x):
    """Returns the degree of x as an element of R"""
    d = 0
    if type(x) = type(0): return 0
    temp = clean__element(x).exponents()
    if not temp: return 0
    exp = temp[0]
    for i in range(len (exp)):
        if exp[i]>0:
            if var[i] in dim_one:
                    d += 1
            else:
                d += 2
    return d
def bit_to_elem(b,l):
    """Builds an element from a bitstring, by multiplying
        \hookrightarrow ~ t o g e t h e r ~ e l e m e n t s ~ o f ~ l ~ c o r r e s p o n d i n g ~ t o ~ t h e ~ b i t s
        @ that are 1"""
    res = R.one()
    for i in range(len(b)):
        if b[i]: res *= l[i]
    if res = R.one(): res = R.zero()
    return clean_element(res)
# Build the cohomology groups and split them by degree
H1_elems = [g,h,a,d,i,C,D, z]
H1 = {0: [R.one()],
        1 : [],
        2 : [],
        3 : [],
        4 : [],
        5 : [],
        6 : [],
        7 : [],
        8 : [],
        9 : []}
for s in range (1,256):
    r = clean_element(bit__to__elem(Integer(s).bits(),
                                    H1_elems))
    H1[degree(r)].append(r) # H1[d] is all elements of
        \hookrightarrow degree d in H^*(U)
# First coord is X_{2}, second is X_{1}
H2_elems_one = [g,a,d,i,f,y,w]
H2_elems_two = [h,a,d,i,f,y,w]
H2 = {1 : [],
        2 : [(e,R.zero()),(R.zero(),e)],
        3 : [],
        4 : [],
```
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        5 : [],
        6 : [],
        7 : [],
        8 : [],
        9 : []}
for s in range(1, 2^ len(H2_elems_one)):
    b = Integer(s).bits()
    r = (clean__element(e*bit_to_elem(b,H2_elems_one)),
        R.zero())
    if degree(r[0]):
        H2[degree(r[0]) ]. append (r)
    r = (R.zero(),
        clean_element(e*bit_to__elem(b,H2_elems_two)))
    if degree(r[1]):
        H2[degree(r[1])].append (r)
H3_elems = [a,d,i , y,w]
H3 = {1 : [] ,
        2 : [],
        3 : [],
        4 : [e*g],
        5 : [],
        6 : [],
        7 : [],
        8 : [],
        9 : []}
for s in range(1, 2^ len(H3_elems)):
    r = clean__element(e*g*bit__to_elem(Integer(s).bits(),
                                    H3_elems))
    if degree(r):
        H3[degree(r)+1].append(r)
def find__first__kernel(get__matrix=False):
    res_m = {}
    res_ker = {0 : [],
        1 : [],
        2 : [],
        3 : [],
        4 : [],
        5 : [],
        6 : [],
        7 : [],
        8 : [],
    res_im = {0 : [],
        1 : [],
        2 : [],
        3 : [],
        : [],
```
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    5 : [],
    6 : [],
    7 : [],
    8 : [],
    9 : []}
    F = build_free_module(H1)
    G = build_free__module(H2)
    for deg in H1.keys():
    if G.get (deg+1) == None:
                res_ker[deg]. extend(F[deg].gens())
                continue
        m = matrix ([convert__element_H2(
            G[\operatorname{deg}+1],
            first__boundary(x)).to__vector()
                    for x in H1[deg]])
    if get_matrix:
        res_m[deg] = m
        continue
    for v in m.kernel().gens():
        res__ker[deg].append(F[deg].from__vector(v))
    for v in m.image().gens():
        res_im [deg+1].append (G[deg+1].from_vector(v))
    if get_matrix: return res_m
    return (res_ker,res_im)
def build_free_module(H):
    """Builds a dictionary of free modules from the graded
    Ggroup H"""
    res = {}
    for deg in H.keys():
        res[deg] = CombinatorialFreeModule(ZZ,H[deg])
    return res
def find_second__kernel(get_matrix=False):
    """Finds the kernel of the second boundary map H^*(V,U)
        \hookrightarrow -> H** (X,V) """
    res_m = {}
    res_ker = {0 : [],
            1 : [], 晅,
    res_im = {0 : [],
            1 : [],
```
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            3 : [],
            4 : [],
            5 : [],
            6 : [],
            7 : [],
            8 : [],
            9 : []}
    F = build__free__module(H2)
    G = build_free_module(H3)
    # For each degree
    for deg in H2.keys():
        if G.get (deg+1)= None:
            # If our codomain is None, it is zero. Hence
                everything is in the kernel
            res_ker[deg]. extend(F[deg].gens())
            continue
        # Build a matrix representing the boundary map
        m = matrix ([convert_element_H3(
        G[\operatorname{deg}+1],
        second_boundary(x)).to_vector()
            for x in H2[deg}]]
    if get_matrix:
        res_m[deg] = m
        continue
    # List the generators of the kernel and image
    for v in m.kernel().gens():
        res_ker[deg].append(F[deg].from__vector(v))
    for v in m.image().gens():
        res_im [deg + 1].append (G[deg +1].from_vector(v))
    if get_matrix: return res_m
    return (res_ker,res_im)
def convert_element_H3(F,x):
    """Helper function. Does the same as
    \hookrightarrow convert_element_H2" ""
    res = F.zero()
    if type(x) = type(0): return res
    for e in x.exponents():
        res += F.term(clean__element(build_monomial(e)),
                        x.dict()[e])
    return res
def convert_element_H2(F,x):
    """Turns an element of R into an element of the free
        Ggroup F"""
    res = F.zero()
    if not type(x[0]) == type(0):
        for e in x[0].exponents():
                res += F.term((clean_element(build__monomial(e)),
                    R.zero()),
```
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                    x[0].dict()[e])
    if not type(x[1]) = type(0):
        for e in x[1].exponents():
            res += F.term((R.zero(),
                clean_element(build_monomial(e))),
                x[1].dict()[e])
    return res
def setup_kernel(get_matrix=False):
    if get_matrix:
        return (find__first_kernel(True),
                            find__second__kernel(True))
    (K1,I2) = find__first__kernel()
    (K2,I3) = find__second__kernel()
    return (K1,K2,I2,I3)
def calculate_quootients():
    """ Calculates the quotients on the E2 page"""
    (K1,K2,I2,I3) = setup_kernel()
    (M1,M2) = setup_kernel(get_matrix=True)
    res_one = {}
    res_two = {}
    for deg in M1.keys():
        codomain = K2.get ( deg+1)
        # We only look at the subspace given by the kernel
            \hookrightarrow ~ o f ~ t h e ~ s e c o n d ~ b o u n d a r y , ~ s o ~ w e ~ u s e ~ t h e ~ b a s i s
            previously calculated
        V = span(ZZ,map(lambda x:x.to__vector(),codomain))
        res_one[deg+1] = V/(M1[deg].image())
    for deg in M2.keys():
        codomain = H3.get (deg+1)
        # Use ZZ^len since the codomain is all of H3
        res_two [deg+1] = ZZ^len(codomain)}/(\textrm{M}2[\textrm{deg}].image () )
    return (res_one,res_two)
def print_e1():
    print "E1:\t\tH^i(U)\tH^(i+1)(V,U)\tH^(i+2)(X,V)"
    for i in H1.keys()[::-1]:
        print "Row {0}:\t\t {1:>3}\t\t {2:>3}\t\t
                \hookrightarrow {3:> 3} ".format(
                i,
                len(H1[i]),
                len(H2.get(i+1,[])),
                len(H3.get(i+2,[])))
def pretty_print():
    """Prints the E2 page."""
    (K1,K2,I2,I3) = setup_kernel()
    (Q1,Q2) = calculate_quotients()
    print "E2:\t\t H^i(U)\t H^(i+1)(V,U)\t
```
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    \hookrightarrow H^(i+2)(X,V)\n\t\t ker\tker / im\t ker / im"
    for i in K1.keys()[::-1]
    print "Row {0}:\t\t {1:>3}\t {2:>3} / {3:>2}\t
        \hookrightarrow {4:>3} / {5:>2} ".format (
        i ,
        len(K1[i]),
        len(K2.get(i+1,[])),
        len(I2.get(i+1,[])),
        len(H3.get (i + 2,[])),
        len(I3.get(i+2,[])))
    print "\nQuotients:"
    for i in Q1.keys()[::-1]:
        print "Row {0}:\t\t\t {1:`10}\t {2:`10} ".format(
        i -1,
        Q1[i].invariants(),
        Q2.get(i+1,ZZ^1/ZZ^1).invariants())
    print "0 means Z = Z/0.() means the zero group.\n"
    print "Cohomology of X:"
    for i in K1.keys()[::-1]:
    print "Rank {0}:\t\t Z^{1}".format(
        i,
        len(K1[i]) +
            len(Q1.get(i, ZZ^1/ZZ^1).invariants()))
def print_all():
    """Prints the E2 page with generators of the groups."""
    pretty__print()
    print "\n"
    K1,K2,I2,I3 = setup_kernel()
    for i in K1.keys():
        print "Kernel of d1 in rank", i, ": ", K1[i]
    print "\ n"
    for i in K2.keys():
        print "Kernel of d2 in rank", i, ": ", K2[i]
        print "\n"
        print "Image of d1 in rank", i, ": ", I2 [i]
        print "\n"
    print "\n"
    for i in I3.keys():
        print "Image of d2 in rank", i, ": ", I3[i]
def print_mod():
    T}={0:1, 1: 3, 2: 3, 3: 1}
```

```
(K1,K2,I2,I3) = setup_kernel()
(Q1,Q2) = calculate_quotients()
R1 = {}
R2 = {}
R3={}
for i in H1.keys():
    R1[i] = len(H1[i])
    R2[i] = len(H2.get (i, []))
    R3[i] = len(H3.get(i, []))
    for j in range(i):
        R1[i] -= T.get (i-j, 0)*R1[j]
        if R2[i] != 0:
            R2[i] -= T.get (i-j,0)*R2[j]
            if R3[i] != 0:
                R3[i] -= T.get (i-j,0)*R3[j]
print "E1 for X/T:\t H^ i(U/T)\t H^(i+1)(V/T,U/T)\t
        \hookrightarrow H^
for i in H1.keys()[::-1]:
        print "Row {0}:\t\t {1:>3}\t\t\t
            \hookrightarrow{2:>3}\t\t\t{3:>3} ".format(
            i,
            R1[i],
            R2.get (i+1,0),
            R3.get(i+2,0))
print "Cohomology of X/T:"
R1 = {}
R2 = {}
for i in K1.keys():
    R1[i] = len(K1[i])
    R2[i] = len(Q1.get(i, ZZ^1/ZZ^1).invariants())
    for j in range(i):
        R1[i] -= T.get (i-j,0) RR1[j]
        if R2[i] != 0:
            R2[i] -= T.get (i-j,0)*R2[j]
for i in R1.keys()[::-1]:
    print "Rank {0}:\t\t {1}{2}".format(
        i,
            "Z^{0}".format(R1[i]) if R1[i] != 0 else " ",
            "+ Z^{0}".format(R2[i]) if R2[i]!= 0 else "")
```


## A. 2 Orientation of intersections

The code below computes the orientation of the points of intersection of the inclusion maps, as described in Section 3.4. Note that the code is old, and hence uses a slightly different naming convention than is otherwise used in this thesis. In particular, the space $X_{001}$ in the code corresponds to the space $Y_{\{1,2\}}$ in the thesis, $X_{101}$ corresponds to $Y_{\{2\}}, X_{011}$ to $Y_{\{1\}}$, and $X_{111}$ to $Y_{\emptyset}$.

```
var('a','l',,'t','f','h','b','c',''d', 'g')
# The value of epsilon.
# Has been tested to ensure it is small enough
# for our purposes
small = 10^(-10000)
print
print "#####|||||||||||||||||||||||||||#"
print "#
print "# # # # # # #"
print "# ## ###### # # # # #
print "# # #001 # # #011 #"
print "#
print "#####||||||||||||||||||||||||||#"
print "\n"
x = b*h/d
y = c*d/h
# (d,1-bc)
xd = x.subs(b=1,c=1-l)
yd = y.subs(b=1,c=1-l)
firstd = (xd.subs(d=e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i),
    yd.subs(d=e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i))
secondd = (xd.subs(d=1,
    l=-e^(i*t)).diff(t).subs(t=0).mul(-i),
    yd.subs(d=1,
    l=-e^(i*t)).diff(t).subs(t=0).mul(-i))
resd = Matrix ((firstd , secondd)).determinant().expand()
print "For (d,1-bc):
print resd
print "Preserves orientation:",
    resd.subs(h=small).is__positive()
print
# (1-bc,h)
xh = x.subs (d=1,b=1,c=1-l)
yh = y.subs(d=1,b=1,c=1-l)
firsth = (xh.subs(l=-e^(i*t)).diff(t).subs(t=0).mul(-i),
    yh.subs(l=-e^(i*t)).diff(t).subs(t=0).mul(-i))
secondh =
    \hookrightarrow (xh.subs (c=2,h=h*e^(i*t)).diff(t).subs(t=0).mul(-i),
    yh.subs(c=2,h=h*e^(i*t)).diff(t).subs(t=0).mul(-i))
resh = Matrix((firsth , secondh)).determinant().expand()
print "For (1-bc,h):"
print resh
```
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print "Preserves orientation: ",
    @ resh.subs(h=small).is__positive()
print
# b=c=2
xbc = x.subs(d=1)
ybc}=\textrm{y}\cdot\operatorname{subs}(\textrm{d}=1
firstbc = (xbc.subs(b=2*e^(i*t),
                        c=2).diff(t).subs(t=0).mul(-i),
    ybc.subs(b=2*e^(i*t),
    c=2).diff(t).subs(t=0).mul(-i))
secondbc = (xbc.subs(c=2*e^(i*t),
    b=2).diff(t).subs(t=0).mul(-i),
    ybc.subs(c=2*e^(i*t),
    b=2).diff(t).subs(t=0).mul(-i))
resbc = Matrix((firstbc,secondbc)).determinant().expand ()
print "For b=c=2:"
print resbc
print "Preserves orientation: ",
    resbc.subs(h=small).is__positive()
print
print
print "####||||||||||||||||||||||||||||#"
print "#
print "# # # # # # #"
print "# # ###### # #"
print "# # #001 # # #111 #"
print "#
print "###||||||||||||||||||||||||||||||||"
print "\ \ "
x = -b*a*h/(g*d)
y = -c*d*g/(a*h*(1-b*c))+1/(1-b*c)
#b = c = 2
xbc = x.subs(a=1,d=1)
ybc}=y.\operatorname{subs}(a=1,d=1
firstbc = (xbc.subs(b=-2*e^(i*t),
    c=-2).diff(t).subs(t=0).mul(-i),
    ybc.subs(b=-2*e^(i*t),
    c=-2).diff(t).subs(t=0).mul(-i))
secondbc = (xbc.subs(c=-2*e^(i*t),
                    b=-2).diff(t).subs(t=0).mul(-i),
    ybc.subs(c=-2*e^(i*t),
    b=-2).diff(t).subs(t=0).mul(-i ))
resbc = Matrix((firstbc, secondbc)).determinant().expand()
print "For b=c=2:"
print resbc
print "Preserves orientation:",
```
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    \(\hookrightarrow\) resbc.subs (g=small, \(\mathrm{h}=\) =small \()\).is__positive ()
print
\(\mathrm{x}=\mathrm{x} \cdot \operatorname{subs}(\mathrm{b}=1, \mathrm{c}=1-\mathrm{l})\)
\(\mathrm{y}=\mathrm{y} \cdot \operatorname{subs}(\mathrm{b}=1, \mathrm{c}=1-\mathrm{l})\)
\# \(a, l\)
xa \(=x \cdot \operatorname{subs}(d=1)\)
ya \(=y \cdot \operatorname{subs}(\mathrm{~d}=1)\)
firsta \(=\left(x a \cdot \operatorname{subs}\left(a=-e^{\wedge}(i * t)\right.\right.\),
    \(l=-1) \cdot \operatorname{diff}(t) \cdot \operatorname{subs}(t=0) \cdot \operatorname{mul}(-i)\),
    ya. \(\operatorname{subs}\left(a=-e^{\wedge}(i * t)\right.\),
                        \(l=-1) \cdot \operatorname{diff}(t) \cdot \operatorname{subs}(t=0) \cdot \operatorname{mul}(-i))\)
seconda \(=\left(x a \cdot \operatorname{subs}\left(\mathrm{l}=-\mathrm{e}^{\wedge}(\mathrm{i} * \mathrm{t})\right.\right.\),
                        \(a=-1) \cdot \operatorname{diff}(t) \cdot \operatorname{subs}(t=0) \cdot \operatorname{mul}(-i)\),
    ya. subs ( \(l=-e^{\wedge}(i * t)\),
    \(a=-1) \cdot \operatorname{diff}(t) \cdot \operatorname{subs}(t=0) \cdot \operatorname{mul}(-i))\)
resa \(=\) Matrix ((firsta, seconda)). determinant (). expand ()
print "For (a, 1-bc)"
print resa
print "Preserves orientation:",
    \(\hookrightarrow\) resa.subs (g=small, h=small).is_positive ()
print
\# d, l
\(\mathrm{xa}=\mathrm{x} \cdot \operatorname{subs}(\mathrm{a}=1)\)
\(y \mathrm{ya}=\mathrm{y} \cdot \operatorname{subs}(\mathrm{a}=1)\)
firsta \(=\left(x a \cdot \operatorname{subs}\left(d=-e^{\wedge}(i * t)\right.\right.\),
                        \(l=-1) \cdot \operatorname{diff}(\mathrm{t}) \cdot \operatorname{subs}(\mathrm{t}=0) \cdot \operatorname{mul}(-\mathrm{i})\),
    ya. \(\operatorname{subs}\left(\mathrm{d}=-\mathrm{e}^{\wedge}(\mathrm{i} * \mathrm{t})\right.\),
    \(\mathrm{l}=-1) \cdot \operatorname{diff}(\mathrm{t}) \cdot \operatorname{subs}(\mathrm{t}=0) \cdot \operatorname{mul}(-\mathrm{i}))\)
seconda \(=\left(x a \cdot \operatorname{subs}\left(l=-e^{\wedge}(i * t)\right.\right.\),
            \(d=-1) \cdot d i f f(t) \cdot \operatorname{subs}(t=0) \cdot \operatorname{mul}(-i)\),
    ya.subs (l=-e^(i*t),
                            \(d=-1) \cdot \operatorname{diff}(t) \cdot \operatorname{subs}(t=0) \cdot \operatorname{mul}(-i))\)
resa \(=\) Matrix ((firsta, seconda) ). determinant (). expand ()
print "For (d,1-bc)"
print resa
print "Preserves orientation: ",
    \(\hookrightarrow\) resa.subs (g=small, h=small).is__positive ()
print
\# \(g, l\)
\(\mathrm{xa}=\mathrm{x} \cdot \operatorname{subs}(\mathrm{a}=1, \mathrm{~d}=1)\)
ya \(=\mathrm{y} \cdot \operatorname{subs}(\mathrm{d}=1, \mathrm{a}=1)\)
firsta \(=\left(x a \cdot \operatorname{subs}\left(g=-g * e^{\wedge}(i * t)\right.\right.\),
    \(\mathrm{l}=-1) \cdot \operatorname{diff}(\mathrm{t}) \cdot \operatorname{subs}(\mathrm{t}=0) \cdot \operatorname{mul}(-\mathrm{i})\),
    ya. \(\operatorname{subs}\left(g=-g * e^{\wedge}(i * t)\right.\),
    \(\mathrm{l}=-1) \cdot \operatorname{diff}(\mathrm{t}) \cdot \operatorname{subs}(\mathrm{t}=0) \cdot \operatorname{mul}(-\mathrm{i}))\)
seconda \(=\left(x a \cdot \operatorname{subs}\left(l=-e^{\wedge}(i * t)\right.\right.\),
```
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    g=-g).diff(t).subs(t=0).mul(-i),
    ya.subs(l=-e^(i*t),
    g=-g).diff(t).subs(t=0).mul(-i ))
resa = Matrix((firsta, seconda)).determinant().expand()
print "For (g,1-bc)"
print resa
print "Preserves orientation:",
    uresa.subs(g=small,h=small).is__positive()
print
# l,h
xa =x.subs(a=1,d=1)
ya = y.subs(d=1,a=1)
seconda = (xa.subs(h=-g*e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i),
    ya.subs(h=-g*e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i))
firsta = (xa.subs(l=-e^(i*t),
    h=-h).diff(t).subs(t=0).mul(-i),
    ya.subs(l=-e^(i*t),
    h=-h).diff(t).subs(t=0).mul(-i))
resa = Matrix((firsta, seconda)).determinant().expand()
print "For (1-bc,h)"
print resa
print "Preserves orientation:",
    resa.subs(g=small,h=small).is__positive()
print
print "######|||||||||||||||||||||||||||#"
print "#
luccc
print "# # #101 # # #111 #"
print "# #"
print "##|||||||||||||||||||||||||||||||#"
print "\n"
C = -a*f-a`2 2*b*h/d+a^` 2*b*h*f/d+a^2 2*b^2*c*h/d
D = d*(1-b*c)/h
x = b*C/D
y = c*d/(h*C)-a/C
# (a,1-bc)
xa = x. subs (b=1,c=1-l, d=1,f=1)
ya = y.subs(b=1,c=1-l,d=1,f=1)
firsta = (xa.subs(a=e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i),
    ya.subs(a=e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i))
```
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seconda = (xa.subs (a=1,
    l=e^(i*t)).diff(t).subs(t=pi).mul(-i),
    ya.subs(a=1,
    l=e^(i*t)).diff(t).subs(t=pi).mul(-i))
resa = Matrix((firsta, seconda)).determinant().expand()
print "For (a,1-bc):"
print resa
print "Preserves orientation: ",
    resa.subs(h=small).is__positive()
print
# (d, 1-bc)
xd = x.subs (b=1,c=1-l,a=1,f=1)
yd = y.subs(b=1,c=1-l,a=1,f=1)
firstd = (xd.subs(d=e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i),
    yd.subs(d=e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i))
secondd = (xd.subs(d=1,
    l=-e^(i*t)).diff(t).subs(t=0).mul(-i),
    yd.subs(d=1,
    l=-e^(i*t)).diff(t).subs(t=0).mul(-i))
resd = Matrix((firstd ,secondd)).determinant().expand()
print "For (d,1-bc)"
print resd
print "Preserves orientation: ",
    resd.subs(h=small).is_positive()
print
# (f,1-bc)
xf = x.subs(b=1,c=1-l,a=1,d=1)
yf = y. subs(b=1,c=1-l,a=1,d=1)
firstf = (xf.subs(f=e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i),
    yf.subs(f=e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i))
secondf = (xf.subs(f=1,
    l=-e^(i*t)).diff(t).subs(t=0).mul(-i),
    yf.subs(f=1,
    l=-e^(i*t)).diff(t).subs(t=0).mul(-i))
resf = Matrix(( firstf , secondf)).determinant().expand()
print "For (f,1-bc)"
print resf
print "Preserves orientation: ",
    resf.subs(h=small).is_positive()
print
# (1-bc,h)
xh = x.subs(b=1,c=1-l,a=1,d=1,f=1)
yh}=y\cdot\operatorname{subs}(b=1,c=1-l,a=1,d=1,f=1
```
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var('epsilon')
firsth = (xh.subs(l=e^(i*t),
            h=epsilon).diff(t).subs(t=pi).mul(-i),
    yh.subs(l=e^(i*t),
    h=epsilon).diff(t).subs(t=pi).mul(-i))
secondh = (xh.subs(h=epsilon *e^(i*t),
                        l=-1).diff(t).subs(t=0).mul(-i),
    yh.subs(h=epsilon*e^(i*t),
            l=-1).diff(t).subs(t=0).mul(-i))
resh = Matrix ((firsth , secondh)).determinant().expand()
print "For (1-bc,h)"
print resh
print "Preserves orientation: ",
    resh.subs(epsilon=small).is__positive()
print
# b=c=2
xbc = x.subs (a=1,d=1,f=1)
ybc}=\textrm{y}\cdot\operatorname{subs}(\textrm{a}=1,\textrm{d}=1,\textrm{f}=1
firstbc = (xbc.subs(b=2*e^(i*t),
    c=2).diff(t).subs(t=0).mul(-i),
    ybc.subs(b=2*e^(i*t),
    c=2).diff(t).subs(t=0).mul(-i))
secondbc = (xbc.subs(c=2*e^(i*t),
                            b=2).diff(t).subs(t=0).mul(-i),
    ybc.subs(c=2*e^(i*t),
    b=2).diff(t).subs(t=0).mul(-i))
resbc = Matrix((firstbc, secondbc)).determinant().expand()
print "For b=c=2"
print resbc
print "Preserves orientation: ",
    @ resbc.subs(h=small).is__positive()
print
print
print "#######||||||||||||||||||||||||||||#"
print "#
print "# # # # % # # # # # #"
print "# # # ###### # % # #"
print "#
print "########|||||||||||||||||||||||||#"
print "\n"
C = c-a/g-c*d/f-b*c^2+a*b*c/g
x = b*f*C/d
y = c/C-a/(g*C)
xt = x.subs(a=1,f=1,d=1)
```

```
yt = y.subs(a=1,f=1,d=1)
firstt = (xt.subs(b=2*e^(i*t),
    c=2).diff(t).subs(t=0).mul(-i),
    yt.subs(b=2*e^(i*t),
    c=2).diff(t).subs(t=0).mul(-i))
secondt = (xt.subs(b=2,
                        c=2*e^(i*t)).diff(t).subs(t=0).mul(-i),
    yt.subs(b=2,
            c=2*e^(i*t)).diff(t).subs(t=0).mul(-i))
rest = Matrix((firstt, secondt)).determinant().expand()
print "For b=c=2:"
print rest
print "Preserves orientation: ",
    \hookrightarrow rest.subs(g=small).is__positive()
x = x.subs (c=1,b=1-l)
y=y.subs(c=1,b=1-l)
# (a,l)
xa = x.subs (d=1,f=1)
ya}=y\cdot\operatorname{subs}(d=1,f=1
firsta = (xa.subs(a=e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i),
    ya.subs(a=e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i))
seconda = (xa.subs (a=1,
    l=-e^(i*t)).diff(t).subs(t=0).mul(-i),
    ya.subs(a=1,
    l=-e^(i*t)).diff(t).subs(t=0).mul(-i))
resa = Matrix((firsta, seconda)).determinant().expand()
print "For (a,1-bc):"
print resa
print "Preserves orientation: ",
    resa.subs(g=small).is_positive()
print
xa = x.subs(a=1,f=1)
ya}=y.\operatorname{subs}(\textrm{a}=1,\textrm{f}=1
firsta = (xa.subs(d=e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i),
    ya.subs(d=e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i))
seconda = (xa.subs (d=1,
                            l=-e^(i*t)).diff(t).subs(t=0).mul(-i),
    ya.subs(d=1,
                        l=-e^(i*t)).diff(t).subs(t=0).mul(-i))
resa = Matrix((firsta, seconda)).determinant().expand()
print "For (d,1-bc):"
print resa
print "Preserves orientation: ",
```

```
    resa.subs(g=small).is_positive()
print
xa = x. subs(d=1,a=1)
ya}=y\cdot\operatorname{subs}(d=1,a=1
firsta = (xa.subs(f=e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i),
    ya.subs(f=e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i))
seconda = (xa.subs(f=1,
    l=-e^(i*t)).diff(t).subs(t=0).mul(-i),
    ya.subs(f=1,
                            l=-e^(i*t)).diff(t).subs(t=0).mul(-i))
resa = Matrix((firsta, seconda)).determinant().expand()
print "For (f,1-bc):
print resa
print "Preserves orientation: ",
    resa.subs(g=small).is_positive()
print
xa = x.subs(d=1,f=1,a=1)
ya}=\textrm{y}\cdot\operatorname{subs}(\textrm{d}=1,\textrm{f}=1,\textrm{a}=1
seconda = (xa.subs (g=g*e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i).expand(),
    ya.subs(g=g*e^(i*t),
    l=-1).diff(t).subs(t=0).mul(-i).expand())
firsta = (xa.subs(l=-e^(i*t)).diff(t).subs(t=0).mul(-i),
    ya.subs(l=-e^(i*t)).diff(t).subs(t=0).mul(-i))
resa = Matrix((firsta, seconda)).determinant().expand()
print "For (1-bc,g):"
print resa
print "Preserves orientation: ",
    resa.subs(g=small).is__positive()
print
```
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