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Resumé
Denne afhandling er opdelt i to dele. I den første del introduceres læseren først
til groupoider, den fulde groupoid C∗-algebra og definitionen af KMS vægte
på C∗-algebraer. Derefter præsenteres og bevises en udvidelse af Neshveyev’s
klassiske Sætning fra [20] til KMS vægte på groupoid C∗-algebraer. Ligesom den
klassiske Sætning af Neshveyev deler vores udvidelse beskrivelsen af KMS vægte
op i beskrivelsen af visse quasi-invariante mål på enhedsrummet af groupoiden
og visse målelige legemer af tilstande. Vi viser, at disse quasi-invariante mål er
extremale, præcist når de er ergodiske, og for en stor klasse af groupoider viser vi
desmere, at de målelige legemer af sportilstande kan beskrives som tilstande på
en tilhørende gruppe C∗-algebra.

Del to af afhandlingen er en samling af artikler, hvortil forfatteren har bidraget,
og den skal betragtes som den primære del af denne afhandling. I [A] og [B]
påbegyndes et studie af KMS vægtene for generaliserede gauge-virkninger på graf
C∗–algebraer. I [A] beskrives alle disse, når grafen er endelig. I [B] opnår vi en
delvis beskrivelse for Cayley-grafer for grupper, og vi viser, at beskrivelsen er
fuldstændig, når gruppen er nilpotent. I artikel [C] og [D] gives der en fuldstændig
beskrivelse af KMS tilstandene for gauge-virkningen på både Toeplitz og Cuntz-
Krieger algebraen for alle endelige grafer af højere rank. Afslutningsvis beskæftiger
vi os i [E] med at beskrive, hvordan der for en stor klasse af groupoider gælder, at
KMS vægte givet ved mål på enhedsrummet kun kan forekomme for 1-parameter
grupper givet ved kontinuerte groupoid homomorfier.



Abstract
This dissertation consists of two parts. In the first part the reader is introduced
to groupoids, the full groupoid C∗ algebra and the definition of KMS weights
on C∗-algebras. We then present and prove an extension of a classical theorem
of Neshveyev [20] to KMS weights on groupoid C∗-algebras. As in the original
theorem in [20] this extended version splits the description of KMS weights
into the description of certain quasi-invariant measures on the unit space of
the groupoid and certain measurable fields of states. We show that these quasi-
invariant measures are extremal if and only if they are ergodic, and for a large
class of groupoid C∗-algebras we prove that the measurable fields of states can be
described by states on an associated group C∗-algebra.

The second part of this dissertation is a collection of papers which the author
has made contributions to, and this part is to be considered the main contribution
of this dissertation. In [A] and [B] we investigate KMS weights for generalised
gauge-actions on the C∗–algebra of directed graphs. In [A] we give a complete
description when the graph is finite. In [B] we obtain a partial description for the
graphs arising as Cayley graphs for groups, and we prove that this description is
complete when the group is nilpotent. In article [C] and [D] we give a complete
description of the KMS states for the gauge-action on both the Toeplitz and the
Cuntz-Krieger algebras for all finite higher-rank graphs. Finally we describe in
[E] how for a large class of groupoids KMS weights given by measures on the
unit space can only occur for 1-parameter groups that are given by continuous
groupoid homomorphism.
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1

Introduction

This dissertation is divided into two parts. Part II is a collection of articles
that the author has made contributions to. In Part I we give a general
introduction to the study of KMS weights on groupoid C∗-algebras, and
we give an overview of the main results obtained in the articles in Part II.
Although Part I is merely an introduction to the subject, it also contains
some new ideas and proofs. These are included to make the introduction as
general as possible. The new work presented in Part I was done during the
last few months of the authors Ph.D., so it is not as polished as the ideas
presented in Part II, and the authors contributions to the articles in Part II
are to be considered the main results of this dissertation.

When speaking of a KMS state, there are always two underlying objects
involved: The C∗-algebra A the state is defined on, and a continuous
1-parameter group {αt}t∈R on A. The pair (A, {αt}t∈R) is called a C∗-
dynamical system over R and a state ω on A is called a β-KMS state for α
when:

ω(aαiβ(b)) = ω(ba) (1.1)

for all a, b in a norm dense, α-invariant ∗-subalgebra of the entire analytic
elements for α. The formula (1.1) is often called the KMS condition, and it
was originally considered in quantum statistical mechanics. One approach
to building a model of a system in quantum statistical mechanics is to
describe the observables of the system by a C∗-algebra A. The dynamics of
the system, which is how the observables changes over time, can then be
modelled by a 1-parameter group {αt}t∈R. In this theoretical picture one
can interpret the set of β-KMS states for α as the set of equilibrium states
at inverse temperature β for the system modelled by (A, α). This theoretical
connection to physics was originally the reason why some mathematicians
became interested in KMS states, yet over time the subject has also become
very relevant for mathematicians like the author, who has little interest in
(and knowledge about) the possible applications in physics. This is first and
foremost due to the emergence of Tomita-Takesaki theory which associates
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Chapter 1. Introduction 7

a canonical continuous 1-parameter group to any normal faithful state on a
von Neumann algebra, and this 1-parameter group can best be described
as the unique 1-parameter group that makes the state a −1 KMS state
on the algebra. This relation was an essential ingredient in the work of
Connes and Haagerup that classify the hyperfinite type III factors, and it
is therefore evident that the KMS condition has been a keen subject for
operator-algebraist to ponder about, and it validates that KMS states are
a natural class of objects to study. Over the years this had lead to the
discovery of several deep relations between KMS states on C∗-algebras and
different fields of mathematics. A prominent relation is the one between
number theory and KMS states on C∗-algebras that has been established
by work of Boost and Connes, which has lead to a flurry of activity in the
study of KMS states on C∗-algebras. Another prominent relation, which is
perhaps the most relevant one for the subjects studied in this dissertation,
is the discovery that KMS states on C∗-algebras can be related to the study
of dynamical systems. If none of the above sound reasons for studying KMS
states can spark the readers enthusiasm, then the author can provide one
last motivation: The theory of KMS states is both rich and beautiful, and
faced with the task of describing KMS states one often gets exposed to
elegant ideas and problems from many different fields of mathematics. No
doubt this makes the study of KMS states a challenging task, but since the
results are often thought-provoking and deep it also makes it an extremely
rewarding task.

A natural class of C∗-algebras to study KMS states on is the class of étale
groupoid C∗-algebras, by which we mean the family of C∗-algebras that can
be realised as the C∗-algebra of a locally compact second countable Hausdorff
étale groupoid. Most if not all C∗-algebras where a study of KMS states has
been instigated can be described, priori of a priori, as an étale groupoid C∗-
algebra, so the class is general enough to encompass most known examples.
On the other hand, étale groupoid C∗-algebras have enough structure that
it is possible to prove general and interesting results about KMS states
that are valid for all étale groupoid C∗-algebras and a very large class of
continuous 1-parameter groups. The continuous 1-parameter groups we have
in mind here are the ones arising from a continuous groupoid homomorphism
from the underlying groupoid to the reals (which is sometimes referred to
as a 1-cocycle), and we will throughout call the family of these 1-parameter
groups diagonal. Since the C∗-algebras we consider are not necessarily unital,
we will instead of KMS states study their generalisation called KMS weights.
This sets up the scope of this dissertation: We are going to study KMS
weights for diagonal continuous 1-parameter groups on étale groupoid C∗-
algebras, and we are going to provide a lot of concrete descriptions of KMS



8 Chapter 1. Introduction

weights on C∗-dynamical systems arising from both directed graphs and
higher-rank graphs.

The theory of groupoid C∗-algebras was pioneered by Jean Renault in
his dissertation [26], which also contains the first great general insight into
the structure of KMS weights on étale groupoid C∗-algebras. To describe
this result, let G be an étale groupoid with unitspace G(0) and let C∗(G) be
its full C∗-algebra. For a continuous groupoid homomorphism c : G → R
we then obtain a diagonal continuous 1-parameter group αc on C∗(G). The
insight in [26] is that any quasi-invariant regular Borel measure on G(0) with
Radon-Nikodym derivative e−βc will give rise to a KMS weight on C∗(G)1.
Furthermore Renault proved that for principal étale groupoids this becomes
a bijective correspondence, and hence the study of KMS weights reduces
to a study of measures on G(0). This result builds a bridge between KMS
weights and the field of dynamical systems, and it often greatly reduces the
problem of describing the KMS weights. There is however a lot of interesting
groupoids that are not principal, for example the ones associated to graphs
and higher-rank graphs, and in the non-principal case the map between
measures and KMS weights fails to be a bijection. There is a very nice
description of KMS states on general étale groupoid C∗-algebras which
are not principal, and this description was established in [20]. The insight
obtained in [20] is that in the non-principal case there is a bijection between
β-KMS states for αc on C∗(G) and pairs (µ, {ϕx}x∈G(0)) consisting of a quasi-
invariant Borel probability measure on G(0) with Radon-Nikodym derivative
e−βc and a µ-measurable field of states {ϕx}x∈G(0) .

We use this description of the KMS states as the starting point of our
exposition. In chapter 2 we give an introduction to topological groupoids
and the full groupoid C∗-algebra, focusing especially on the results and
terminology we will need in the subsequent chapters. In chapter 3 we will
briefly review some theory on continuous 1-parameter groups, KMS weights
and their extension to the von Neumann algebra of their GNS representation.
In chapter 4 we will extend Neshveyev’s description of KMS states to a
description of KMS weights, and we will then prove how this theorem
regarding weights follows from the original theorem in [20]. Neshveyev’s
theorem translates the study of KMS weights into the study of two other
objects, the quasi-invariant regular Borel measures and the measurable fields
of states. This decomposition sets the theme for the next two chapters.

In chapter 5 we will study the quasi-invariant regular Borel measures.
We will do this by proving that the extremal measures are exactly the

1In the terminology of this dissertation this is not entirely true, since we define a
weight differently than in [26].
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ergodic measures. Chapter 6 contains our investigation of measurable fields
of states. Unlike in the other chapters, we have to restrict our analysis to
a particular class of étale groupoids. This class contains the groupoids of
higher-rank graphs and directed graphs. For this class of groupoids we will
obtain a description of the measurable fields of states that is much in the
spirit of the one obtained for traces on crossed products by abelian groups
in Corollary 2.4 in [20], but which encompasses many more cases.

This dissertation contains an introduction to groupoid C∗-algebras and
KMS weights, but its introduction to the theory of directed graphs and
higher-rank graphs is fairly superficial. For more background on higher-rank
graphs we refer to [24, 25, 18] and for their groupoid picture we refer to
Appendix B in [10] and [8, 37, 18]. For more background on directed graphs
we refer to [35, 19, 1] and for information on their groupoid picture we refer
to [19, 22] and section 5 in [A]. There is a natural way of identifying the
higher-rank graphs of rank 1 with the directed graphs, but in this dissertation
we will keep the two terminologies separate. This is so because when we
associate a C∗-algebra to a higher-rank graph we follow the standard higher-
rank graph convention of letting a partial isometry Se corresponding to an
edge e have source projection S∗eSe equal to the projection ps(e), while for
directed graphs we follow the usual2 convention of setting S∗eSe = pr(e).

In accordance with the rules of the Graduate School of Science and
Technology (GSST) at Aarhus University chapter 7 contains a summary
of the papers contained in Part II and relates them to current trends
within the field. The papers have been divided into three themes. The first
theme is the description of the KMS states for generalised gauge actions on
directed graphs, where a description has been obtained for finite graphs [A]
in collaboration with Klaus Thomsen, and a partial description has been
obtained for infinite graphs structured as a Cayley graph [B] in collaboration
with Klaus Thomsen. The authors contributions to [A, B] are proportional.
The second theme concerns the description of the KMS states for the gauge-
actions on the Toeplitz and Cuntz-Krieger algebra of a finite higher-rank
graph and is a summary of the papers [C, D]. The last paper [E] is an
investigation of the relationship between KMS weights given by measures
on the unit space of the groupoids and diagonal actions. This paper is
written jointly with Klaus Thomsen, and the authors contributions to this
paper is proportional as well. In accordance with the GSST rules, parts of
this dissertation were also used in the progress report for the qualifying
examination.

2This convention is at least usual in the northern hemisphere, but some papers, e.g.
[12, 15], use the higher-rank graph convention for directed graphs
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Groupoid C∗-algebras

In this chapter we will introduce groupoids and the full C∗-algebra of a
groupoid and we will collect a few results from the literature, which we will
use in the chapters to come. We will follow [26] for consistency.

2.1 Topological groupoids
Definition 2.1.1. A groupoid is a set G with an inverse map G 3 g →
g−1 ∈ G and a partially defined product map G2 3 (g, h)→ gh ∈ G defined
on a set G2 ⊆ G × G, that satisfies the following relations:

1. (g−1)−1 = g for all g ∈ G.

2. If (g, h), (h, f) ∈ G2 then (gh, f), (g, hf) ∈ G2 and (gh)f = g(hf).

3. (g−1, g) ∈ G2 for all g ∈ G, and g−1(gh) = h for (g, h) ∈ G2.

4. (g, g−1) ∈ G2 for all g ∈ G and (hg)g−1 = h for (h, g) ∈ G2.

We call g → g−1g the source map and denote it by s and g → gg−1 the
range map and denote it by r. We denote the image of these two maps by
G(0). The set G2 is called the set of composable pairs.

Groupoids are a generalisation of groups where the requirement that there
is a fully defined product has been relaxed. One can prove that two elements
g, h in a groupoid G can be composed into gh exactly when s(g) = r(h).
Since there is not a fully defined product there can not be a unit as for
groups, but since gs(g) = g and r(g)g = g the elements in G(0) act as units
where composition makes sense, which is why G(0) is called the unit space.

We follow the standard conventions in the literature on groupoids and
set Gx = s−1(x), Gx = r−1(x) and Gxx := Gx ∩ Gx whenever x ∈ G(0). The set
Gxx is called the isotropy group at x ∈ G(0), and it is in fact a group with
unit x when it inherits the groupoid operations from G.

10



2.1. Topological groupoids 11

Definition 2.1.2. A topological groupoid is a groupoid G with a topology
such that:

• The inverse map G 3 g → g−1 ∈ G is continuous.

• The product map G2 3 (g, h) → gh ∈ G is continuous when G2 has
the relative product topology from G × G.

To make sure that the topology on a topological groupoid is well behaved
we follow [26] and always assume that it is locally compact, Hausdorff and
second countable. With these restrictions on the topology one can use the
continuity of the groupoid operations to prove:

Lemma 2.1.3. Let G be a topological groupoid with a locally compact second
countable Hausdorff topology. Then the inverse map G 3 g → g−1 ∈ G is a
homeomorphism, G(0) is closed in G and r, s : G → G are continuous maps.

For the scope of this dissertation we will require that the topology satisfies
one more thing, namely that the groupoid is étale.

Definition 2.1.4. Let G be a topological groupoid. We call G a locally
compact second countable Hausdorff étale groupoid when the topology is
locally compact, second countable and Hausdorff and the maps r, s : G → G
are local homeomorphisms.

Assumption 2.1.5. From this point and onwards all groupoids are locally
compact second countable Hausdorff étale groupoids.

We remind the reader that r is a local homeomorphism when for every
g ∈ G there is an open neighbourhood U of g with r(U) open and r|U :
U → r(U) a homeomorphism when U and r(U) are equipped with the
relative topology from G. If W is open with r(W ) and s(W ) open and
r|W : W → r(W ) and s|W : W → s(W ) are homeomorphisms we call W
a bisection. For many of our arguments we will need to choose sufficiently
small bisections. To ease notation throughout we introduce the following:
Notation 2.1.6. We call a subset W of G a small bisection if W is an open
bisection with compact closure and there exists another open bisection U
with W ⊆ W ⊆ U .

We can now prove the following regarding the topology on our groupoids:

Lemma 2.1.7. Let G be a locally compact second countable Hausdorff étale
groupoid. Then:

1. G(0) is a clopen subset of G.
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2. G(0) and G are σ-compact

3. There exists a countable basis for the topology on G consisting of small
bisections.

4. r and s maps Borel sets to Borel sets.

Proof. Since r : G → G is a local homeomorphism with image G(0) we get
1. 2 follows since G is locally compact and second countable, and 3 follows
since G is second countable and since an open subset of a bisection is a
bisection. If {Wi}i∈N is a countable basis of small bisections and B is Borel,
we have:

r(B) =
∞⋃

i=1
r(B ∩Wi)

Since r(B ∩Wi) is Borel this proves 4.

We will need one more fact about étale groupoids for our exposition.

Lemma 2.1.8. Let G be a locally compact second countable Hausdorff étale
groupoid and let V ⊆ G(0) be open. The reduction:

G|V := {g ∈ G : r(g) ∈ V and s(g) ∈ V }

is an open subgroupoid of G and it is a locally compact second countable
Hausdorff étale groupoid in the relative topology.

Proof. Checking that G|V is a subgroupoid of G is straightforward. For
g ∈ G|V we can use that G is étale and V is open to find an open bisection
W of g with r(W ) ⊆ V and s(W ) ⊆ V . Hence g ∈ W ⊆ G|V , so G|V is an
open subset of G. Knowing this, it is straightforward to prove that G|V is a
topological groupoid in the relative topology, and that it is locally compact
second countable and Hausdorff. Since the open set W is a bisection in G|V ,
it follows that G|V is also étale.

2.2 Groupoid C∗-algebras
We will fix a locally compact second countable Hausdorff étale groupoid
G throughout this section, and we will describe how to introduce the full
groupoid C∗-algebra C∗(G) of G. The first step in this construction is to
consider the set Cc(G) of continuous compactly supported complex functions,
i.e.:

Cc(G) := {f : G → C | f is continuous and supp(f) is compact}
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Cc(G) is a complex vector space under point wise addition and scalar
multiplication, and one of the great benefits of working with Cc(G) is that
one can often use the compactness of the support of an element f ∈ Cc(G)
to write it as the finite sum of functions in Cc(G) with well behaved support.
As a key example of this, one can obtain the following Lemma by using 3 in
Lemma 2.1.7 and a partition of unity.

Lemma 2.2.1. Let f ∈ Cc(G). There exists n ∈ N and small bisections
{Wi}ni=1 such that f = ∑n

i=1 fi where fi ∈ Cc(G) satisfies supp(fi) ⊆ Wi for
each i.

To build a C∗-algebra that uses the groupoid features of G we need to
define an involution and a product of elements that incorporate the groupoid
operations. For f1, f2 ∈ Cc(G) we define the product f1 ∗ f2 by:

(f1 ∗ f2)(g) =
∑

h∈Gr(g)

f1(h)f2(h−1g) for all g ∈ G. (2.1)

To define the involution of an element f ∈ Cc(G) we set:

f ∗(g) = f(g−1) for all g ∈ G. (2.2)

Proposition 2.2.2. For every f1, f2 ∈ Cc(G) we have f1 ∗ f2 ∈ Cc(G) and
f ∗1 ∈ Cc(G). With this product and involution Cc(G) becomes a ∗-algebra.

The next step in constructing C∗(G) is to define a norm on Cc(G), and
since we will construct the full C∗-algebra we will do this by taking the
supremum of the norm under all bounded representations. To do this, let us
introduce what we mean by a representation:

Definition 2.2.3. Let H be a Hilbert space and let B(H) denote the
bounded operators onH. A representation π of Cc(G) onH is a ∗-homomorphism
π : Cc(G)→ B(H) which is continuous when Cc(G) has the inductive limit
topology and B(H) has the weak operator topology and which is non-
degenerate, i.e. span{π(f)ξ | f ∈ Cc(G), ξ ∈ H} is dense in H.

We define the I-norm on Cc(G) via the formula:

‖f‖I = max
{

sup
x∈G(0)

∑

g∈Gx
|f(g)| , sup

x∈G(0)

∑

g∈Gx
|f(g)|

}
(2.3)

A ∗-homomorphism π : Cc(G) → B(H) on a Hilbert space H is then
bounded when ‖π(f)‖ ≤ ‖f‖I for all f ∈ Cc(G). Any non-degenerate ∗-
homomorphism bounded in the I-norm is continuous in the inductive limit
topology and hence is a representation. One of the important contributions
of [26] is that the converse is also true, i.e.:
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Theorem 2.2.4. ‖·‖I is a norm on Cc(G) that defines a topology coarser
than the inductive limit topology on Cc(G), and every representation of Cc(G)
on a separable Hilbert space is automatically bounded in the norm ‖·‖I .

Proof. The content of this theorem corresponds to Corollary II.1.22 and (i)
in Proposition II.1.4 in [26]. Since we are working with étale groupoids these
statements can be proved without the heavy machinery of the Disintegration
Theorem, see f.x. Lemma 3.2.3 in [27].

C.f. Proposition II.1.11 in [26] we can now define a C∗-norm on Cc(G)
by setting:

‖f‖ := sup {‖π(f)‖ | π is a bounded representation of Cc(G)} (2.4)

for all f ∈ Cc(G).

Definition 2.2.5. The full C∗-algebra of G is the C∗-algebra C∗(G) obtained
by completing Cc(G) in the full norm defined in (2.4).

Properties of C∗(G)

To get a understanding of the full norm on Cc(G), let us first relate it to the
natural occurring sup-norm ‖·‖∞ on Cc(G):

Lemma 2.2.6. Let f ∈ Cc(G), then ‖f‖∞ ≤ ‖f‖ for all f ∈ Cc(G) and we
have equality when f is supported on an open bisection.

Proof. The first statement follows from Proposition II.4.1 in [26]. If f is
supported in a bisection, then by definition of the I-norm in (2.3) we have
‖f‖I ≤ ‖f‖∞, so by definition of the full norm ‖f‖ ≤ ‖f‖∞.

For functions f1, f2 ∈ Cc(G(0)) it follows from (2.1) and (2.2) that:

f1 ∗ f2(x) = f1(x) · f2(x)

and f ∗1 (x) = f(x), i.e. the product and involution of Cc(G) on Cc(G(0))
reduces to the natural point wise product and involution, so since G(0) is a
bisection Lemma 2.2.6 will imply:

Lemma 2.2.7. Completing Cc(G(0)) in the full norm gives C0(G(0)), so
C0(G(0)) ⊆ C∗(G). The restriction map:

Cc(G) 3 f → f |G(0) ∈ Cc(G(0)) (2.5)

extends to a conditional expectation P : C∗(G)→ C0(G(0)).
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Proof. Since ‖f‖∞ = ‖f‖ for f ∈ Cc(G(0)) the first statement follows. Since
‖f |G(0)‖∞ ≤ ‖f‖∞ ≤ ‖f‖ the map in (2.5) is a linear contraction, and hence
it extends to a linear contraction P : C∗(G) → C0(G(0)). Since P (a) = a
for a ∈ C0(G(0)) then P is a contractive projection, and by Tomiyama’s
theorem, see e.g. Theorem 1.5.10 in [3], it is a conditional expectation.

The following Lemma follows straightforward from standard calculations
and the definition of the full norm.

Lemma 2.2.8. If H is an open subgroupoid of G the map ι : Cc(H)→ Cc(G)
defined by extending functions by 0 is an injective ∗-homomorphism that
extends to a ∗-homomorphism ι : C∗(H)→ C∗(G).

Finally let us recall that there is a natural way to construct C∗-dynamical
systems on C∗(G), see Definition 2.7.1 in [2] for a definition of a C∗-dynamical
systems.

Definition 2.2.9. Let G be a locally compact second countable Hausdorff
étale groupoid and let G be a locally compact group. A map Φ : G → G is
called a continuous groupoid homomorphism1 if it is continuous and satisfies

Φ(g−1) = Φ(g)−1 and Φ(gh) = Φ(g)Φ(h)

for all g, h ∈ G with s(g) = r(h).

When Φ is a continuous groupoid homomorphism into a locally compact
abelian group A there is a canonical way to construct a C∗-dynamical system
(C∗(G), Â, α) where Â denotes the Pontryagin dual group of A.

Proposition 2.2.10 (Proposition II.5.1 in [26]). Let A be a locally compact
abelian group and Φ : G → A be a continuous groupoid homomorphism.
Then:

1. For each ξ ∈ Â and f ∈ Cc(G) we set:

αξ(f)(g) := ξ(Φ(g))f(g) for all g ∈ G (2.6)

Equation (2.6) defines an automorphism αξ on Cc(G).

2. αξ extends to an automorphism on C∗(G) that fixes C0(G(0)) point
wise.

3. (C∗(G), Â, α) is a C∗-dynamical system.
1In the literature these are also called (continuous) 1-cocycles
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More on representations of Cc(G)

Representations of Cc(G) have the very nice property that they can be
extended to a slightly bigger algebra bc(G). This fact will be crucial to this
exposition, since the algebra bc(G), unlike Cc(G), always contains a lot of
projections. Let us formalise this:

Proposition 2.2.11. Let bc(G) denote the set of bounded Borel functions
from G to C with compact support. Defining a product and involution using
the same formulas (2.1) and (2.2) as for Cc(G), bc(G) becomes a ∗-algebra.

We say that a sequence {fn}∞n=1 ⊆ bc(G) converges to f ∈ bc(G) if
limn fn(g) = f(g) for all g ∈ G and there exists h ∈ bc(G) with |f | ≤ h and
|fn| ≤ h for all n. With this notion of convergence we can define what we
mean by a representation of bc(G):

Definition 2.2.12. Let H be a Hilbert space. A representation L of bc(G)
on H is a ∗-homomorphism L : bc(G)→ B(H) which is non-degenerate and
satisfies that if fn → f in bc(G) then L(fn) converges in the weak operator
topology to L(f).

Lemma 2.2.13 (Lemma II.1.17 in [26]). Any representation π of Cc(G) on
a Hilbert space H extends to a representation L of bc(G) on H.
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KMS weights on C∗-algebras

In this chapter we will introduce KMS weights. First we will summarise a
few facts concerning continuous 1-parameter groups, then we will turn to the
definition of a KMS weight on a C∗-algebra. Our main source of information
on these subjects are [16] and [17].

3.1 On continuous 1-parameter groups
Definition 3.1.1. Let A be a C∗-algebra. We call α a continuous 1-
parameter group when (A,R, α) is a C∗-dynamical system, i.e. when α :
R→ Aut(A) satisfies:

• αt+s = αtαs and α0 = IdA for every s, t ∈ R.

• The mapping R 3 t→ αt(a) ∈ A is norm-continuous for all a ∈ A.
Example 3.1.2. Assume G is a locally compact second countable Hausdorff
étale groupoid and c : G → R is a continuous groupoid homomorphism. By
Proposition 2.2.10 then c gives rise to a continuous 1-parameter group which
we will denote by αc. We will call these continuous 1-parameter groups
diagonal.

We will extend a continuous 1-parameter group α from a map on R to a
map on C. To do this let z ∈ C, then we let S(z) denote the set of complex
numbers with imaginary part between 0 and Im(z), i.e. if Im(z) ≥ 0 then:

S(z) = {y ∈ C : Im(y) ∈ [0, Im(z)]}

and if Im(z) ≤ 0 then S(z) is defined by requiring Im(y) ∈ [Im(z), 0]. We
let S(z)0 denote the interior of S(z).

Definition 3.1.3. Let z ∈ C and let α be a continuous 1-parameter group
on a C∗-algebra A. Define D(αz) to be the a ∈ A such that:

• There exists a continuous function f : S(z)→ A that is analytic on
S(z)0 and satisfies f(t) = αt(a) for all t ∈ R.

17
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and for such an a define αz(a) = f(z).

Remark 3.1.4. When saying f is analytic in z ∈ C we mean that:

f(z + h)− f(z)
h

exists in norm for h→ 0. Remark that:

• We have in fact defined an extension in the sense that using the
definition on a z ∈ R gives back the original continuous 1-parameter
group α.

• D(αz) is a linear subspace of A and αz is linear on D(αz).

We call an element a ∈ A analytic for α if there exists an analytic
function f : C→ A with f(t) = αt(a) for all t ∈ R, and it then follows that
a ∈ D(αz) for each z ∈ C. To argue that D(αz) is dense it suffices to argue
that the analytic elements are dense.

Lemma 3.1.5. Let α be a continuous 1-parameter group on a C∗-algebra
A. For each a ∈ A and n ∈ N define:

a(n) :=
√
n

π

∫

R
αt(a)e−nt2 dt

Then a(n) is analytic for α, ‖a(n)‖ ≤ ‖a‖ and ‖a(n)− a‖ → 0 for n→∞.

Proof. See e.g. the proof of Proposition 2.5.22 in [2].

That we can find a core for αz is going to be crucial.

Lemma 3.1.6. Let α be a continuous 1-parameter group on a C∗-algebra
A and z ∈ C. Assume that B is a dense linear subspace of A and b(n) ∈ B
for all b ∈ B and n ∈ N. Then B is a core for αz.

Proof. As in the proof of 3 in Proposition 6.1 in [36].

Regarding diagonal continuous 1-parameter groups on C∗(G) we can now
conclude the following:

Proposition 3.1.7. Let G be a locally compact second countable Hausdorff
étale groupoid and let c : G → R be a continuous groupoid homomorphism.
Then Cc(G) is a core for D(αcz) for any z ∈ C.
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Proof. For any f ∈ Cc(G) supported in a small bisection W we have:

f(n) =
√
n

π

∫

R
αct(f)e−nt2 dt (3.1)

By Lemma 3.1.6 and Lemma 2.2.1 it follows that Cc(G) is a core if we
can prove that f(n) ∈ Cc(G). The expression in (3.1) can be approximated
in norm by elements on the form ∑m

i=1 λiα
c
ti

(f) with m ∈ N, λi ∈ C and
ti ∈ R. By definition of αc each αcti(f) has support in W , so ∑m

i=1 λiα
c
ti

(f)
has support in W . Hence it suffices to prove that if {fn}n∈N ⊆ Cc(G) is a
sequence with ‖fn−a‖ → 0 for some a ∈ C∗(G) and supp(fn) ⊆ W for each
n, then a ∈ Cc(G). For such a sequence Lemma 2.2.6 implies that fn is cauchy
in the norm ‖·‖∞, so there is a function f ∈ C0(G) with ‖fn − f‖∞ → 0.
Letting U be an open bisection such that W ⊆ U , then supp(f) ⊆ W ⊆ U ,
implying that f ∈ Cc(G) and ‖fn − f‖∞ = ‖fn − f‖ for each n by another
use of Lemma 2.2.6. In conclusion a = f ∈ Cc(G).

3.2 KMS weights
For a C∗-algebra A we let A+ denote the convex cone of positive elements of
A. A weight on A is a map ψ : A+ → [0,∞] such that ψ(a+b) = ψ(a)+ψ(b)
and ψ(λa) = λψ(a) for all a, b ∈ A+ and λ ≥ 0. We call a weight ψ:

• densely defined if {a ∈ A+ : ψ(a) <∞} is dense in A+.

• lower semi-continuous if {a ∈ A+ : ψ(a) ≤ λ} is closed for all λ ≥ 0.

• proper if it is non-zero, densely defined and lower semi-continuous.

For any proper weight ψ we define a left ideal Nψ := {a ∈ A : ψ(a∗a) <∞}
and we setM+

ψ := {a ∈ A+ | ψ(a) <∞}. Setting:

Mψ := span{a∗b : a, b ∈ Nψ}

thenMψ = span M+
ψ and it is a dense ∗-subalgebra of A. There is a unique

linear extensionMψ → C of ψ onMψ ∩ A+ which we also denote by ψ.
Originally the theory of KMS weights on C∗-algebras goes back to

Combes [5], but we will follow [17] and [16] for our information on KMS
weights.

Definition 3.2.1. Let A be a C∗-algebra, α : R → Aut(A) a continuous
1-parameter group and let β ∈ R. We call a weight ψ on A a β-KMS weight
for α if it is a proper weight satisfying:
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1. ψ ◦ αt = ψ for all t ∈ R.

2. For every a ∈ D(α−βi/2) we have

ψ(a∗a) = ψ(α−βi/2(a)α−βi/2(a)∗).

We call ψ a β-KMS state for α if sup{ψ(a) : 0 ≤ a ≤ 1} = 1.

The KMS weights for α defined in [16, 17] are exactly the −1 KMS
weights for α in Definition 3.2.1. For β 6= 0 we can translate the results of
[16, 17] into our setting by noticing that in Definition 3.2.1 a weight is a
β-KMS weight for {αt}t∈R if and only if it is a −1 KMS weight for {α−βt}t∈R.
For β = 0 we can translate the results by using that a 0-KMS weight for α
is precisely a −1 KMS weight for {IdA}t∈R invariant under α.

With this in mind it follows from Proposition 1.11 in [17] that for β 6= 0
condition 2. could equivalently have been exchanged with condition 2′.:

2′ . For every a, b ∈ Nψ ∩N ∗ψ there is a continuous and bounded function
F : S(iβ)→ C holomorphic on S(iβ)0 satisfying:

F (t) = ψ(aαt(b)) , F (t+ iβ) = ψ(αt(b)a)

Comparing this with the [5] it follows that our definition of a KMS weight
agrees with the one in [5] up to a change in orientation.
Remark 3.2.2. By Proposition 5.3.3 and Proposition 5.3.7 in [2] the notion
of a β-KMS state when β 6= 0 given in Definition 3.2.1 is identical to the
classical one given in equation (1.1) in the introduction. The 0-KMS states
for α defined by (1.1) are exactly the tracial state, while 0-KMS states for
α in Definition 3.2.1 are tracial states invariant under α. The invariance
under α has been chosen in this exposition to ensure that the definition is in
accordance with the definition of a KMS state in [20]. In general there is no
consistency in the literature on which definition on 0-KMS states to work
with, and the author honours this tradition by being inconsistent himself,
i.e. in [A, B, C, D] 0-KMS states are tracial states while in [E] they are
invariant tracial states.

To get a better idea of how the notion of KMS weights in Definition 3.2.1
and the notion of KMS states in (1.1) are related, let us present Lemma 3.1
in [E]:

Lemma 3.2.3 (Lemma 3.1 in [E]). Let A be a C∗-algebra and α a continuous
1-parameter group of automorphisms on A and ψ a KMS weight for α. Let
p ∈ A be a projection in the fixed point algebra of α. Then ψ(p) <∞.
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When A contains a unit IA this Lemma implies that ψ(IA) <∞ for any
KMS weight ψ, and it follows that the KMS weights on A are just positive
scalars of KMS states, and hence in the unital case it suffices to describe the
KMS states. For non-unital C∗-algebras the KMS weights will in general
not be scalars of KMS states, and for many non-unital C∗-algebras the
structure of KMS states is poor compared to the structure of KMS weights.
Therefore the key argument for studying weights is to ensure that intriguing
information regarding the C∗-dynamical system is reflected by the set of
KMS weights.

Most textbooks that introduce the notion of a weight will inform the
reader that the abstraction of studying weights instead of states on a C∗-
algebra can be compared to, or is indeed the non-commutative version of,
the abstraction that takes place when one study general measures instead
of probability measures on a measure space. As we shall see later on, c.f.
Theorem 4.2.1, this point of view is strikingly correct when studying KMS
weights on groupoid C∗-algebras, and it is worth remembering as another
argument for studying KMS weights instead of KMS states.

3.3 The GNS construction
A KMS states for a C∗-dynamical system can be extended to a KMS state
for a W ∗-dynamical system using the GNS construction, c.f. Corollary 5.3.4
in [2]. A similar extension can be done for KMS weights, as we will see in
the following.

Definition 3.3.1. Let ψ be a proper weight on a C∗-algebra A. A GNS
construction for ψ is a triple (Hψ, πψ,Λψ) where Hψ is a Hilbertspace,
Λψ : Nψ → Hψ is a linear map with dense image such that:

〈Λψ(a),Λψ(b)〉 = ψ(b∗a) for all a, b ∈ Nψ

and πψ : A → B(Hψ) is a representation with πψ(a)Λψ(b) = Λψ(ab) for all
a ∈ A and b ∈ Nψ.

In a similar way that it is done for states one can prove that a GNS
construction for weights exists and is unique up to unitary transformations.
To extend a KMS weight via a GNS representation let us recall that a
strongly continuous 1-parameter group α on a von Neumann algebra M is
a 1-parameter group in Definition 3.1.1 with the exception that the map
R 3 t → αt(a) should be continuous in the σ-weak topology instead of in
the norm-topology, or equivalently in the strong or weak operator topology
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c.f. 7.4.2 in [23], and similarly one can extend α by defining a linear map αz
on D(αz) for every z ∈ C. We call a weight φ on a von Neumann algebra
M semi-finite when {a ∈M+ : φ(a) <∞} is σ-weak dense i M+ and we
call φ normal when {a ∈M+ : φ(a) ≤ λ} is σ-weak closed for all λ ≥ 0.

Theorem 3.3.2. Let ψ be a β-KMS weight for a continuous 1-parameter
group α on a C∗-algebra A and let (Hψ, πψ,Λψ) be a GNS-construction for
ψ. Then

1. πψ : A → B(Hψ) is non-degenerate.

2. There exists a normal semi-finite weight ψ̃ on πψ(A)′′ such that ψ =
ψ̃ ◦ πψ.

3. There exists a strongly continuous 1-parameter group α̃ on πψ(A)′′ that
is implemented by unitaries such that πψ ◦αt = α̃t ◦ πψ and ψ̃ ◦ α̃t = ψ̃
for all t ∈ R.

4. ψ̃(a∗a) = ψ̃(α̃−iβ/2(a)α̃−iβ/2(a)∗) for all elements a ∈ D(α̃−iβ/2).

Proof of Theorem 3.3.2. The first statement is contained in Proposition
1.7 in [17]. The second statement is Definition 2.10 in [17] and the third
is Corollary 2.20 in [17]. When β = −1 the last statement follows from
combining the conclusion after Proposition 2.22 in [17] with Proposition
2.7 in [17]. For β 6= 0 the conclusion then follows from scaling the action,
and for β = 0 it follows by noticing again that since ψ is a −1 weight for
{IdA}t∈R then ψ̃(a∗a) = ψ̃(aa∗) for all a ∈ πψ(A)′′, which is the same as the
statement for α̃0.
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Neshveyev’s Theorem

In this chapter we will present Neshveyev’s theorem on KMS states for
diagonal actions on the C∗-algebras of locally compact second countable
Hausdorff étale groupoids. Before getting to the theorem we will summarise
some facts about measure theory and quasi-invariant measures, which albeit
being fairly fundamental, has found its way into this dissertation to provide
a rigorous background. Instead of presenting Neshveyev’s original theorem
we will present a generalisation to weights, and we will prove that this
generalisation follows from the original theorem.

4.1 Background
Measure theory

We will throughout use [4] as our source on measure theory. A measure
space is a triple (X,Σ, µ) where X is a set, Σ is a σ-algebra on X and µ is a
measure on (X,Σ). In this dissertation all measures will be non-negative. If
X is a topological space the Borel σ-algebra is the σ-algebra generated by
the open sets, and we will denote this B(X). If µ is a measure on (X,B(X))
we call µ a Borel measure. A Borel measure µ on a locally compact Hausdorff
space X is regular when it is non-negative and satisfies:

• µ(K) <∞ for all compact sets K ⊆ X.

• µ(E) = inf{µ(V ) : E ⊆ V, V is open} for all Borel sets E.

• µ(E) = sup{µ(K) : K ⊆ E, K is compact} for all open sets E and
all Borel sets E with µ(E) <∞.

The locally compact Hausdorff spaces X we encounter in this dissertation
are going to be second countable, and in that case most Borel measures are
going to be regular as explained in the following Lemma.

Lemma 4.1.1. Let X be a locally compact second countable Hausdorff space
and let µ be a Borel measure on X. If µ(K) < ∞ for all compact sets K

23
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in X then µ is regular. Furthermore any regular Borel measure µ on X
satisfies:

µ(E) = sup{µ(K) : K ⊆ E, K is compact}
for all Borel sets E.

Proof. Since X is σ-compact this follows from Proposition 7.2.3 and Propo-
sition 7.2.6 in [4].

A measure space (X,Σ, µ) is called complete if Y ⊆ Z ⊆ X and Z ∈ Σ
with µ(Z) = 0 implies that Y ∈ Σ. A regular Borel measure µ on a locally
compact Hausdorff space X is not necessarily complete, but there is a
canonical way to complete it. Consider the set B(X)µ consisting of subsets
B ⊆ X satisfying that there are A,C ∈ B(X) with A ⊆ B ⊆ C and:

µ(C \ A) = 0

It can then be proven that setting µ(B) := µ(C) = µ(A) gives a well defined
measure with (X,B(X)µ, µ) complete, B(X) ⊆ B(X)µ and µ agreeing with
µ on Borel sets, see e.g. Proposition 1.5.1 in [4]. A function f : X → C
is called Borel when it is (B(X),B(C))-measurable, and if µ is a Borel
measure on a locally compact Hausdorff space X we say that f : X → C is
µ-measurable if it is (B(X)µ,B(C)) -measurable.

Lemma 4.1.2. Let X be a locally compact Hausdorff space and µ a Borel
measure on X. If f : X → C is µ-measurable then there exists a Borel
function f ′ : X → C and a N ∈ B(X) such that µ(N) = 0 and f(x) = f ′(x)
for all x ∈ X \N .

Proof. When f : X → C is µ-measurable then Re(f), Im(f) : X → R are
(B(X)µ,B(R)) measurable, so the Lemma follows from Proposition 2.2.3 in
[4].

Quasi-invariant measures and fields of states

To state Neshveyev’s theorem we will introduce the notion of µ-measurable
fields of states and quasi-invariant measures. First let us introduce µ-
measurable fields.

Definition 4.1.3. Let G be a locally compact second countable Hausdorff
étale groupoid, and let µ be a regular Borel measure on G(0). For each
x ∈ G(0) we let ug, g ∈ Gxx denote the canonical unitary generators of C∗(Gxx).
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We call a collection {ϕx}x∈G(0) a µ-measurable field of states if each ϕx is a
state on C∗(Gxx) and the function:

G(0) 3 x→
∑

g∈Gxx
f(g)ϕx(ug) (4.1)

is µ-measurable for each f ∈ Cc(G).
We identify two µ-measurable fields {ϕx}x∈G(0) and {ϕ′x}x∈G(0) when

ϕ′x = ϕx for µ-a.e. x.

Remark 4.1.4. The function in (4.1) has support in r(supp(f)), which is
compact since r is continuous. There is a n ≥ 1 such that supp(f) is contained
in n bisections, and hence ∑g∈Gxx f(g)ϕx(ug) has at most n non-zero terms,
implying that: ∣∣∣∣

∑

g∈Gxx
f(g)ϕx(ug)

∣∣∣∣ ≤ n‖f‖∞

so the function in (4.1) is also bounded.
To introduce quasi-invariant measures let G be a locally compact second

countable Hausdorff étale groupoid, and let µ be a regular Borel measure on
G(0). Arguing as in the above remark Riesz representation theorem implies
that there exist unique regular Borel measures µr and µs on G with:

∫

G
f dµr =

∫

G(0)

∑

g∈Gx
f(g) dµ(x) ,

∫

G
f dµs =

∫

G(0)

∑

g∈Gx
f(g) dµ(x)

for all f ∈ Cc(G).

Definition 4.1.5. Let G be a locally compact second countable Hausdorff
étale groupoid, let c : G → R be a continuous groupoid homomorphism
and β ∈ R. Let µ be a regular Borel measure on G(0). We call µ quasi-
invariant with Radon-Nikodym cocycle e−βc if µr and µs are equivalent and
dµr/dµs = e−βc.

Although this is the standard definition of quasi-invariant measures with
Radon-Nikodym cocycle e−βc, we will give other characterisations of these
measures which are easier to work with.

Proposition 4.1.6. Let G be a locally compact second countable Hausdorff
étale groupoid, let c : G → R be a continuous groupoid homomorphism and
β ∈ R. If µ is a regular Borel measure on G(0), the following are equivalent:

1. µ is quasi-invariant with Radon-Nikodym cocycle e−βc.
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2. For all small bisections W ⊆ G we have:

µ(s(W )) =
∫

r(W )
eβc(r

−1
W (x)) dµ(x)

where r−1
W is the inverse of rW : W → r(W ).

3. Whenever B ∈ B(G) is contained in some small bisection W :

µ(s(B)) =
∫

r(B)
eβc(r

−1
W (x)) dµ(x).

Proof. Let W be a small bisection and let µ be a regular Borel measure on
G(0). There exists a sequence {fn}n∈N ⊆ Cc(G) such that 0 ≤ fn ≤ 1 and fn
point wise increases to 1W , and then it follows that x→ ∑

g∈Gx fn(g) is an
increasing sequence of Borel functions converging point wise to 1s(W ). This
implies:

µs(W ) = lim
n

∫

G
fn dµs = lim

n

∫

G(0)

∑

g∈Gx
fn(g) dµ(x) = µ(s(W ))

Defining f ′n(g) = fn(g)eβc(g) and using monotone convergence for f ′n gives:
∫

W
eβc(g)dµr(g) = lim

n

∫

G
f ′n(g)dµr(g) = lim

n

∫

G(0)

∑

g∈Gx
f ′n(g)dµ(x)

=
∫

r(W )
eβc(r

−1
W (x)) dµ(x)

Any open subset U ⊆ W is a small bisection, so the two Borel measures:

B(W ) 3 B → µs(B) , B(W ) 3 B → µ(s(B))

on W agree on open sets. Since W is a small bisection they are finite, so
by Lemma 4.1.1 they agree on all Borel sets B contained in W . A similar
argument gives that:

∫

B
eβc(g)dµr(g) =

∫

r(B)
eβc(r

−1
W (x)) dµ(x)

for all Borel sets B ⊆ W .
1 ⇒ 2. Assume that µ is quasi-invariant with Radon-Nikodym cocycle

e−βc and let W ⊆ G be a small bisection. Since dµs/dµr = eβc we get:

µ(s(W )) = µs(W ) =
∫

W
eβc(g)dµr(g) =

∫

r(W )
eβc(r

−1
W (x)) dµ(x)
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2 ⇒ 3. Let B′ be a Borel set with B′ ⊆ W for some small bisection W .
The two finite Borel measures on W given by:

B(W ) 3 B → µ(s(B)) , B(W ) 3 B →
∫

r(B)
eβc(r

−1
W (x)) dµ(x)

agree on open sets by assumption, so by regularity they agree on B′.
3 ⇒ 1. Let B ∈ B(G), then by 3 in Lemma 2.1.7 we can write B as

a countable disjoint union ⊔
iBi with each Bi Borel and contained in a

small bisection. Fix i and suppose Bi ⊆ W for a small bisection W , the
observation in the beginning of the proof then implies that:

µs(Bi) = µ(s(Bi)) =
∫

r(Bi)
eβc(r

−1
W (x)) dµ(x) =

∫

Bi
eβc(g)dµr(g).

Since g → eβc(g) is a strictly positive function this proves 3 ⇒ 1.

Lemma 4.1.7. Let G be a locally compact second countable Hausdorff étale
groupoid, let c : G → R be a continuous groupoid homomorphism and β ∈ R.
If N ⊆ G(0) is a Borel set, then

s(r−1(N)) = r(s−1(N))

and this set is Borel. If µ is quasi-invariant with Radon-Nikodym cocycle
e−βc and µ(N) = 0 then µ(s(r−1(N))) = 0.

Proof. Consider g ∈ G with r(g) ∈ N , then s(g−1) = r(g) ∈ N and
r(g−1) = s(g), proving that s(r−1(N)) ⊆ r(s−1(N)). The other inclusion
follows in the same way. Choose a basis {Wi}∞i=1 of small bisections as in
Lemma 2.1.7, then we have:

s(r−1(N)) =
∞⋃

i=1
s(r−1

Wi
(N ∩ r(Wi)))

Since s ◦ r−1
Wi

is a homeomorphism from r(Wi) to s(Wi) this proves that the
set is Borel. If µ(N) = 0 Proposition 4.1.6 implies:

µ(s(r−1
Wi

(N ∩ r(Wi)))) =
∫

N∩r(Wi)
e
βc(r−1

Wi
(x))

dµ(x) = 0

which proves µ(s(r−1(N))) = 0.
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4.2 Neshveyev’s Theorem
We now have the necessary background to state Neshveyev’s Theorem for
weights:

Theorem 4.2.1 (Neshveyev). Let G be a locally compact second countable
Hausdorff étale groupoid, let c : G → R be a continuous groupoid homomor-
phism and let β ∈ R.

There is a bijective correspondence between the β-KMS weights for αc
on C∗(G) and the pairs (µ, {ϕx}x∈G(0)), where µ is a non-zero regular Borel
measure on G(0) and {ϕx}x∈G(0) is a µ-measurable field of states ϕx on C∗(Gxx)
such that:

1. µ is quasi-invariant with Radon-Nikodym cocycle e−βc.

2. ϕx(ug) = ϕr(h)(uhgh−1) for µ-a.e. x ∈ G(0) and all g ∈ Gxx and h ∈ Gx.

3. ϕx(ug) = 0 for µ-a.e. x ∈ G(0) and all g ∈ Gxx \ c−1(0).

The β-KMS weight ψ corresponding to the pair (µ, {ϕx}x∈G(0)) has the prop-
erty that Cc(G) ⊆Mψ and it is the unique β-KMS weight satisfying:

ψ(f) =
∫

G(0)

∑

g∈Gxx
f(g)ϕx(ug) dµ(x) (4.2)

for all f ∈ Cc(G).

Remark 4.2.2. By choosing an approximation of the identity {fn}∞n=1 ⊆
Cc(G(0)) one can prove that ψ is a state if and only if µ(G(0)) = 1. Hence we
get a bijection between KMS states and the pairs (µ, {ϕx}x∈G(0)), where µ is
a regular Borel probability measure on G(0) and {ϕx}x∈G(0) is a µ-measurable
field of states satisfying 1.-3. This is the content of the original theorem by
Neshveyev presented in [20].

Before we give a proof of Theorem 4.2.1 we will prove a Proposition of
independent interest.

Proposition 4.2.3. Let G be a locally compact second countable Hausdorff
étale groupoid and let c : G → R be a continuous groupoid homomorphism
and β ∈ R. Let ψ be a β-KMS weight for αc and let (Hψ, πψ,Λψ) be its GNS
triple, with ψ̃ the extension of ψ to πψ(C∗(G))′′ and α̃c the extension of αc
as in Theorem 3.3.2. Then we have:

1. Restricting πψ to Cc(G) gives a bounded representation of Cc(G) on
Hψ as in Definition 2.2.3.
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2. Let Lψ be the extension of πψ|Cc(G) to bc(G), then for any compact set
K ⊆ G(0) we have Lψ(1K) ∈ πψ(C∗(G))′′ and:

ψ̃(Lψ(1K)) <∞

Proof. Since πψ(Cc(G)) is norm-dense in πψ(C∗(G)) it follows that πψ|Cc(G)
is a non-degenerate ∗-homomorphism. Since πψ is bounded then ‖πψ(f)‖ ≤
‖f‖ ≤ ‖f‖I , so πψ|Cc(G) is bounded in the I-norm, and Theorem 2.2.4 then
implies that it is a representation.

To prove 2 notice that 1K is a projection in bc(G), and by the shrink-
ing Lemma and second countability we can find a sequence of functions
{fn} ⊆ Cc(G(0)) with fn → 1K in bc(G). Lemma 2.2.13 and Definition 2.2.12
implies that Lψ(fn)→ Lψ(1K) in the weak operator topology, so Lψ(1K) ∈
πψ(C∗(G))′′. Since α̃ct is implemented by unitaries it is weak operator con-
tinuous, so for any t ∈ R and ξ, η ∈ Hψ:

〈α̃ct(Lψ(1K))ξ, η〉 = lim
n
〈α̃ct(Lψ(fn))ξ, η〉 = lim

n
〈α̃ct(πψ(fn))ξ, η〉

= lim
n
〈πψ(αct(fn))ξ, η〉 = lim

n
〈πψ(fn)ξ, η〉 = 〈Lψ(1K)ξ, η〉

So Lψ(1K) is a projection in the fixed point algebra of α̃c.
Let f ∈ Cc(G(0)) satisfy that f(x) = 1 for x ∈ K and 0 ≤ f ≤ 1.

Since ψ is proper and f ∈ C∗(G)+ there is a sequence of positive elements
{Ak}∞k=1 ⊆ C∗(G)+ such that ψ(Ak) <∞ for each k and ‖Ak − f‖ → 0 for
k →∞. Setting:

Ak(n) =
√
n

π

∫

R
αct(Ak)e−nt

2
dt

then Ak(n) is analytic for αc for each n, k, Ak(n)→ Ak for n→∞ in norm
and by e.g. Lemma 2.12 in [16] then:

ψ((Ak(n))2) ≤ ‖Ak(n)‖ψ(Ak(n)) <∞.

Since
lim
k

lim
n

(Ak(n))2 = f 2

there is an analytic element A ∈ C∗(G)+ for αc with ψ(A2) <∞ such that
‖A2 − f 2‖ < 1/2. By definition of the product in bc(G), 1K = 1K ∗ f 2 ∗ 1K ,
so:

‖Lψ(1K)πψ(A2)Lψ(1K)− Lψ(1K)‖B(Hψ)

= ‖Lψ(1K)
(
πψ(A2)− Lψ(f 2)

)
Lψ(1K)‖B(Hψ)

≤ ‖πψ(A2)− πψ(f 2)‖B(Hψ) ≤ ‖A2 − f 2‖ < 1/2
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where ‖ · ‖B(Hψ) is the operator norm on B(Hψ). Spectral theory now implies
that Lψ(1K)πψ(A2)Lψ(1K) ≥ (1/2)Lψ(1K). Since A is analytic for αc there
is an analytic function F : C → C∗(G) with F (t) = αct(A) for all t ∈ R.
Defining G : C→ πψ(C∗(G))′′ by G(z) = πψ(F (z))Lψ(1K) then G is analytic
in norm and:

G(t) = πψ(αct(A))Lψ(1K) = α̃ct(πψ(A)Lψ(1K)) ∀t ∈ R.

In conclusion πψ(A)Lψ(1K), and by a similar argument πψ(A), is analytic
for α̃c and hence:

ψ̃(Lψ(1K)) ≤ 2ψ̃(Lψ(1K)πψ(A2)Lψ(1K))
= 2ψ̃(α̃c−iβ/2(πψ(A))Lψ(1K)α̃c−iβ/2(πψ(A))∗)
≤ 2ψ̃(α̃c−iβ/2(πψ(A))α̃c−iβ/2(πψ(A))∗)
= 2ψ̃(πψ(A2)) = 2ψ(A2) <∞

which proves 2.

We can now prove Theorem 4.2.1. This proof have a predecessor in
Theorem 3.2 in [E].

Proof of Theorem 4.2.1. Since this proof is quite long we have divided it
into four steps.

Step 1: Associating a pair (µ, {ϕx}) to a weight ψ
Let ψ be a β-KMS weight for αc, and borrow the notation used in Propo-
sition 4.2.3. Using Lemma 2.1.7 we can find a countable sequence {Vi}∞i=1
of open sets in G(0) with compact closure Ki := Vi, such that Ki ⊆ Vi+1 for
each i and:

G(0) =
∞⋃

i=1
Vi

Since Lψ(1Ki−1) ≤ Lψ(1Vi) ≤ Lψ(1Ki) it follows from Proposition 4.2.3 that
Lψ(1V1) ≤ Lψ(1V2) ≤ · · · is a sequence of projections with ψ̃(Lψ(1Vi)) <∞
for each i, and by approximating 1Vi by an increasing sequence of functions
in Cc(G) it follows that Lψ(1Vi) ∈ πψ(C∗(G))′′. So Lψ(1Vi) converges to a
projection P ∈ πψ(C∗(G))′′ in the strong topology and by definition of P
then Pπψ(f) = πψ(f) for all f ∈ Cc(G), implying since πψ|Cc(G) is non-
degenerate that P = IB(Hψ). Since {Lψ(1Vi)}∞i=1 is a bounded sequence it
converges to IB(Hψ) in the σ-weak topology, so since ψ̃(IB(Hψ)) > 0 and ψ̃ is
normal we can then assume that:

0 < ψ̃(Lψ(1Vi)) <∞ for each i.
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For f ∈ Cc(G) we can use compactness to find a i such that:

r(supp(f)) ⊆ Vi and s(supp(f)) ⊆ Vi

By definition of the product in bc(G) we have f = 1Vi ∗ f ∗ 1Vi . Considering f
as an element of the C∗-algebra C∗(G) there exists aj ∈ C∗(G)+ and λj ∈ C
for j = 1, 2, 3, 4 with f = ∑4

j=1 λjaj. Since:

ψ̃(Lψ(1Vi)πψ(aj)Lψ(1Vi)) ≤ ‖πψ(aj)‖ψ̃(Lψ(1Vi)) <∞

and:

πψ(f) = Lψ(1Vi)πψ(f)Lψ(1Vi) =
4∑

j=1
λjLψ(1Vi)πψ(aj)Lψ(1Vi)

we get that |ψ(f)| = |ψ̃(πψ(f))| < ∞, proving that Cc(G) ⊆ Mψ. In
particular ψ is a positive linear functional on Cc(G(0)), so by the Riesz
Representation Theorem there is a unique regular Borel measure µ on G(0)

such that:
ψ(f) =

∫

G(0)
f(x) dµ(x) for all f ∈ Cc(G(0))

By Lemma 2.1.8 we have an open subgroupoid Gn := G|Vn and by Lemma 2.2.8
inclusion gives a ∗-homomorphism ιn : C∗(Gn)→ C∗(G) for each n ∈ N. For
each n ∈ N we want to define a function ωn on C∗(Gn) by:

ωn(a) = µ(Vn)−1ψ(ιn(a))

Since ψ̃(Lψ(1Vn)) <∞ then µ(Vn) > 0. Choosing f ∈ Cc(G(0)) with f = 1
on Kn we get f ∗ ιn(a) = ιn(a) for all a ∈ C∗(Gn), and hence ψ(ιn(a)) =
ψ(fιn(a)f) < ∞ for all a ∈ C∗(Gn)+, proving that ωn is a positive linear
functional. Using e.g. Proposition 2.3.11 in [2] the definition of µ implies
that ωn is a state. Since cn = c|Gn is a continuous groupoid homomorphism
on Gn and ιn ◦ αcn = αc ◦ ιn, we get that ωn is a β-KMS state for αcn on
C∗(Gn). Using Theorem 4.2.1 for states, we get a regular Borel probability
measure µn on Vn = G(0)

n and a µn-measurable field of states {ϕnx}x∈Vn such
that:

an) µn is quasi-invariant on Gn with Radon-Nikodym cocycle e−βcn .

bn) ϕnx(ug) = ϕnr(h)(uhgh−1) for µn-a.e. x ∈ Vn and all g ∈ Gxx , h ∈ (Gn)x.

cn) ϕnx(ug) = 0 for µn-a.e. x ∈ Vn and all g ∈ Gxx \ c−1
n (0)
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and that for f ∈ Cc(Gn) we have:

µ(Vn)−1ψ(ιn(f)) =
∫

Vn

∑

g∈Gxx
f(g)ϕnx(ug) dµn(x)

For every function f ∈ Cc(Vn) we have:

µ(Vn)−1
∫

Vn
f(x) dµ(x) = µ(Vn)−1

∫

G(0)
ιn(f)(x) dµ(x) = µ(Vn)−1ψ(ιn(f))

=
∫

Vn
f(x) dµn(x)

So µ|Vn = µ(Vn)µn, which implies that µn = µ(Vn+1)/µ(Vn)µn+1|Vn . Any
small bisection W satisfies W ⊆ Gn for all sufficiently large n, so by Propo-
sition 4.1.6 µ satisfies (1) since µn satisfies an) for each n. For f ∈ Cc(Gn)
we have:

∫

Vn

∑

g∈Gxx
f(g)ϕnx(ug) dµn(x) = µ(Vn)−1ψ(ιn(f))

= µ(Vn+1)
µ(Vn)

∫

Vn+1

∑

g∈Gxx
f(g)ϕn+1

x (ug) dµn+1(x)

=
∫

Vn

∑

g∈Gxx
f(g)ϕn+1

x (ug) dµn(x)

Since µ(N) = 0 for N ⊆ Vn iff µn(N) = 0 then {ϕn+1
x }x∈Vn satisfies bn) and

cn), so injectivity of the map in Theorem 1.3 in [20] implies that ϕn+1
x = ϕnx

for µn-almost all x ∈ Vn. Let Nn ⊆ Vn be a Borel set with µn(Nn) = 0 and
ϕn+1
x = ϕnx for x ∈ Vn \ Nn, and set N = s(r−1(⋃nNn)). Then N is Borel

and µ(N) = 0 by Lemma 4.1.7. Let Trx be the canonical trace on C∗(Gxx)
and set:

ϕx =



ϕnx if x ∈ Vn \N for some n
Trx if x ∈ N

This is well defined by choice of N , and it is straightforward to check that ϕx
satisfies (2) and (3). Since any f ∈ Cc(G) satisfies supp(f) ⊆ Gn for large n
then {ϕx} is µ-measurable since each {ϕnx} is µn-measurable. For f ∈ Cc(G)
there exists a n such that f = ιn(f |Gn), and hence:

ψ(f) = ψ(ιn(f |Gn)) = µ(Vn)
∫

Vn

∑

g∈Gxx
f(g)ϕnx(ug) dµn(x)

=
∫

G(0)

∑

g∈Gxx
f(g)ϕx(ug) dµ(x)

which proves that to any KMS weight ψ corresponds a pair (µ, {ϕx}x∈G(0)).
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Step 2: Every pair (µ, {ϕx}x∈G(0)) gives rise to a KMS weight
Assume now (µ, {ϕx}x∈G(0)) satisfies (1) – (3), then every x ∈ G(0) gives rise
to a state ψx on C∗(G) such that:

ψx(f) =
∑

g∈Gxx
f(g)ϕx(ug)

for all f ∈ Cc(G), c.f. the proof of Theorem 1.1 in [20]. Since x→ ψx(f) is
µ-measurable, so is x→ ψx(a) for all a ∈ C∗(G). For a ≥ 0 we can define:

ψ(a) =
∫

G(0)
ψx(a) dµ(x)

Then ψ is a non-zero weight on C∗(G). Fatou’s lemma implies that ψ is
lower semi-continuous and for f ∈ Cc(G) then ψx(f) = 0 for x /∈ s(supp(f)),
so:

|ψ(f)| ≤
∫

G(0)
|ψx(f)| dµ(x) ≤ ‖f‖µ(s(supp(f))) <∞

In conclusion ψ is a proper weight with Cc(G) ⊆ Mψ. Choose a sequence
{Vn}∞n=1 as in step 1, since µ is regular we can assume 0 < µ(Vn) <∞ for all
n. Then (µ(Vn)−1µ, {ϕx}x∈Vn) gives a β-KMS state ωn on C∗(Gn) for αcn by
Theorem 1.3 in [20]. For any f ∈ Cc(G), there is a n such that f = ιn(f |Gn),
and we get:

ψ(f ∗ ∗ f) =
∫

G(0)

∑

g∈Gxx
(f ∗ ∗ f)(g)ϕx(ug) dµ(x)

= µ(Vn)
∫

Vn

∑

g∈Gxx
(f ∗ ∗ f)(g)ϕx(ug) d(µ(Vn)−1µ)(x)

= µ(Vn)ωn((f |Gn)∗(f |Gn)) = µ(Vn)ωn(αcn−iβ/2(f |Gn)αcn−iβ/2(f |Gn)∗)

=
∫

Vn

∑

g∈Gxx
(αcn−iβ/2(f |Gn) ∗ αcn−iβ/2(f |Gn)∗)(g)ϕx(ug) dµ(x)

=
∫

Vn

∑

g∈Gxx
(αc−iβ/2(f) ∗ αc−iβ/2(f)∗)(g)ϕx(ug) dµ(x)

= ψ(αc−iβ/2(f)αc−iβ/2(f)∗)

So we have proved that ψ satisfies the KMS condition on Cc(G), yet to prove
that it is a KMS weight we need to prove this equality for all a ∈ D(αc−iβ/2).
Cc(G) is a core for αc−iβ/2 by Proposition 3.1.7, so for a ∈ D(αc−iβ/2) we
can find a sequence {fm}m∈N ⊆ Cc(G) such that fm → a and αc−iβ/2(fm)→
αc−iβ/2(a) in norm. Now choose a sequence of functions {gn}∞n=1 ⊆ Cc(G(0))
with the property that gn(x) = 1 for x ∈ Vn and supp(gn) ⊆ Vn+1 for all n
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and with 0 ≤ gn ≤ 1. Then {gn}n∈N is an approximation of the identity on
C∗(G) and since αct(gn) = gn for all t, we get that:

ψ(glf ∗mg2
nfmgl) = ψ((gnfmgl)∗(gnfmgl)) = ψ(gnαc−iβ/2(fm)g2

l α
c
−iβ/2(fm)∗gn)

By definition of ψ the functions C∗(G) 3 x → ψ(glxgl) and C∗(G) 3 x →
ψ(gnxgn) are continuous, so letting m→∞ we get:

ψ(gla∗gngnagl) = ψ(gnαc−iβ/2(a)g2
l α

c
−iβ/2(a)∗gn) (4.3)

Since ψx(gnfgn) = ψx(f)gn(x)2 for f ∈ Cc(G) the same holds for all
b ∈ C∗(G) by continuity and:
∫

Vn
ψx(αc−iβ/2(a)g2

l α
c
−iβ/2(a)∗)dµ(x) ≤ ψ(gnαc−iβ/2(a)g2

l α
c
−iβ/2(a)∗gn)

≤
∫

Vn+1
ψx(αc−iβ/2(a)g2

l α
c
−iβ/2(a)∗)dµ(x)

so we have:

ψ(gnαc−iβ/2(a)g2
l α

c
−iβ/2(a)∗gn)→ ψ(αc−iβ/2(a)g2

l α
c
−iβ/2(a)∗) for n→∞.

Considering (4.3) for n→∞ and using lower semi-continuity we get:

ψ(gla∗agl) = ψ(αc−iβ/2(a)g2
l α

c
−iβ/2(a)∗).

When l→∞ a similar argument to the one just given implies that:

ψ(a∗a) = ψ(αc−iβ/2(a)αc−iβ/2(a)∗).

To see that ψ ◦ αc = ψ fix t ∈ R. By condition (3) we get that ψx(αct(f)) =
ψx(f) for f ∈ Cc(G) and almost all x, hence by continuity of ψx we have
ψx = ψx ◦ αct for µ-a.e. x, proving ψ ◦ αct = ψ. So the formula (4.2) defines a
β-KMS weight ψ for αc.

Step 3: The formula (4.2) defines a unique β-KMS weight.
This follows if we can prove ψ constructed in step 2 is the only β-KMS
weight for αc satisfying (4.2), so let ψ′ be a β-KMS weight for αc that
agrees with ψ on Cc(G). Let {gn}∞n=1 ⊆ Cc(G(0)) be the approximation of
the identity defined in step 2. For each n the maps C∗(G) 3 a→ ψ(gnagn)
and C∗(G) 3 a → ψ′(gnagn) are continuous and they agree on Cc(G), so
they agree on all elements. Choose a ∈ Cc(G)+, for each x ∈ G(0) we have
ψx(gnagn) = gn(x)2ψx(a) so:

ψ′(gnagn) = ψ(gnagn) =
∫

G(0)
ψx(a)gn(x)2 dµ(x)
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Since ψ′(gnagn) ≤ ψ(a) for each n lower semi-continuity implies ψ′(a) ≤
ψ(a). Assume now that a ∈ Cc(G)+ satisfies ψ(a) <∞, then we also have
ψ′(a) < ∞ and hence for any n we have

√
agn, gn

√
a ∈ Nψ ∩ N ∗ψ and√

agn, gn
√
a ∈ Nψ′ ∩N ∗ψ′ . If β = 0 we then have:

ψ(
√
ag2

n

√
a) = ψ(gnagn) = ψ′(gnagn) = ψ′(

√
ag2

n

√
a)

Since
√
ag2

n

√
a increases to a lower semi-continuity implies that ψ(a) = ψ′(a).

To prove the same is true when β 6= 0 we can assume β > 0 by symmetry. By
definition there exist bounded and continuous functions F, F ′ : S(iβ)→ C
analytic on S(iβ)0 satisfying:

F (t) = ψ(gn
√
aαct(
√
a)gn) , F (t+ iβ) = ψ(αct(

√
a)gngn

√
a)

and:

F ′(t) = ψ′(gn
√
aαct(
√
a)gn) , F ′(t+ iβ) = ψ′(αct(

√
a)gngn

√
a)

The function F − F ′ is then 0 on R and analytic on S(iβ)0, so the edge of
the wedge theorem, see e.g. Proposition 5.3.6 in [2], implies that F − F ′ is 0
on S(iβ)0, and hence by continuity F (iβ) = F ′(iβ), i.e:

ψ′(
√
agngn

√
a) = ψ(

√
agngn

√
a)

Since this is true for all n we get ψ(a) = ψ′(a). It now follows that ψ = ψ′

by Corollary 1.15 in [17].

Step 4: The map is a bijection.
By step 2 and step 3 the map is well defined, and by step 1 it is surjective. So
we only need to prove that it is injective. For this assume that (µ, {ϕx}x∈G(0))
and (µ′, {ϕ′x}x∈G(0)) represent the same β-KMS weight for αc via the formula
(4.2). Riesz Representation Theorem implies immediately that µ = µ′.
Choose a sequence {fn}∞n=1 ⊆ Cc(G) where each fn is supported in a bisection,
and such that for each g ∈ G there is a n with fn(g) = 1. For any f ∈ Cc(G)
and k ∈ Cc(G(0)) we get by definition:

∫

G(0)
k(x)

∑

g∈Gxx
f(g)ϕx(ug) dµ(x) =

∫

G(0)
k(x)

∑

g∈Gxx
f(g)ϕ′x(ug) dµ(x)

From this it follows that:
∑

g∈Gxx
fn(g)ϕx(ug) =

∑

g∈Gxx
fn(g)ϕ′x(ug)

for µ-a.e. x ∈ G(0) and all n. This implies that ϕx = ϕ′x for µ-a.e. x.
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Neshveyev’s theorem allows us to divide the study of KMS weights into
two different questions - one regarding measures on G(0) and one regarding
measurable fields of states on the C∗-algebras of the isotropy groups. We
will focus on these two questions in the two chapters to come. For clarity let
us make a remark that was also made in [20].
Remark 4.2.4. Condition 3 in Theorem 4.2.1 is automatically satisfied when
β 6= 0, since a quasi-invariant measure µ with Radon-Nikodym cocycle e−βc
will automatically be concentrated on the x ∈ G(0) with Gxx ⊆ c−1(0). The
set:

M = {g ∈ G : c(g) > 0 and r(g) = s(g)}
is Borel since c, r and s are continuous. Since s maps Borel sets to Borel
sets by Lemma 2.1.7, we have that:

{x ∈ G(0) : Gxx * c−1(0)} = s(M)
is Borel. To prove that µ(s(M)) = 0 it follows from Lemma 2.1.7 that
it suffices to show that µ(s(M ∩ W )) = 0 for any small bisection W .
Proposition 4.1.6 now implies that:

µ(s(M ∩W )) =
∫

r(M∩W )
eβc(r

−1
W (x)) dµ(x)

By choice of M the function r(M ∩W ) 3 x → c(r−1
W (x)) is positive and

r(M ∩W ) = s(M ∩W ), so when β 6= 0 this can only be the case when
µ(s(M ∩W )) = 0.

Corollary 4.2.5. Let G be a locally compact second countable Hausdorff
étale groupoid, let c : G → R be a continuous groupoid homomorphism and
let β ∈ R. If ψ is a β-KMS weight for αc given by (µ, {ϕx}x∈G(0)) then
ψ = ψ ◦ P if and only if ϕx = Trx for µ-a.e. x ∈ G(0).

Proof. Theorem 4.2.1 implies that if two KMS weights agree on Cc(G) then
they are equal, but if ψ ◦ P = ψ then ψ agrees with the KMS weight given
by (µ, {Trx}x∈G(0)), proving one direction. Assume now that ψ is given by
(µ, {Trx}x∈G(0)) and consider a ∈ C∗(G). Clearly ψ(f) = ψ(P (f)) for all
f ∈ Cc(G). Let {fm}∞m=1 ⊆ Cc(G(0))+ be an approximation of the identify
with 0 ≤ fm ≤ fm+1 ≤ 1 for all m and assume that {hn}∞n=1 ⊆ Cc(G) is a
sequence with hn → a ∈ C∗(G). Then:
ψ(fma∗afm) = lim

n
ψ(fmh∗nhnfm) = lim

n
ψ(fmP (h∗nhn)fm) = ψ(fmP (a∗a)fm)

By definition of ψ:
ψ(a∗a) = lim

m
ψ(fma∗afm) = lim

m
ψ(fmP (a∗a)fm) = ψ(P (a∗a))

proving the corollary.
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Ergodicity

In this chapter we will first prove that the extremal quasi-invariant measures
with Radon-Nikodym cocycle e−βc exactly are the ones that are ergodic. This
result has a predecessor in Theorem 4.15 in [30]. After having established this,
we will analyse the relationship between extremal measures and extremal
weights.

5.1 Ergodicity
Definition 5.1.1. Let G be a locally compact second countable Hausdorff
étale groupoid. For c : G → R a continuous groupoid homomorphism and
β ∈ R we let ∆(β, c) denote the set of non-negative regular Borel measures
on G(0) that are quasi-invariant with Radon-Nikodym cocycle e−βc.

Remark 5.1.2. Notice that the zero-measure is an element of ∆(β, c), yet it
does not give rise to any weights by Theorem 4.2.1. Also notice that ∆(β, c)
is a convex set and by Lemma 2.1.7 every measure in ∆(β, c) is σ-finite.

Before proving that the extremal measures in ∆(β, c) are the ergodic
measures in ∆(β, c), let us define what we mean by extremal and ergodic.

Definition 5.1.3. We call a measure µ ∈ ∆(β, c) extremal when any
µ1, µ2 ∈ ∆(β, c) with µ = µ1 + µ2 satisfies µ1, µ2 ∈ R+µ := {λµ : λ ≥ 0}.

Definition 5.1.4. Following [26] we call a set B ⊆ G(0) invariant if for all
g ∈ G, r(g) ∈ B if and only if s(g) ∈ B, or equivalently if

B = r(s−1(B)) or B = s(r−1(B))

We say that a Borel measure µ on G(0) is ergodic if for all invariant Borel
sets B we either have µ(B) = 0 or µ(BC) = 0.

Remark 5.1.5. Notice that if B is invariant then BC = G(0) \ B is also
invariant.

37



38 Chapter 5. Ergodicity

The aim of this section is to prove the following Theorem, which links
ergodicity with being extremal:

Theorem 5.1.6. A measure in ∆(β, c) is extremal if and only if it is ergodic.

Before proving Theorem 5.1.6 we will prove the following Proposition
which is of independent interest.

Proposition 5.1.7. Let G be a locally compact second countable Hausdorff
étale groupoid, let c : G → R be a continuous groupoid homomorphism and
β ∈ R. If µ ∈ ∆(β, c) and B is an invariant Borel set, then the restriction
µB of µ to B is again an element of ∆(β, c).

Proof. Let W be a small bisection in G. Since B is invariant we get that:

s(W ) ∩B = s(r−1
W (r(W ) ∩B))

Since µ ∈ ∆(β, c) we can use Proposition 4.1.6 to see that:

µB(s(W )) = µ(s(r−1
W (r(W ) ∩B))) =

∫

r(W )∩B
eβc(r

−1
W (x)) dµ(x)

=
∫

r(W )
eβc(r

−1
W (x)) dµB(x)

Since µB is Borel and finite on compact sets it is regular, so since W was an
arbitrary small bisection Proposition 4.1.6 implies that µB ∈ ∆(β, c).

Proof of Theorem 5.1.6. If µ = 0 it is both extremal and ergodic, so we
can assume µ 6= 0. Let µ be extremal and B ⊆ G(0) invariant and Borel
with µ(B) > 0, then BC is invariant and Borel as well and µ = µB + µBC .
Proposition 5.1.7 then implies that µB = λµ, and evaluating in B gives
λ > 0. Since λµ(BC) = µB(BC) = 0 we then get µ(BC) = 0, proving that µ
is ergodic.

Assume now that µ is ergodic. Let µ1, µ2 ∈ ∆(β, c) \ {0} satisfy that:

µ = µ1 + µ2

Since G(0) is σ-compact both µ,µ1 and µ2 are σ-finite and clearly µ1 and µ2 are
absolutely continuous with respect to µ. Using the Radon-Nikodym theorem,
see e.g. Theorem 4.2.2 in [4], we then get Borel functions fi : G(0) → [0,∞[,
i = 1, 2, such that:

µi(B) =
∫

B
fi(x) dµ(x)

for all Borel sets B ⊆ G(0). Since µ = µ1 +µ2 we have that f1(x) + f2(x) = 1
for µ-a.e. x. If f1 is constant µ-almost everywhere it follows that µ1 and µ2
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are scalar multiples of µ, completing the proof, so assume for contradiction
this is not the case. Since f1 is not constant µ-almost everywhere, we can
use that the function [0, 1] 3 k → µ(f−1

1 ([0, k[)) is non-decreasing and
lower semi-continuous to find a k ∈]0, 1[ such that µ(f−1

1 ([0, k[)) > 0 and
µ(f−1

1 (]k, 1])) > 0.
Choose a Borel set B0 ⊆ f−1

1 ([0, k[) such that µ(B0) ∈]0,∞[. Lemma 4.1.7
implies that B = s(r−1(B0)) is Borel and invariant, and since B0 ⊆ B we
have µ(B) ≥ µ(B0) > 0, so ergodicity of µ implies µ(BC) = 0. Since
µ(f−1

1 (]k, 1])) > 0 and f1(x) + f2(x) = 1 for µ-a.e. x we must have that:

µ(f−1
2 ([0, 1− k[)) > 0.

So we can choose C0 ⊆ f−1
2 ([0, 1 − k[) with µ(C0) ∈]0,∞[, and setting

C = s(r−1(C0)) this is again an invariant Borel set with µ(CC) = 0.

Claim: µ({x ∈ B | f1(x) > k}) = 0 and µ({x ∈ C | f2(x) > 1− k}) = 0.

If this claim is true the Proposition follows: Notice that µ(BC ∪CC) = 0,
and that for µ-a.e. x ∈ B ∩ C we have f1(x) ≤ k and f2(x) ≤ 1− k. Since
f1(x) + f2(x) = 1 for µ-a.e. x this implies that f1(x) = k for almost all
x ∈ B ∩ C, i.e. f1(x) = k almost everywhere, contradicting that f1 was not
constant. In conclusion µ1, µ2 ∈ R+µ, proving that µ is extremal.

To prove the claim fix an i ∈ {1, 2}, it suffices to prove that if D ⊆
f−1
i ([0, l[) for some l ∈ [0, 1] with µ(D) ∈]0,∞[ then

µ({x ∈ s(r−1(D)) | fi(x) > l}) = 0.

Assume for a contradiction that this is not true, and let {Wj}∞j=1 be a
countable basis of small bisections, then:

s(r−1(D)) =
∞⋃

j=1
s(r−1

Wj
(D ∩ r(Wj))).

Since µ(s(Wj)) <∞ for each j, there must then be some j such that:

0 < µ({x ∈ s(r−1
Wj

(D ∩ r(Wj))) : fi(x) > l}) <∞.

Set H = {x ∈ s(r−1
Wj

(D ∩ r(Wj))) : fi(x) > l}, then:

µi(H) =
∫

H
fi(x) dµ(x) > lµ(H)
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on the other hand, since r(s−1
Wj

(H)) ⊆ D ⊆ f−1
i ([0, l[) we get:

µi(H) = µi
(
s
(
s−1
Wj

(H)
))

=
∫

r(s−1
Wj

(H))
e
βc(r−1

Wj
(x))

dµi(x)

≤ l
∫

r(s−1
Wj

(H))
e
βc(r−1

Wj
(x))

dµ(x) = lµ
(
s
(
s−1
Wj

(H)
))

= lµ(H)

a contradiction. Hence the claim is true, which proves that ergodic measures
are extremal.

For the last part of our analysis of ∆(β, c) we conclude what the above
theorem says when G(0) is compact. For this, define for any f ∈ Cc(G(0))+:

∆f (β, c) :=
{
µ ∈ ∆(β, c) : µ(f) :=

∫
f dµ = 1

}

When G(0) is compact (which is equivalent to C∗(G) being unital) it is
sufficient to describe the KMS states, and in this case we are therefore only
interested in the set ∆G(0)(β, c) := ∆1G(0) (β, c) of Borel probability measures
with Radon-Nikodym cocycle e−βc. Notice for the statement of the next
result that we use the notation ∂K for any convex set K to denote the set of
extreme points, i.e. the elements x ∈ K satisfying that x = λx1 + (1− λ)x2
implies x1 = x2 = x for any λ ∈]0, 1[ and x1, x2 ∈ K.

Corollary 5.1.8. Let G be a locally compact second countable Hausdorff
étale groupoid and let c : G → R be a continuous groupoid homomorphism
and β ∈ R. Assume f ∈ Cc(G(0))+ satisfies µ(f) > 0 for all µ ∈ ∆(β, c)\{0}.
Then ∆f (β, c) is a convex set, and:

∂∆f (β, c) = {µ ∈ ∆f (β, c) : µ is ergodic}

Proof. For this it suffices to notice that with the assumption on f :

∂∆f (β, c) = {µ ∈ ∆f (β, c) : µ is extremal in ∆(β, c)}

5.2 Extremal KMS weights
It is possible to define an extremal KMS weight in a similar fashion as
extremality was defined for measures. In this section we will briefly analyse
the relationship between extremal measures and extremal weights. Let us
first introduce some notation.
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Definition 5.2.1. Let G be a locally compact second countable Hausdorff
étale groupoid. For c : G → R a continuous groupoid homomorphism and
β ∈ R we let W(β, c) denote the set of β-KMS weights for αc including the
zero weight.

Our reason for including 0 in W(β, c) is that the zero measure was
included in the definition of ∆(β, c).

Definition 5.2.2. We call ψ ∈ W(β, c) extremal if ψ = ψ1 + ψ2 with
ψ1, ψ2 ∈ W(β, c) implies that ψ1, ψ2 ∈ R+ψ.

Notice that this definition is weaker than the definition of extremal
weights in e.g. [33, 30], but the two definitions coincide when every ψ ∈
W(β, c) satisfies ψ = ψ ◦ P . It is still unclear if they always coincide.

For each µ ∈ ∆(β, c) let W(β, c)µ denote the set of KMS weights ω
that restricts to the integral over µ on G(0), or in different terms the KMS
weights that in Theorem 4.2.1 are given by a pair (µ, {ϕx}x∈G(0)) for some
µ-measurable field of states {ϕx}x∈G(0) .

Lemma 5.2.3. Let G be a locally compact second countable Hausdorff étale
groupoid and let c : G → R be a continuous groupoid homomorphism and
β ∈ R. Let ψ ∈ W(β, c) be given by the pair (µ, {ϕx}x∈G(0)) with µ ∈ ∆(β, c).
Then ψ is extremal in W(β, c) if and only if µ is extremal in ∆(β, c) and
ψ ∈ ∂(W(β, c)µ).

Proof. The statement is trivial if ψ = 0, so assume ψ 6= 0. Assume ψ is
extremal in W(β, c) and µ = µ1 + µ2. Since µ nullsets must be µ1 and µ2
nullsets {ϕx}x∈G(0) is both µ1- and µ2-measurable, and by Theorem 4.2.1
(µ1, {ϕx}x∈G(0)) and (µ2, {ϕx}x∈G(0)) represent elements ψ1, ψ2 ∈ W(β, c).
The map ψ1 +ψ2 is lower semi-continuous (since ψ1 and ψ2 are), it is densely
defined since Cc(G) ⊆Mψ1 ∩Mψ2 and it is straightforward to check that it
is a KMS weight. Since ψ1 + ψ2 agrees with ψ on Cc(G) then ψ = ψ1 + ψ2,
and hence ψ1 = λψ for some λ ≥ 0. In particular this implies that µ1 = λµ,
so µ1, µ2 ∈ R+µ. If ψ = tψ1 + (1− t)ψ2 with t ∈]0, 1[ and ψ1, ψ2 ∈ W(β, c)µ
then tψ1 = λψ for some Λ > 0. Since ψ1 and ψ agrees on Cc(G(0)) then
t = λ, giving ψ1 = ψ. This proves one direction.

For the other direction assume µ is extremal in ∆(β, c) and ψ ∈
∂(W(β, c)µ) and ψ = ψ1 + ψ2 with ψ1, ψ2 ∈ W(β, c) \ {0}. Letting µ1
and µ2 be the measures associated to ψ1, ψ2, then evaluating in Cc(G(0))
gives µ = µ1 + µ2, so there is t1, t2 > 0 with µ1 = t1µ and µ2 = t2µ. This
implies t1 +t2 = 1, so since t−1

1 ψ1, t
−1
2 ψ2 ∈ W(β, c)µ then ψ = t−1

1 ψ1 = t−1
2 ψ2,

proving the other direction.
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Symmetries of the KMS simplex

With the results on quasi-invariant measures obtained in last chapter we
are now ready to study the measurable fields of states. Unfortunately we
can not say anything clever about the measurable fields of states for general
locally compact second countable Hausdorff étale groupoids. However we
can do a thorough analysis for a large class of groupoids, the ones that are
injectively graded by an abelian group.

6.1 Measurable fields of states
Let us first define what we mean by an injectively graded groupoid.

Definition 6.1.1. Let G be a discrete countable group and G a locally
compact second countable Hausdorff étale groupoid. We say that G is
injectively graded by G if there is a continuous groupoid homomorphism
Φ : G → G satisfying:

ker(Φ) ∩ Gxx = {x} for all x ∈ G(0)

Remark 6.1.2. Restricting Φ to Gxx gives an injective group homomorphism
from Gxx into G. In [C] we consider groupoids that satisfy Definition 6.1.1 for
an abelian group and that furthermore has compact unit space, and we refer
to them as groupoids admitting an abelian valued homomorphism. Since
writing [C] the author has been introduced to the notion of graded groupoids:
A groupoid is graded by a discrete group G if there exists a continuous
groupoid homomorphism Φ : G → G. Due to this the terminology injectively
graded seems more appropriate, and we will use this term in Part I of this
dissertation.
Example 6.1.3. Let (Λ, d) be a compactly aligned topological k-graph for
some k ∈ N. We will refer to [37] for the definition of this and for the results
we summarise in the following. Using (Λ, d) one can define a space of paths
XΛ and for each m ∈ Nk a map σm on {x ∈ XΛ | d(x) ≥ m} and obtain a

42
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groupoid:

GΛ = {(x,m, y) ∈ XΛ × Zk ×XΛ | ∃p, q ∈ Nk with p ≤ d(x),
q ≤ d(y), p− q = m and σp(x) = σq(y)}

with composition (x,m, y)(y, n, z) = (x,m+ n, z). We can equip GΛ with a
topology such that the homomorphism GΛ 3 (x,m, y)→ m ∈ Zk becomes
continuous and GΛ is a locally compact second countable Hausdorff étale
groupoid, and hence GΛ is injectively graded by Zk. So the groupoid for the
Toeplitz algebra of a compactly aligned topological k-graph is injectively
graded by Zk. Since the groupoid for the Cuntz-Krieger algebra for a com-
pactly aligned topological k-graph is a reduction of GΛ, it is also injectively
graded by Zk. This provides us with a lot of examples, see e.g. the ones
listed in Example 7.1 in [37], and most importantly for this dissertation it
implies that the groupoids of the Cuntz-Krieger and the Toeplitz algebra
of a finitely aligned higher-rank graph are injectively graded by an abelian
group.

Theorem 6.1.4 below is a generalisation of Theorem 5.2 in [C], which
contains a similar result but only for unital groupoid C∗-algebras. However,
the technique for proving Theorem 5.2 in [C] is completely different and a
lot more complicated than the one used in Theorem 6.1.4 below.

Theorem 6.1.4. Let G be a locally compact second countable Hausdorff
étale groupoid injectively graded by a discrete countable abelian group A via
a map Φ : G → A. Assume µ ∈ ∆(β, c) \ {0} is ergodic. The following is
then true:

1. The subset:
X(C) := {x ∈ G(0) : Φ(Gxx) = C}

is Borel and invariant for each subgroup C ⊆ A.

2. There exists a unique subgroup B of A with µ(X(B)C) = 0.

3. For x ∈ X(B) let Φx : C∗(Gxx)→ C∗(B) be the isomorphism induced
by the restriction of Φ. If {ϕx}x∈G(0) is a µ-measurable field of states
satisfying

ϕx(ug) = ϕr(h)(uhgh−1) for µ-a.e. x ∈ G(0) and all g ∈ Gxx and h ∈ Gx

then there exists a state ϕ on C∗(B) such that ϕ ◦ Φx = ϕx for µ-a.e.
x ∈ X(B).
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Proof. For each a ∈ A the set X(a) := {x ∈ G(0) : a ∈ Φ(Gxx)} can be
realised as:

X(a) = r({g ∈ Φ−1({a}) : r(g) = s(g)})
Since Φ is continuous Lemma 2.1.7 implies X(a) is a Borel set. For any
subgroup D ⊆ A we have:

X(D) =
( ⋂

d∈D
X(d)

)
∩
( ⋂

a∈A\D
X(a)C

)
(6.1)

which is Borel. If h ∈ Gxy and g ∈ Gxx then:

Φ(h−1gh) = Φ(h−1)Φ(g)Φ(h) = Φ(g).

Since h−1Gxxh = Gyy this implies Φ(Gxx) = Φ(Gyy ), proving 1.
Using the same argument as above, we see that X(a) is also an invariant

set for each a ∈ A, so since µ is ergodic then either µ(X(a)) = 0 or
µ(X(a)C) = 0. Since X(a)∩X(b) ⊆ X(ab) and X(a) = X(a−1) we get that:

B := {a ∈ A : µ(X(a)C) = 0}

is a subgroup of A, and by comparing with (6.1) we see that µ(X(B)C) = 0.
If µ(X(C)C) = 0 for some subgroup C of A then µ(X(B)C ∪X(C)C) = 0,
so since µ 6= 0 we must have µ(X(B) ∩X(C)) > 0, but X(B) ∩X(C) = ∅
when C 6= B. So B is unique, proving 2.

For 3 let N1 be a Borel set with µ(N1) = 0 such that ϕx(ug) =
ϕr(h)(uhgh−1) for all x ∈ G(0) \ N1 and all g ∈ Gxx and h ∈ Gx. For each
a ∈ A we can realise the Borel function 1Φ−1(a) as the point wise limit of
functions in Cc(G), implying that the map:

G(0) 3 x→
∑

g∈Gxx
1Φ−1(a)(g)ϕx(ug)

is µ-measurable. Using Lemma 4.1.2 we find a Borel set Na such that
µ(Na) = 0 and:

G(0) 3 x→ 1NC
a

(x)
∑

g∈Gxx
1Φ−1(a)(g)ϕx(ug)

is Borel. Set
N = s

(
r−1

(
N1 ∪

⋃

a∈A
Na

))

which is then a Borel set with µ(N) = 0. Set ϕ′x = ϕx for x /∈ N and
ϕ′x = Trx for x ∈ N , where Trx denotes the canonical trace on C∗(Gxx). Since
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N is invariant {ϕ′x}x∈G(0) satisfies the criterion in 3 for all x ∈ G(0), and for
any f ∈ Cc(G):

G(0) 3 x→
∑

g∈Gxx
f(g)ϕ′x(ug) =





∑
g∈Gxx f(g)ϕx(ug) if x /∈ N

f(x) if x ∈ N

is µ-measurable. Notice that the function:

G(0) 3 x→
∑

g∈Gxx
1Φ−1(a)(g)ϕ′x(ug)

is Borel for every a ∈ A. Let E denote the weak∗ compact set of states on
C∗(B) and let Tr ∈ E denote the canonical tracial state on C∗(B). We can
now define a map F : G(0) → E by:

G(0) 3 x F−→



ϕ′x ◦ Φ−1

x if x ∈ X(B)
Tr if x /∈ X(B)

The sets:

{ϕ ∈ E : |ϕ(ub)− ω(ub)| < ε} for ω ∈ E, ε > 0 and b ∈ B

is a subbasis for the weak∗ topology on E. It follows from this that F is
Borel if x→ F (x)(ub) is Borel for each b ∈ B, however:

X(B) 3 x→
∑

g∈Gxx
1Φ−1(b)(g)ϕ′x(ug) = ϕ′x(Φ−1

x (ub)).

So x → F (x)(ub) is the restriction of two Borel functions to two disjoint
Borel sets, and hence it is Borel. In conclusion F : G(0) → E is Borel.

Assume M ⊆ E is Borel and x ∈ F−1(M) and h ∈ Gyx. If x /∈ X(B) then
y /∈ X(B) and F (y) = Tr = F (x) ∈ M , so y ∈ F−1(M). If x ∈ X(B) then
y ∈ X(B) and for b ∈ B we pick g ∈ Gxx with Φ(g) = b to get:

F (x)(ub) = ϕ′x(ug) = ϕ′y(uhgh−1) = F (y)(ub).

It follows from this that F (y) = F (x), so y ∈ F−1(M). So F−1(M) is an
invariant Borel set for any Borel set M in E. Since C∗(B) is separable and
unital the weak∗ topology on E is metrizable for some metric d. So for each
n ∈ N we can use that E is compact to cover it by finitely many disjoint Borel
setsM1, . . . ,Mkn with diameter at most 1/n. The sets F−1(Mi), i = 1, . . . , kn
is then a disjoint partition of G(0) into invariant Borel sets, hence there is
a unique i with µ(F−1(Mi)C) = 0. Denote this Mi by Sn, and find such a
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set Sn for each n ∈ N. So {Sn}∞n=1 is a sequence of Borel sets where Sn has
diameter at most 1/n and satisfies µ(F−1(Sn)C) = 0 for each n. Set:

S :=
∞⋂

n=1
Sn

it then follows that:

µ(F−1(SC)) = µ
( ∞⋃

n=1
F−1(Sn)C

)
= 0

implying in particular since µ 6= 0 that S 6= ∅. However by choice of the
diameter on Sn then S can at most contain one point, i.e. S = {ϕ} for some
ϕ ∈ E. For all x ∈ F−1(S) ∩X(B) we now have:

ϕ = F (x) = ϕ′x ◦ Φ−1
x ⇒ ϕ′x = ϕ ◦ Φx

Since ϕx = ϕ′x for µ-a.e. x and:

µ((F−1(S) ∩X(B))C) = µ(F−1(SC) ∪X(B)C) = 0

the Theorem now follows.

6.2 Symmetries of the KMS simplex
We will now use Theorem 6.1.4 to describe the KMS weights on the groupoid
C∗-algebra of a groupoid injectively graded by a discrete countable abelian
group. Notice that Theorem 6.2.1 only works for β 6= 0 by remark 4.2.4.

Theorem 6.2.1. Let G be a locally compact second countable Hausdorff
étale groupoid that is injectively graded by an abelian countable discrete
group A via a map Φ : G → A. Let β ∈ R \ {0}, c : G → R be a continuous
groupoid homomorphism and µ ∈ ∆(β, c) \ {0} be ergodic. Denote by B the
subgroup of A associated to µ given by (2) in Theorem 6.1.4. There exists
an affine bijection from the state-space on C∗(B) to W(β, c)µ that maps a
state ϕ into the β-KMS weight ωϕ given by:

ωϕ(f) =
∫

X(B)

∑

g∈Gxx
f(g)ϕ(uΦ(g)) dµ(x) for all f ∈ Cc(G) (6.2)

Proof. Assume ϕ is a state on C∗(B), we claim that:

ϕx =



ϕ ◦ Φx for x ∈ X(B)
Trx for x /∈ X(B)
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is a µ-measurable field of states satisfying the conditions in Theorem 4.2.1.
For any f ∈ Cc(G) and x ∈ X(B) we have:

∑

g∈Gxx
f(g)ϕx(ug) =

∑

g∈Gxx
f(g)ϕ(uΦ(g))

so, using e.g. Lemma 2.2.1, it follows that {ϕx}x∈G(0) is a µ-measurable field
of states. For x ∈ X(B), g ∈ Gxx and h ∈ Gx we have r(h) ∈ X(B), so:

ϕr(h)(uhgh−1) = ϕ(uΦ(hgh−1)) = ϕ(uΦ(g)) = ϕx(ug)

Since µ(X(B)C) = 0 remark 4.2.4 implies that the formula (6.2) defines a
KMS weight, and hence the map ϕ → ωϕ is well defined. It is surjective
by 3 in Theorem 6.1.4. For injectivity notice that if ωϕ = ωψ for some states
ϕ, ψ on C∗(B) then ϕ ◦ Φx = ψ ◦ Φx for µ-almost all x ∈ X(B), so since
Φx is an isomorphism this implies that ϕ = ψ. We leave it to the reader to
check that the map ϕ→ ωϕ is affine.

Remark 6.2.2. Since B is a discrete abelian group then C∗(B) ' C(B̂), so
the state-space of C∗(B) is homeomorphic to the space of regular Borel prob-
ability measures on the Pontryagin dual B̂ of B. Notice that Theorem 6.2.1
also gives a description of the proper tracial weights on C∗(G) by taking the
groupoid homomorphism c to be the zero function.

Corollary 6.2.3. In the setting of Theorem 6.2.1 there is a bijection between
pairs (µ, ξ) and extremal KMS weights ψ in W(β, c) \ {0}, where (µ, ξ)
consists of an ergodic measure µ ∈ ∆(β, c) \ {0} and a character ξ ∈ B̂
where B ⊆ A is the subgroup corresponding to µ via Theorem 6.1.4. The
extremal weight ψµ,ξ corresponding to (µ, ξ) is given as:

ψµ,ξ(f) =
∫

X(B)

∑

g∈Gxx
f(g)ξ(Φ(g)) dµ(x) for all f ∈ Cc(G) (6.3)

Proof. The extremal state on C∗(B) are the elements of B̂ under the map
ub → ξ(b) for b ∈ B and ξ ∈ B̂. Hence the Corollary follows from combining
Theorem 6.2.1, Theorem 5.1.6 and Lemma 5.2.3.

The set of β-KMS states for some continuous 1-parameter group α on
a unital C∗-algebra is a simplex, implying that any KMS state can be
decomposed as extremal KMS states. In the light of Corollary 6.2.3 it would
be very interesting if one could obtain a similar decomposition for weights.
The author is currently working on answering this question, and likewise
looking into the question of decomposing measures in ∆(β, c) into ergodic
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ones. Since this is still work in progress, and since there is a restriction on
the length of a dissertation, we will not pursue it further here, but only state
the following Corollary which gives a unique decomposition in a setting
which suffices for the results obtained in [C, D] in Part II.

Corollary 6.2.4. In the setting of Theorem 6.2.1 assume that G(0) is com-
pact and ∆G(0)(β, c) has finitely many extremal points {µi}ni=1 with corre-
sponding subgroups {Bi}ni=1. Assume there exists disjoint Borel sets {Xi}ni=1
in G(0) with µi(Xi) = 1 for each i. Then the set of β-KMS states is a Bauer
simplex and any β-KMS state ω for αc is given uniquely as:

ω(f) =
n∑

i=1
λi

∫

X(Bi)

∑

g∈Gxx
f(g)ϕi(uΦ(g)) dµi(x) for all f ∈ Cc(G) (6.4)

where λi ≥ 0 for each i, ∑n
i=1 λi = 1 and ϕi is a unique state on C∗(Bi)

when λi 6= 0. This correspondence is a bijection.

Proof. Let ∆ denote the set of β-KMS states for αc, since G(0) is compact
C∗(G) is unital and ∆ is a simplex, c.f. Theorem 5.3.30 in [2]. Assume that
ξn → ξ in B̂i and f ∈ Cc(G) with supp(f) ⊆ Φ−1(b) for some b ∈ B, then
by (6.3):

ψµi,ξn(f) =
∫

X(Bi)

∑

g∈Gxx
f(g)ξn(Φ(g)) dµi(x) = ξn(b)

∫

X(Bi)

∑

g∈Gxx
f(g) dµi(x)

which clearly converges to ψµi,ξ(f). Since B̂i is compact it follows from this
that the map Fi : B̂i → ∆ given by Fi(ξ) = ψµi,ξ is a homeomorphism from
B̂i onto its image Fi(B̂i) in ∆, which is then compact. Since

∂∆ =
n⊔

i=1
Fi(B̂i)

it follows that ∂∆ is a closed set in ∆, and hence ∆ is a Bauer simplex. Any
KMS state is now given by a unique probability measure m on ∂∆, but this
measure can be decomposed as ∑n

i=1 λimi where λi ≥ 0 and ∑n
i=1 λi = 1 and

each mi is a probability measure supported on Fi(B̂i). Since Fi(B̂i) ' B̂i

each mi defines a state ϕi on C∗(Bi), giving the existence statement. Clearly
(6.4) defines a KMS state ω for any family {λi}ni=1 and {ϕi}ni=1. If ω is also
given by {λ′i}ni=1 and {ϕ′i}ni=1 evaluating in Cc(G(0)) gives ∑i λiµi = ∑

i λ
′
iµi,

so evaluating in Xj gives λ′j = λj for each j. Now:

0 = ω(hf)−ω(hf) =
n∑

i=1
λi

∫

X(Bi)
h(x)

∑

g∈Gxx
f(g)(ϕi(uΦ(g))−ϕ′i(uΦ(g))) dµi(x)
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for all h ∈ Cc(G(0)) and f ∈ Cc(G). For any j find K ⊆ Xj with µj(K) > 0,
letting hn → 1K then gives:

0 = λj

∫

X(Bj)∩K

∑

g∈Gxx
f(g)(ϕj(uΦ(g))− ϕ′j(uΦ(g))) dµj(x)

for any f ∈ Cc(G), which must imply that ϕj = ϕ′j when λj > 0.

Theorem 6.2.1 was proved in [C] for states when the groupoid C∗-algebra
was unital. The technique in [C] was to use the C∗-dynamical system
(C∗(G), Â, γ) defined in Proposition 2.2.10 by Φ to prove that there where
symmetries in the KMS simplex (explaining the name of this chapter) and
using this to derive the theorem. We will not pursue this further since it is
explained in [C], but we will remark the following useful fact, which is a
generalisation of Lemma 3.1 in [C].

Proposition 6.2.5. Let G be a locally compact second countable Hausdorff
étale groupoid that is injectively graded by an abelian countable discrete group
A via a map Φ : G → A and let (C∗(G), Â, γ) be the C∗-dynamical system
defined by Φ. Assume c : G → R is a continuous groupoid homomorphism
and β ∈ R. If ψ ∈ W(β, c) then ψ is invariant under γ if and only if
ψ = ψ ◦ P .

Proof. Since γξ(P (a)) = P (γξ(a)) = P (a) for all ξ ∈ Â and a ∈ C∗(G)
the equation ψ = ψ ◦ P implies that ψ is invariant under γ. Assume ψ is
invariant under γ and that ψ is given by the pair (µ, {ϕx}x∈G(0)). For any
a ∈ A \ {e} we can pick ξa ∈ Â such that ξa(a) 6= 1. For any x ∈ G(0) the
map ug → ugξ

a(Φ(g)) defines an automorphism γxξa of C∗(Gxx), and it is
straightforward to check that defining ϕax = ϕx ◦ γxξa then {ϕax}x∈G(0) is a
µ-measurable field satisfying 2 and 3 of Theorem 4.2.1, and since:

ψ(γξa(f)) =
∫

G(0)

∑

g∈Gxx
f(g)ξa(Φ(g))ϕx(ug) dµ(x) =

∫

G(0)

∑

g∈Gxx
f(g)ϕax(ug) dµ(x)

there is a µ-null set Na ⊆ G(0) with ϕx ◦ γxξa = ϕx for all x /∈ Na. Since A is
countable then ϕx ◦ γxξa = ϕx for µ-a.e x and all a ∈ A \ {e0} and hence for
g ∈ Gxx \ {x} then ϕx(ug) = ϕx(ug)ξΦ(g)(Φ(g)), implying that ϕx(ug) = 0. In
conclusion ϕx = Trx for µ-a.e. x, so ψ = ψ ◦ P by Corollary 4.2.5.



7

KMS weights on graph C∗-algebras

In this chapter we will review the main results of the articles from Part
II. These results are the main contribution of this dissertation, and we
will present them as follows: First we will review article [A] and [B] that
concern KMS states on directed graphs. We will then turn to our results on
higher–rank graphs, reviewing article [C] and [D]. After this we will review
the results of [E]. The article [E] is not concerned with describing KMS
weights for specific C∗-algebras and 1-parameter groups but instead with a
more philosophical result concerning the connection between KMS weights
arising from measures on the unit space and 1-parameter groups given by
continuous groupoid homomorphisms.

Let us introduce some notation for this chapter. If S is a finite set, we
let MS(F) denote the set of matrices over S with entries in F, and for any
subset D ⊆ S and any matrix M ∈ MS(F) we let MD ∈ MD(F) denote
the restriction of M from S × S to D ×D. For any matrix M ∈MS(F) we
denote by ρ(M) the spectral radius of M .

7.1 KMS weights on the Cuntz-Krieger
algebra of directed graphs

In this section we will first give a brief introduction to directed graphs, then
we will give a summary of our results in [A] and then we will give a summary
of our results in [B].

Directed graphs
A directed graph G = (V,E, r, s) consists of a countable set of vertexes
V , a countable set of edges E and maps r, s : E → V called the range
and the source map. If v ∈ V satisfies s−1(v) = ∅ we call v a sink, and if
|s−1(v)| =∞ we call v an infinite emitter. We say our graph is row-finite
if there is no infinite emitters, and call it finite if V and E are finite. A
finite path δ of length n in G is a concatenation δ = e1 · · · en of elements
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ei ∈ E with r(ei) = s(ei+1) for each i, and we define s(δ) = s(e1) and
r(δ) = r(en). For a graph G we can introduce the graph C∗-algebra C∗(G)
as the universal C∗-algebra generated by a family {Se : e ∈ E} of partial
isometries with mutually orthogonal ranges and a family {pv : v ∈ V } of
mutually orthogonal projections subject to the conditions:

• S∗eSe = pr(e) for all e ∈ E.

• SeS∗e ≤ ps(e) for all e ∈ E.

• pv = ∑
e∈s−1(v) SeS

∗
e for all v ∈ V with 0 < |s−1(v)| <∞.

For any finite path δ = e1 · · · en we set Sδ := Se1Se2 · · ·Sen . When originally
introduced for row-finite graphs without sinks in [19] graph C∗-algebras
were defined as the C∗-algebra of an étale groupoid constructed using the
graph, and it was then proven that this C∗-algebra was universal with the
properties above. For general graphs this is also true [22], i.e. there is a
locally compact second countable Hausdorff étale groupoid G associated
to G such that C∗(G) ' C∗(G). We will not introduce the groupoid and
its topology here and refer to section 5 in [A] for an introduction to it,
but we will note that, as in Example 6.1.3, one can define a continuous
groupoid homomorphism Φ : G → Z that makes G injectively graded. The
C∗-dynamical system (C∗(G),T, γ) constructed by Φ via Proposition 2.2.10
is the gauge-action, i.e. the action guaranteed by universality satisfying
γz(Se) = zSe and γz(pv) = pv for all e ∈ E, v ∈ V and z ∈ T.

Generalised gauge-actions on finite graphs
In this section we will summarize our results from [A]. The study of KMS
weights on C∗-algebras that can be realised as the graph C∗-algebra of a
directed graph goes back to work of Olesen and Pedersen [21] and Enomoto,
Fujii and Watatani [7]1, and during the last 40 years several contributions
have been made to the subject. The inspiration for our analysis in [A] was
recent work, both recent results in [12, 15] and more general results on the
structure of KMS states on graphs and groupoids by Klaus Thomsen in
[29, 31, 32, 33]. In [12, 15] the KMS states on the graph C∗-algebra of a
general finite graph were described for the 1-parameter group defined via
the map R 3 t→ γeit . We extend this result in [A].

For any function F : E → R we can use the universal property of C∗(G)
to obtain a continuous 1-parameter group αF such that αFt (pv) = pv for all
v ∈ V and αFt (Se) = eitF (e)Se for all e ∈ E, and in the groupoid picture

1This work was done in the setting of Cuntz-Krieger algebras
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this 1-parameter group can also be described via a continuous groupoid
homomorphism cF (see e.g. section 5 in [A] again). We call such an action
a generalised gauge-action, and the main objective of [A] is to describe the
KMS states for such actions on the graph C∗-algebras of finite graphs.

Our general approach to describing the β-KMS states for αF on C∗(G)
for a graph G = (V,E, r, s) is a recurrent theme in this dissertation, and it
roughly consists of the following three steps:

1. We first describe an affine bijection between the gauge-invariant KMS
states and certain vectors in [0,∞[V .

2. We then describe certain subsets of the graph G that can be used to
construct such vectors, and we argue that the vectors we construct are
exactly the extremal vectors. This implies that we have a description of
all these vectors, and hence we have a description of the gauge-invariant
KMS states.

3. Finally we describe the non gauge-invariant KMS states.

To describe the non gauge-invariant KMS states in [A] we use results from
[29], but we would like to emphasise that the theory in chapter 6 has been
developed to be used in the third step. When we have a description of
the gauge-invariant KMS states Proposition 6.2.5 implies that we have a
complete description of the quasi-invariant measures with Radon-Nikodym
cocycle e−βcF , and hence we can obtain a description of the non-gauge
invariant KMS states using the ideas from chapter 6.

To describe the vectors corresponding to the gauge-invariant KMS states
define for each β ∈ R a matrix A(β) = (A(β)v,w) over V by:

A(β)v,w =
∑

e∈s−1(v)∩r−1(w)
e−βF (e)

We call a vector ψ ∈ [0,∞[V almost A(β)-harmonic if (A(β)ψ)v = ψv for
all v ∈ V that is not a sink, and we say a vector has unit 1-norm when∑
v∈V |ψv| = 1.

Lemma 7.1.1 (Lemma 2.1 in [A], [31]). Let G = (V,E, r, s) be a finite
directed graph and β ∈ R. There is an affine bijection ψ → ωψ between
almost A(β)-harmonic vectors of unit 1-norm and gauge-invariant β-KMS
states for αF . The state ωψ is given by:

ωψ(SµS∗ν) = δµ,νe
−βF (µ)ψr(µ)

for all finite paths µ, ν.
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To describe the subsets of V that give rise to the extremal almost A(β)-
harmonic vectors we need to describe the non-circular KMS components,
the circular KMS-components and the KMS sinks. To do this we define a
relation ≤ on V by:

v ≤ w ⇐⇒ there exists a finite path µ with s(µ) = v, r(µ) = w

We write v ∼ w if v ≤ w and w ≤ v, and we call an equivalence class C in
∼ a component if it is not on the form C = {v} with r−1(v) ∩ s−1(v) = ∅.
We define the closure S for any S ⊆ V as:

S := {v ∈ V | v ≤ w for some w ∈ S}

A finite path µ that is not a vertex is a loop if r(µ) = s(µ), and a component
C is a circular component if it only contains one loop. Extending F to any
finite path µ = µ1 . . . µn via:

F (µ) := F (µ1) + · · ·+ F (µn)

it follows from Lemma 4.2 and Lemma 4.3 in [A] that if a component C
satisfies F (µ) > 0 for every loop µ contained in C, or F (µ) < 0 for every loop
µ in C, then there is a unique number βC ∈ R, such that ρ(A(βC)C) = 1,
where A(βC)C is the restriction of A(βC) to C. Knowing this we can make
the following definitions.

Definition 7.1.2. Let C be a non-circular component. We say that C is a:

• KMS component of positive type if it satisfies F (µ) > 0 for all loops
µ contained in C and βC′ < βC for all components C ′ contained in
C \ C.

• KMS component of negative type if it satisfies F (µ) < 0 for all loops
µ contained in C and βC′ > βC for all components C ′ contained in
C \ C.

For a β ∈ R\{0} we let C(β) be the set of non-circular positive and negative
KMS-components C such that βC = β.

Definition 7.1.3. For a circular component D, we say that D is a:

• KMS component of positive type when F (ν) = 0 for the loop ν in D,
and F (µ) > 0 for all loops µ in D \D.

• KMS component of negative type when F (ν) = 0 for the loop ν in D,
and F (µ) < 0 for all loops µ in D \D.
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To each circular KMS-component D we associate an interval ID. If D is a
positive (or negative) circular KMS component with no loops in D \D, we
set ID = R. If D is a positive circular KMS component with components in
D \D, we set ID = ]βD,∞[ where

βD = max{βD′ | D′ is a component in D \D}

and if D is a negative circular KMS component with components in D \D,
we set ID = ]−∞, βD[ where

βD = min{βD′ | D′ is a component in D \D}

For a β ∈ R \ {0} we let Z(β) be the set of circular positive and negative
KMS components D such that β ∈ ID.

Definition 7.1.4. We say that a sink s ∈ V is a

• KMS sink of positive type when F (µ) > 0 for every loop µ in {s}.

• KMS sink of negative type when F (µ) < 0 for every loop µ in {s}.

We associate to each KMS sink s an interval Is as well. If {s} contains
no components, we set Is = R. If s is of positive type and {s} contains a
component we set Is = ]βs,∞[ where:

βs = max{βC′ | C ′ is a component in {s}}

and if s is of negative type and {s} contains a component we set Is = ]−∞, βs[
where:

βs = min{βC′ | C ′ is a component in {s}}
For each β ∈ R \ {0} we let S(β) be the set of KMS sinks s such that β ∈ Is.

When β 6= 0 it turns out that the elements of S(β), Z(β) and C(β) give
rise to the extremal almost A(β)-harmonic vectors, c.f. Theorem 4.10 in [A],
and hence we have completed the second step, i.e. we have described the
gauge-invariant KMS states. Adding the non-gauge invariant KMS states
does not require the theory developed in Theorem 6.2.1 because there are
only countably many units with non-trivial isotropy in the groupoid G with
C∗(G) ' C∗(G), and hence we can describe the non gauge-invariant states
by results in [29]. It turns out that the circular KMS components are the only
ones giving rise to non-gauge invariant KMS states. For a fixed β ∈ R \ {0}
we associate to each C ∈ C(β) the unique β-KMS state ϕC obtained by
combining Lemma 4.5, Lemma 3.4 and Lemma 2.1 in [A], we associate to
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each s ∈ S(β) the unique β-KMS state ϕs obtained by combining Lemma 4.9,
Lemma 3.2 and Lemma 2.1 in [A], and we associate to each D ∈ Z(β) and
Borel probability measure mD on T the unique β-KMS state ωmDD described
in section 5 in [A].

Theorem 7.1.5 (Theorem 5.2 in [A]). For a β ∈ R\{0}, define C(β), Z(β)
and S(β) as above.

For every β-KMS state ϕ for αF there are numbers αC ∈ [0, 1], C ∈ C(β),
αs ∈ [0, 1], s ∈ S(β) and αD ∈ [0, 1], D ∈ Z(β) and Borel probability
measures mD, D ∈ Z(β), on T, such that:

∑

C∈C(β)
αC +

∑

s∈S(β)
αs +

∑

D∈Z(β)
αD = 1

and:
ϕ =

∑

C∈C(β)
αCϕC +

∑

s∈S(β)
αsϕs +

∑

D∈Z(β)
αDω

mD
D

where the numbers αC, αs and αD and the measures mD where αD > 0 are
uniquely determined by ϕ.

In [A] we use the convention that the 0-KMS states are tracial states,
and we use a different approach to describe these, c.f. section 5.1 in [A].

Generalised gauge-actions on Cayley graphs
In this section we will summarize our results from [B]. The results in [A] do
not imply that we in full understand the KMS states for diagonal actions on
graph C∗-algebras of directed graphs. First and foremost there are a lot of
1-parameter groups that can not be described as a generalised gauge-action,
and we have no description of the KMS states for these actions, see e.g.
[28] for results in this direction. Furthermore the results in [A] only cover
finite graphs, and in general we have no description of the KMS weights
of these actions on infinite graphs. In the special cases where we do have
concrete descriptions the structure of the set of KMS weights is surprisingly
rich [31, 30], and these results indicate that a description for all graphs is
currently out of reach. In [B] we give an answer to the problem when the
infinite graph is the Cayley graph of a nilpotent group and the generalised
gauge-action is sufficiently nice. We will now introduce these Cayley graphs
and generalised gauge-actions.

Consider a group G and a finite set Y in G with |Y | ≥ 2 such that Y
generates G as a semi-group. One can then define a directed graph Γ(G, Y )
by considering G as the set of vertexes and drawing an edge from g ∈ G to
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h ∈ G exactly when g−1h ∈ Y , and with our assumption on Y it follows that
C∗(Γ(G, Y )) is a simple C∗-algebra. Letting e0 ∈ G denote the unit then pe0

is a full projection in C∗(Γ(G, Y )), and this implies that the KMS weights
on C∗(Γ(G, Y )) are in a natural correspondence with the KMS states on
pe0C

∗(Γ(G, Y ))pe0 , c.f Theorem 2.4 in [31]. To introduce the 1-parameter
group let F : Y → R be a function. If e is the edge from g to h we set
F (e) = F (g−1h), so setting γFt (Se) = eitF (e)Se we get a 1-parameter group
γF that leaves pe0C

∗(Γ(G, Y ))pe0 globally invariant. The aim in [B] is to
give a description of the KMS states for (pe0C

∗(Γ(G, Y ))pe0 , γ
F ).

First we identify pe0C
∗(Γ(G, Y ))pe0 with a C∗-subalgebra of the Cuntz-

algebra O|Y |. We identify O|Y | with OY , i.e. we assume the Cuntz-algebra
is generated by isometries Vy, y ∈ Y . For t = (t1, . . . , tn) ∈ Y n we set
t = t1t2 · · · tn ∈ G and let Vt ∈ OY be the isometry Vt1Vt2 · · ·Vtn , and use
the convention Y 0 = ∅, ∅ = e0 and V∅ = 1 ∈ OY . It then turns out that:

OY (G) := span{VtV ∗u | t = u}

is a C∗-subalgebra of OY . Using the universal properties of OY we can define
a 1-parameter group αF on OY satisfying αFt (Vy) = eitF (y)Vy, and αF then
leaves OY (G) globally invariant.

Proposition 7.1.6 (Proposition 2.2 in [B]). There is a ∗-isomorphism
π : pe0C

∗(Γ(G, Y ))pe0 → OY (G) such that π ◦ γFt = αFt ◦ π for all t ∈ R.

This Proposition implies that it suffices to describe the KMS states of
(OY (G), αF ). The C∗-subalgebra:

span
{
VtV

∗
t | t ∈

⋃

n

Y n
}

generates a copy of C(Y N) inside OY (G), and there is a conditional expec-
tation P : OY (G)→ C(Y N) with:

P (VtV ∗u ) =



VtV

∗
t if t = u

0 if t 6= u

We now proceed as in [A], but in this case all KMS states for αF on OY (G)
are gauge-invariant, so we can now formulate a bijective correspondence
between KMS states, certain measures on Y N and certain vectors. To describe
this correspondence define for each t = (t1, . . . , tn) ∈ Y n the cylinder:

tY N = {(yi)∞i=1 ∈ Y N | ti = yi, i ≤ n}

then the measures and vectors in question are the following:
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Definition 7.1.7 (Definition 3.2 and Lemma 3.3 in [B]). We call a Borel
probability measure m on Y N a β-KMS measure for αF when:

eβF (t)m(tY N) = eβF (u)m(uY N)

whenever t, u ∈ ⋃n Y n satisfy that t = u.

Definition 7.1.8. A vector (or function) ψ : G → [0,∞[ is called β-
harmonic when ∑

y∈Y
e−βF (y)ψgy = ψg

for all g ∈ G and normalized when ψe0 = 1

We then get:

Theorem 7.1.9 (Section 3 in [A]). Let β ∈ R. The formula:

ω(a) =
∫

Y N
P (a) dm ∀a ∈ OY (G)

defines an affine bijection between the β-KMS states ω for αF and the β-KMS
measures m for αF .

The formula:

m(tY N) = e−βF (t)ψt t ∈
⋃

n

Y n

defines an affine bijection between the β-KMS measures m for αF and the
normalised β-harmonic vectors.

Equipping these three sets with suitable topologies we can conclude from
this theorem that there are affine homeomorphism between the following
three sets:

• The β-KMS states on OY (G) for αF .

• The β-KMS measures on Y N for αF .

• The normalised β-harmonic vectors on G for αF .

For general groups we can not describe any of these sets. However, we
can describe a subset of them. Therefore we will in the following restrict
attention to the set ∆ of abelian normalised β-harmonic vectors on G, i.e.
normalised β-harmonic vectors ψ satisfying:

ψhgk = ψhkg for all h, g, k ∈ G.
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∆ is a closed convex subset of the normalised β-harmonic vectors on G, and in
general it is a proper subset. We call the states and measures corresponding
to ∆ under our affine bijection abelian as well. We will in the following
give a description of the abelian normalised β-harmonic vectors, and by
Theorem 4.1 in [B] we are able to conclude that all normalised β-harmonic
vectors ψ are abelian when G is nilpotent, so for a large class of groups we
will describe all β-KMS states. We obtain the following description of the
extremal points of ∆.

Lemma 7.1.10 (Lemma 4.2 and Lemma 4.3 in [B]). An element ψ ∈ ∆ is
extremal in ∆ if and only if there is a homomorphism c : G→ R such that:

ψg = ec(g) ∀g ∈ G

An abelian β-KMS measure is extremal in the set of abelian β-KMS measures
if and only if it is a Bernoulli measure, i.e. there is a probability vector
p : Y → [0, 1] with ∑y∈Y p(y) = 1 such that

m(tY N) =
n∏

i=1
p(ti) for any n and t = (t1, · · · , tn) ∈ Y n

We can now describe the abelian β-KMS states for αF . Any extremal
abelian β-harmonic vector is given by a homomorphism c on G. Since:

c(ghg−1h−1) = 0 for all g, h ∈ G

we must have [G,G] ⊆ ker(c), where [G,G] is the commutator subgroup of
G. This explains the main idea in obtaining the next results:

Proposition 7.1.11 (Proposition 4.6 in [B]). When the abelianisation
G/[G,G] of G is trivial or a finite group there is an abelian β-KMS state
for αF if and only if: ∑

y∈Y
e−βF (y) = 1

and in that case it is unique.

Theorem 7.1.12 (Theorem 4.13 in [B]). Assume the abelianisation G/[G,G]
of G has rank n ≥ 1 and that F (y) > 0 for all y ∈ Y . It follows that there
is a β0 > 0 such that:

• There are no abelian β-KMS states for αF when β < β0.

• There is a unique abelian β0-KMS states for αF .
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• For β > β0 the simplex of abelian β-KMS states for αF is affinely
homeomorphic to the simplex of Borel probability measures on the
(n− 1) sphere Sn−1.

As pointed out, this describes all KMS states for αF when G is nilpotent.
In light of the third conclusion in Theorem 7.1.12 it is relevant to ask if we
can conclude anything about the KMS∞ states. If ωn is a βn-KMS state for
each n, and {βn}∞n=1 is a sequence with βn →∞ and ωn converge to some
state ω in the weak∗ topology then we call ω a KMS∞ state [6]. If each ωn
can be chosen abelian then we call ω an abelian KMS∞ state.

Theorem 7.1.13 (Corollary 5.4 in [B]). Assume G/[G,G] has rank n ≥ 1
and F (y) > 0 for all y ∈ Y . The abelian KMS∞ states for αF on OY (G)
constitute a compact convex set affinely homeomorphic to the set of Borel
probability measures on the (n− 1) sphere Sn−1.

For G nilpotent, this theorem describes the entire set of KMS∞ states.

7.2 KMS weights on the C∗-algebras of
finite higher-rank graphs

In this section we will first give an introduction to higher-rank graphs, and
then we will give a summary of our results in [C, D].

Higher-rank graphs
Let N be the natural numbers including 0 and for k ≥ 1 write e1, . . . , ek for
the canonical generators of Nk. A higher-rank graph of rank k ≥ 1 is a pair
(Λ, d) consisting of a countable small category Λ and a functor d : Λ→ Nk
that has the unique factorisation property, i.e. if d(λ) = n+m there exist
unique µ, η ∈ Λ with d(µ) = n, d(η) = m and λ = µη. The category Λ is
equipped with a range map r and source map s, and any two morphisms
λ, µ ∈ Λ can be composed to λµ exactly when s(λ) = r(µ). Notice that
this is the opposite convention than the one used when composing paths in
directed graphs. For n ∈ Nk we write Λn := d−1(n) and identify the objects
of the category with Λ0. We write:

vΛ = {λ ∈ Λ | r(λ) = v} , Λv = {λ ∈ Λ | s(λ) = v}

and for any n ∈ Nk we set vΛn = vΛ ∩ Λn, Λnv = Λn ∩ Λv and vΛnw =
vΛn ∩ Λnw for any v, w ∈ Λ0. The vertex matrices A1, . . . , Ak ∈MΛ0(N) of
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Λ are the matrices with entries Ai(v, w) = |vΛeiw| for v, w ∈ Λ0. We will
only consider finite k-graphs, i.e. we always assume that Λn is finite for all
n ∈ Nk. For any paths λ, µ ∈ Λ we define:

Λmin(µ, λ) := {(κ, η) ∈ Λ× Λ : µκ = λη, d(µκ) = d(µ) ∨ d(λ)}.

where ∨ denotes the point wise maximum. For v ∈ Λ0 we denote by vFE(Λ)
the collection of finite sets E ⊆ vΛ satisfying that for any µ ∈ vΛ there is a
λ ∈ E with Λmin(µ, λ) 6= ∅.

The Toeplitz C∗-algebra T C∗(Λ) of a finite higher-rank graph Λ is
then the universal C∗-algebra generated by a family of partial isometries
{Sλ : λ ∈ Λ} subject to the conditions:

1. {pv := Sv : v ∈ Λ0} are mutually orthogonal projections.

2. When λ, µ ∈ Λ with s(λ) = r(µ) we have Sλµ = SλSµ.

3. S∗µSλ = ∑
(κ,η)∈Λmin(µ,λ) SκS

∗
η for all µ, λ ∈ Λ.

The Cuntz-Krieger algebra C∗(Λ) is the universal C∗-algebra generated by
a family of partial isometries {Sλ : λ ∈ Λ} satisfying 1.-3. above and:

∏

λ∈E
(pv − SλS∗λ) = 0 for all v ∈ Λ0 and E ∈ vFE(Λ)

c.f. [8]. There is then an ideal J in T C∗(Λ) such that T C∗(Λ)/J ' C∗(Λ).

Higher-rank graphs for finite graphs without sources2 were introduced in
[18]3 as a generalisation of directed graphs, and their Cuntz-Krieger C∗-
algebras were introduced both as a universal C∗-algebra and as the C∗-
algebra of a locally compact second countable Hausdorff étale groupoid.
Analogous to directed graphs, the definitions was extended to finite graphs
with sources and these were also described as groupoid C∗-algebras [8], so
as for directed graphs we can consider C∗(Λ) and T C∗(Λ) as universal C∗-
algebras introduced above or we can consider them as the full C∗-algebras
of locally compact second countable Hausdorff étale groupoids. For the
definitions of these groupoids we refer to [8, 37], and remark only that
if we denote by GΛ the groupoid with C∗(GΛ) ' T C∗(Λ) then there is a
continuous groupoid homomorphism Φ : GΛ → Zk that makes GΛ injectively
graded and satisfies that the C∗-dynamical system (T C∗(Λ),Tk, γ) arising

2This means vΛn 6= ∅ for all v ∈ Λ0 and n ∈ Nk.
3Instead of considering finite graphs they consider row-finite graphs, falling beyond

the scope of this dissertation.
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from Φ is once again the gauge-action, i.e. the action on T C∗(Λ) guaranteed
by setting:

γz(Sλ) = zd(λ)Sλ =
(

k∏

i=1
z
d(λ)i
i

)
Sλ for all z ∈ Tk and λ ∈ Λ

For any r ∈ Rk we can compose the map R 3 t→ (eitr1 , eitr2 , · · · , eitrk) ∈ Tk
with the gauge-action γ to obtain a continuous 1-parameter group αr.
Equivalently the map φr : Zk 3 z → r · z ∈ R is a homomorphism and
letting cr := φr ◦ Φ the continuous 1-parameter group αr is the same as
the one αcr obtained by using Proposition 2.2.10 on cr, c.f. appendix B in
[10]. This 1-parameter group factor through a 1-parameter group on the
Cuntz-Krieger algebra.

KMS states on higher-rank graphs
We will now describe the main results from [C, D]. The aim of [C, D] is
to describe the KMS states for the actions αr with r ∈ Rk on T C∗(Λ)
and C∗(Λ). When an investigation of the KMS states for these actions on
the Toeplitz and Cuntz-Krieger algebra of a higher-rank graph was started
in [13] the analysis was carried out using the universal picture of these
C∗-algebras. This was also the dominant picture in the subsequent work on
the subject that appeared in the following years, cf [13, 14, 10, 11, 9]. In this
body of work the KMS states for the Cuntz-Krieger algebra of a strongly
connected graph4 were successfully described [14], but unlike for directed
graphs [12, 15] it was only possible to give a description of the KMS states
for finite higher-rank graphs when numerous restrictions were imposed on
the graph and the 1-parameter groups [9].

In [C] and [D] the problem of describing the KMS states is attacked
using the theory developed in chapter 6, and this approach gives a complete
description of all the KMS states for all the 1-parameter groups αr for the
Toeplitz and Cuntz-Krieger algebras of all finite higher-rank graphs. Our
general approach is completely similar to the one used for directed graphs.
First we find a bijection between gauge-invariant KMS states and certain
vectors over Λ0, then we get a complete description of these vectors by
analysing certain components in the graph, and as the last step we describe
the subgroups of Zk corresponding to the extremal vectors, giving us a
complete description of the KMS states by e.g. Corollary 6.2.4. The first part
of [C] deals with the development of Theorem 5.2 in [C], which has been
generalised in our chapter 6, and the second part deals with the description

4A graph is strongly connected if vΛw 6= ∅ for all v, w ∈ Λ0
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of KMS states on the Cuntz-Krieger algebra of a finite higher-rank graph
without sources, which has been generalised in [D]. Therefore the results
of [C] play only a minor role in the following presentation, yet it should
be emphasised that the results of [C] are absolutely essential for the work
carried out in [D].

The gauge-invariant KMS states

First let us describe the vectors corresponding to gauge-invariant states.

Definition 7.2.1. Let Λ be a finite k-graph with vertex matrices A1, . . . , Ak,
let r ∈ Rk and let β ∈ R. Let 1Λ0 ∈MΛ0(R) be the identity matrix. We say
a vector ψ ∈ [0,∞[Λ0 is sub-invariant for the family {e−βriAi}ki=1 if:

∏

i∈I
(1Λ0 − e−βriAi)ψ ≥ 0 for each subset I ⊆ {1, . . . , k}.

Proposition 7.2.2 (Lemma 4.1 and Proposition 4.3 in [D]). Let Λ be a
finite k-graph and let r ∈ Rk and β ∈ R. The map:

ω → {ω(pv)}v∈Λ0

is an affine bijection between the set of gauge-invariant β-KMS states for αr
on T C∗(Λ) and the set of sub-invariant vectors for the family {e−βriAi}ki=1
of unit 1-norm.

For any finite k-graph Λ with vertex matrices A1, . . . , Ak and groupoid
GΛ, and any β ∈ R and r ∈ Rk Proposition 7.2.2 and Proposition 6.2.5
implies that we have affine bijections between:

• The set of sub-invariant vectors for the family {e−βriAi}ki=1 of unit
1-norm.

• The set of quasi-invariant probability measures on G(0)
Λ with Radon-

Nikodym cocycle e−βcr .

• The set of gauge-invariant β-KMS states on T C∗(Λ) for αr.

To study these convex sets further we will analyse certain faces. For
this consider the following linear algebraic result concerning sub-invariant
vectors:

Proposition 7.2.3 (Proposition 3.2 in [D]). Let Λ be a finite k-graph,
let β ∈ R, r ∈ Rk and let ψ ∈ [0,∞[Λ0 be sub-invariant for the family
{e−βriAi}ki=1. For each I ⊆ {1, . . . , k} there exists a vector hI that is sub-
invariant for the family {e−βriAi}ki=1 such that:
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1. e−βriAihI = hI for all i ∈ I.

2. limn→∞(e−βrjAj)nhI = 0 for j ∈ {1, . . . , k} \ I.

3. ψ = ∑
I⊆{1,...,k} h

I .

Furthermore this decomposition is unique in the sense that there is only one
family of sub-invariant vectors satisfying 1.-3.

It follows that the convex set of sub-invariant vectors for the family
{e−βriAi}ki=1 of unit 1-norm has a face for each I ⊆ {1, . . . , k} consisting of
vectors hI satisfying 1 and 2 in Proposition 7.2.3 above. Proposition 7.2.3
implies that it suffices to describe this face for each I, and it turns out
that the vectors in these faces arise from certain subsets of the graph. To
describe these sets we need to introduce different equivalences on Λ0. For
each I ⊆ {1, . . . , k} we define a relation ≤I on Λ0 by:

v ≤I w ⇐⇒ ∃λ ∈ Λ with r(λ) = v, s(λ) = w and d(λ)j = 0 for j /∈ I.

for v, w ∈ Λ0. We can then define an equivalence relation on Λ0 by:

v ∼I w ⇐⇒ v ≤I w and w ≤I v

We furthermore define the I-closure SI of a set S ⊆ Λ0 by:

S
I = {w ∈ Λ0 | ∃v ∈ S w ≤I v}

and we let S := S
{1,...,k}. Whenever we have a k-graph Λ with vertex matrices

A1, . . . , Ak and some S ⊆ Λ0 we set:

ρ(AS) := (ρ(AS1 ), ρ(AS2 ), . . . , ρ(ASk )) ∈ Rk

Definition 7.2.4. Let Λ be a finite k-graph, r ∈ Rk, β ∈ R and let I ⊆
{1, . . . , k}. An equivalence class C for ∼I is called a (I, β, r)-subharmonic
component, if it satisfies:

1. All equivalence classes D in ∼I with D 6= C and D ⊆ C
I satisfies:

ρ(AD)I � ρ(AC)I

2. ρ(ACi ) = eβri for i ∈ I.

3. ρ(ACj ) < eβrj for j ∈ J := {1, . . . , k} \ I.
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We can use these components to complete our description of the gauge-
invariant KMS states as follows:

Theorem 7.2.5 (Proposition 5.4, Definition 5.5 and Proposition 5.8 in [D]).
Let Λ be a finite k-graph, r ∈ Rk and β ∈ R, and let I t J = {1, . . . , k} be a
partition. For any (I, β, r)-subharmonic component C we can associate a
canonical vector yC. If ψ ∈ [0,∞[Λ0 is a sub-invariant vector for the family
{e−βriAi}ki=1 and e−βriAiψ = ψ for i ∈ I and limn→∞(e−βrjAj)nψ = 0
for j ∈ J , then there exist a unique collection of (I, β, r)-subharmonic
components C and numbers tC > 0, C ∈ C, such that:

ψ =
∑

C∈C
tCy

C .

This theorem implies that we completely understand the face of the
convex set of sub-invariant vectors ψ for the family {e−βriAi}ki=1 that satisfies
e−βriAiψ = ψ for i ∈ I and limn→∞(e−βrjAj)nψ = 0 for j ∈ J . So combining
Theorem 7.2.5, Proposition 7.2.3 and Proposition 7.2.2 give enough insight
into the set of gauge-invariant KMS states to prove:

Theorem 7.2.6 (Theorem 5.9 in [D]). Let Λ be a finite k-graph, r ∈ Rk
and β ∈ R. For I ⊆ {1, . . . , k} let CIr (β) be the set of (I, β, r)-subharmonic
components and set:

Cr(β) :=
⊔

I⊆{1,...,k}
CIr (β).

There is an affine bijective correspondence between functions f : Cr(β) →
[0, 1] with ∑C∈Cr(β) f(C) = 1 and the gauge-invariant β-KMS states for αr
on T C∗(Λ). A KMS state ω corresponding to a function f is given by:

ω(SλS∗µ) = δλ,µe
−βr·d(λ)ψs(λ)

where:
ψ =

∑

C∈Cr(β)
f(C)yC .

Adding the non gauge-invariant KMS states

If Λ is a finite k-graph, r ∈ Rk and β ∈ R we can interpret Theorem 7.2.6 as
a description of the quasi-invariant measures with Radon-Nikodym cocycle
e−βcr , i.e. we have a bijective correspondence between extremal measures
and components C where C ∈ CIr (β) for some I ⊆ {1, . . . , k}. Let mC denote
the ergodic probability measure on G(0)

Λ corresponding to the component
C ∈ CIr (β) for a I ⊆ {1, . . . , k}, we then associate a subgroup of Zk to C
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we denote by PerI(C). If I = ∅ we set PerI(C) = {0}. If I 6= ∅ we will not
explain how to define PerI(C) but refer the reader to Section 6 in [D]. We
will however remark that defining:

CΛIC := {λ ∈ Λ | r(λ), s(λ) ∈ C and d(λ)j = 0 for j /∈ I}

then this set can be considered a strongly connected |I|-graph in a natural
way, and PerI(C) will be isomorphic to the periodicity group of the |I|-graph
CΛIC as it was originally defined in [14]. The group PerI(C) then turns out
to be the group corresponding to the measure mC as in Theorem 6.1.4, and
this gives the following complete description of the KMS states on T C∗(Λ):

Theorem 7.2.7 (Theorem 6.3 in [D]). Let Λ be a finite k-graph and fix
r ∈ Rk and β ∈ R \ {0}. There is a bijection between pairs (C, ξ), where
C ∈ CIr (β) for some I ⊆ {1, . . . , k} and ξ lies in the dual P̂erI(C) of PerI(C),
to the set of extremal β-KMS states for αr on T C∗(Λ):

(C, ξ)→ ωC,ξ

where:

ωC,ξ(f) =
∫

X(PerI(C))

∑

g∈Gxx
f(g)ξ(Φ(g)) dmC(x) for all f ∈ Cc(GΛ).

The next natural question to ask is which KMS states factor through a
KMS state of the Cuntz-Krieger algebra C∗(Λ) of Λ? It turns out that this
can be described using only the properties of the component C giving rise
to the extremal KMS state.

Corollary 7.2.8 (Corollary 6.8 in [D]). In the setting of Theorem 7.2.7 a
state ωD,ξ for a D ∈ CIr (β) and ξ ∈ ̂PerI(D) factors through a state of C∗(Λ)
if and only if D ⊆ C

I for a component C in ∼I satisfying:

CΛej :=
⋃

v∈C
vΛej = ∅ ∀j ∈ {1, . . . , k} \ I

7.3 Diagonality of actions and KMS
weights

The results in this dissertation are only concerned with 1-parameter groups
arising from some continuous groupoid homomorphisms c on the groupoid
G, and for these we have seen that the quasi-invariant measures with Radon-
Nikodym cocycle e−βc give rise to β-KMS weights. The last result we will
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introduce is from [E], written jointly with Klaus Thomsen, and it is a result
that ties the existence of KMS weights given by measures on the unit space
to 1-parameter groups given by continuous groupoid homomorphisms.

The results in [E] are for the reduced C∗-algebra C∗r (G) of a locally
compact second countable Hausdorff étale groupoid. We will not give a
thorough introduction to this C∗-algebra here, but only remark that it is
also defined as the completion of Cc(G), and that any continuous groupoid
homomorphism c : G → R gives rise to a continuous 1-parameter group
αc, and we denote such 1-parameter groups as diagonal as well. As for the
full groupoid C∗-algebra C0(G(0)) embeds as a sub-C∗-algebra in C∗r (G) and
there is a conditional expectation P : C∗r (G)→ C0(G(0)). We call a weight ω
on C∗r (G) diagonal when ω = ω ◦P . The main result in [E] is that these two
concepts are closely related. Due to Theorem 4.2.1 we can present the result
for more general groupoids than it was done in [E]:

Theorem 7.3.1 (An extension of Theorem 2.1 in [E]). Let G be a locally
compact second countable Hausdorff étale groupoid satisfying that for at least
one x ∈ G(0) the isotropy group Gxx is trivial and that G is minimal in the
sense that s(r−1(y)) is dense in G(0) for all y ∈ G(0).

Let {αt}t∈R be a continuous 1-parameter group on C∗r (G) and assume
that there is a β0-KMS weight for α for some β0 6= 0. Then the following
are equivalent:

1. There is a β1 6= 0 and a diagonal β1-KMS weight for α.

2. Whenever β 6= 0 and there is a β-KMS weight for α, there is also a
diagonal β-KMS weight for α.

3. αt(f) = f for all t ∈ R and all f ∈ C0(G(0)).

4. α is diagonal.

Proof. Theorem 2.1 in [E] has the extra requirement that G(0) is totally
disconnected, but for the proof of this theorem we only use this when
invoking Corollary 3.4 in [E]. Since Theorem 3.2 in [E] is generalised in
Theorem 4.2.1 Corollary 3.4 remains true without the assumption that G(0)

is totally disconnected, which proves the Theorem.

Notice that under the assumption that there is an element in the unit
space with trivial isotropy, minimality of G is equivalent to simplicity of
C∗r (G), c.f Corollary 2.18 in [34], so the C∗-algebras in the theorem are all
simple.
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1. Introduction

In a recent paper by an Huef, Laca, Raeburn and Sims, [6], the authors describe an algorithm by which 
it is possible to determine all the KMS states of the gauge action on the C∗-algebra of a finite graph. 
Their results cover also the gauge action on the Toeplitz extension of the algebra and extend the result 
of Enomoto, Fujii and Watatani, [4], which deals with strongly connected graphs. Almost simultaneously 
with this work, Carlsen and Larsen obtained an abstract description of the KMS states for some of the 
generalized gauge actions on the C∗-algebra of a finite graph as well as its Toeplitz extension. Their work 
builds on and extends methods and results obtained by Exel and Laca in [5] and brings our knowledge 
about the KMS states of the actions they consider to the point where the work on the gauge action begins 
in [6]. It is the purpose of the present paper to take the steps from the abstract to the concrete which were 
taken by an Huef, Laca, Raeburn and Sims, but now for all the generalized gauge actions.

The point of departure for our work are results of the second author from [14] from which it follows that 
the relevant results of Carlsen and Larsen from [3] remain valid for all generalized gauge actions, provided 
attention is restricted to the KMS states that are gauge invariant; a condition which is automatically 
satisfied for the actions considered by Carlsen and Larsen. What we do first is to develop the approach 
from [6] to make it applicable to generalized gauge actions. In this way we obtain a description of the gauge 
invariant KMS states for all generalized gauge actions. The main input for this is a generalization of the 
Perron–Frobenius theory for positive matrices which was obtained by Victory, [16]. See also [11]. The theory 
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handles arbitrary finite non-negative matrices and can also be used to simplify some of the steps in [6]. We 
give here a new proof of the relevant results from [16] and [11] by using ideas from [6].

In order to identify the KMS states that are not gauge invariant we use results by Neshveyev, [8], in 
a form presented in [12]. By combining the result with our study of the gauge invariant KMS states we 
obtain in Theorem 5.2 our main result which describes the β-KMS states for all β ∈ R\{0} and for an 
arbitrary generalized gauge action on the C∗-algebra of a finite graph. As with the gauge action, [6], it is 
a sub-collection of the components and the sinks in the graph that parametrize the extremal KMS states, 
although in general some of the components, corresponding to a loop without exits, may contribute a family 
of extremal KMS states parametrized by a circle. Which components and sinks play a role depends very 
much on the action, as we illustrate by examples.

It is intrinsic to our approach that the case β = 0, where the KMS states are the trace states, must be 
handled separately as we do in Section 5.1. For completeness we describe also in a final section the ground 
states for the same actions. While there are no ground states for the gauge action unless the graph has 
sinks, this is no longer the case for generalized gauge actions and even for strongly connected graphs their 
structure can be very rich.

2. Preparations

Let G be a finite directed graph with vertex set V and edge set E. The maps r, s : E → V associate to 
an edge e ∈ E its source vertex s(e) ∈ V and range vertex r(e) ∈ V . Thus the set of edges emitted from a 
vertex v is the set s−1(v) while r−1(v) is the set of edges terminating at v. A sink in G is a vertex v that 
does not emit an edge, i.e. s−1(v) = ∅.

Formulated in terms of generators and relations the C∗-algebra C∗(G) of G is the universal C∗-algebra 
generated by a set Se, e ∈ E, of partial isometries and a set Pv, v ∈ V , of mutually orthogonal projections 
such that

1) S∗
eSe = Pr(e) ∀e ∈ E, and

2) Pv =
∑

e∈s−1(v)

SeS
∗
e for every vertex v ∈ V which is not a sink. (2.1)

A finite path μ in G is an element μ = e1e2 · · · en ∈ En for some n ∈ N such that r(ei) = s(ei+1), 
i = 1, 2, · · · , n − 1. For such a path we set

Sμ = Se1Se2 · · ·Sen−1Sen
.

The number |μ| = n is the length of the path. We consider a vertex v as a path ν of length 0, and set 
Sν = Pv in this case. Let Pf (G) denote the set of finite paths in G. Then

A = Span {SμS
∗
ν : μ, ν ∈ Pf (G)} (2.2)

is a dense ∗-subalgebra of C∗(G).
Let F : E → R be a function. The universal property of C∗(G) guarantees the existence of a one-parameter 

group αF
t , t ∈ R, on C∗(G) such that

αF
t (Pv) = Pv ∀v ∈ V, and αF

t (Se) = eiF (e)tSe ∀e ∈ E.

For β ∈ R a β-KMS state for αF is a state ϕ on C∗(G) such that

ϕ(ab) = ϕ
(
bαF

iβ(a)
)
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for all a, b ∈ A, cf. Definition 5.3.1 in [2]. When F is constant 1 the automorphism group 
{
α1

t

}
is the 

so-called gauge action and we study first the gauge invariant KMS states for αF , i.e. the KMS states ϕ
for αF with the additional property that ϕ ◦ α1

t = ϕ for all t ∈ R. For this purpose we use the following 
description of the gauge invariant KMS states. It was obtained by Carlsen and Larsen in [3] when F is 
strictly positive (in which case all KMS states for αF are gauge-invariant). The general case follows from 
Theorem 2.8 in [14].

Let B be a non-negative matrix over V with the property that Bvw > 0 iff there is an edge in G from v
to w. A vector ψ ∈ [0, ∞)V is almost harmonic for B (or almost B-harmonic) when

∑

w∈V

Bvwψw = ψv (2.3)

for every vertex v ∈ V which is not a sink, and normalized when 
∑

v∈V ψv = 1. When the identity (2.3)
holds for all v ∈ V we say that ψ is harmonic for B (or B-harmonic). Thus an almost B-harmonic vector ψ
is B-harmonic if and only if ψs = 0 for every sink s ∈ V . For β ∈ R, consider the matrix A(β) = (A(β)vw)
over V defined such that

A(β)vw =
∑

e∈vEw

e−βF (e),

where vEw = s−1(v) ∩ r−1(w). For a finite path μ = e1e2 · · · en in G, set

F (μ) = F (e1) + F (e2) + · · · + F (en).

Lemma 2.1. (See [3,14].) For every normalized A(β)-almost harmonic vector ψ there is a unique gauge 
invariant β-KMS state ωψ for αF such that

ωψ (SμS
∗
ν) = δμ,νe

−βF (μ)ψr(μ) (2.4)

for every pair μ, ν of finite paths in G. Furthermore, every gauge invariant β-KMS state for αF arises from 
a normalized A(β)-almost harmonic vector in this way.

By Lemma 2.1 the study of the gauge invariant KMS states becomes a study of normalized almost 
harmonic vectors for the family A(β), β ∈ R, of non-negative matrices over V .

3. Almost harmonic vectors for a non-negative matrix

Let B be a non-negative matrix over V with the property that Bvw > 0 iff there is an edge in G from v
to w. We seek to obtain a description of the B-almost harmonic vectors.

We shall need the following well-known lemma, cf. e.g. 6.43 in [17].

Lemma 3.1 (Riesz decomposition). Let ψ = (ψv)v∈V ∈ [0, ∞[V be a non-negative vector such that
∑

w∈V

Bvwψw ≤ ψv

for all v ∈ V . It follows that there are unique non-negative vectors h, k ∈ [0, ∞[V such that h is B-harmonic 
and

ψv = hv +
∑

w∈V

∞∑

n=0
Bn

vwkw (3.1)
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for all v ∈ V . The vector k is given by

kv = ψv −
∑

w∈V

Bvwψw,

while

hv = lim
n→∞

∑

w∈V

Bn
vwψw.

We say that a sink s ∈ V is B-summable when

∞∑

n=0
Bn

vs < ∞

for all v ∈ V . For such a sink we define a vector φs ∈ [0, ∞)V by

φs
v =

∑∞
n=0 Bn

vs∑
w∈V

∑∞
n=0 Bn

ws

.

Lemma 3.2. φs in an extremal normalized B-almost harmonic vector.

Proof. The only assertion which may not be straightforward to verify is that φs is extremal in the set 
of normalized B-almost harmonic vectors. To show this, consider a B-almost harmonic vector ϕ with the 
property that ϕ ≤ φs. Since

Bm
vwϕw ≤ Bm

vwφs
w ≤

∑∞
n=m Bn

vs∑
w∈V

∑∞
n=0 Bn

ws

→ 0 (3.2)

as m → ∞, it follows that the harmonic part from the Riesz decomposition of ϕ is zero. Thus

ϕv =
∑

w∈V

∞∑

n=0
Bn

vwkw

where kv = ϕv −∑w∈V Bvwϕw. Note that kv = 0 when v is not a sink since ϕ is B-almost harmonic, and 
that ks′ = ϕs′ for every sink s′. Note also that φs

s′ = 0 for every sink s′ in G other than s. Since ϕ ≤ φs it 
follows that the same is true for ϕ. Hence

ϕv =
∞∑

n=0
Bn

vsϕs = tφs
v,

where

t = ϕs

∑

w∈V

∞∑

n=0
Bn

ws. �
By combining Lemma 3.1 and Lemma 3.2 we obtain the following

Proposition 3.3. Let ψ be a normalized B-almost harmonic vector. There are a unique (possibly empty) set S
of summable sinks in G, unique positive numbers ts ∈ ]0, 1], s ∈ S, and a unique B-harmonic vector h such 
that

ψ = h +
∑

s∈S
tsφ

s.
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We turn to a study of the B-harmonic vectors. For any pair of subsets E, D ⊆ V we let BE,D denote the 
E × D-matrix obtained by restricting B to E × D, and we set BE = BE,E for any subset E ⊆ V .

Write v � w between two vertexes v, w when there is a finite path μ = e1 · · · en in G such that s(e1) = v

and r(en) = w, and v ∼ w when v � w and w � v. Then ∼ is an equivalence relation since we consider a 
vertex v as a finite path (of length 0) from v to v. A component C in G is an equivalence class in V/ ∼ such 
that BC 
= 0. For any collection F of vertexes in G we define the closure of F to be the set of vertexes that 
‘talk’ to an element of F , i.e. v ∈ F if and only if there is a vertex w ∈ F such that v � w. In contrast the 
hereditary closure of a set F consists of the vertexes w ∈ V such that v � w for some v ∈ F . The hereditary 
closure will be denoted by F̂ .

In the following we denote the spectral radius of a finite matrix A by ρ(A). A component C in G is 
B-harmonic when

a) ρ 
(
BC
)

= 1 and
b) ρ 

(
BC\C

)
< 1 if C\C 
= ∅.

This definition, as well as the proof of the following lemma, is inspired by Theorem 4.3 in [6].

Lemma 3.4. Let C be a B-harmonic component in G. There is a unique normalized B-harmonic vector φC

such that BCφC |C = φC |C and φC
v 
= 0 ⇔ v ∈ C.

Proof. Existence: Since ρ 
(
BC
)

= 1 it follows from Perron–Frobenius theory that there is a strictly positive 

vector xC ∈ [0, ∞)C such that BCxC = xC . Since ρ 
(
BC\C

)
< 1, the matrix 1C\C −BC\C is invertible and 

we set

φC =
(
1C\C − BC\C

)−1
BC\C,CxC + xC ,

which is a strictly positive vector in [0, ∞)C . For any pair of vertexes v, w ∈ C\C,

lim sup
n

(
Bn

v,w

) 1
n ≤ ρ

(
BC\C

)
< 1,

and hence

(
1C\C − BC\C

)−1
=

∞∑

n=0

(
BC\C

)n

.

Using this and that no vertex in C talks to a vertex in C\C, we find that

BCφC = BC\C
(
1C\C − BC\C

)−1
BC\C,CxC + BC\C,CxC + BCxC

= BC\C
∞∑

n=0

(
BC\C

)n

BC\C,CxC + BC\C,CxC + xC

=
∞∑

n=1

(
BC\C

)n

BC\C,CxC + BC\C,CxC + xC

=
∞∑

n=0

(
BC\C

)n

BC\C,CxC + xC

= φC . (3.3)
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Set φC
v = 0 when v /∈ C and normalize the resulting vector in [0, ∞)V . It follows from (3.3) that φC is 

B-harmonic. Since φC |C is multiple of xC by construction, it follows that BCφC |C = φC |C .
Uniqueness: If ψ is a normalized B-harmonic vector such that BCψ|C = ψ|C and ψv 
= 0 ⇔ v ∈ C, it 

follows from Perron–Frobenius theory that there is a λ > 0 such that ψv = λφC
v ∀v ∈ C. Then ψ − λφC is 

vector supported in C\C such that BC\C(ψ − λφC) = ψ − λφC . Since ρ 
(
BC\C

)
< 1, it follows first that 

ψ = λφC and then that ψ = φC because both vectors are normalized. �
The following theorem is equivalent to the Frobenius–Victory theorem stated as Theorem 2.7 in [11].

Theorem 3.5. Let ψ ∈ [0, 1]V be a normalized B-harmonic vector. There is a unique collection C of B-har-
monic components in G and positive numbers tC ∈ ]0, 1], C ∈ C, such that

ψ =
∑

C∈C
tCφC . (3.4)

Proof. Set W = {v ∈ V : ψv > 0}. Let v ∈ W . Since Bn
vvψv ≤ ψv for all n, it follows that

lim sup
n

(Bn
vv)

1
n ≤ 1.

Hence

ρ
(
BW

)
= sup

v∈W
lim sup

n
(Bn

vv)
1
n ≤ 1.

On the other hand, the fact that BWψ|W = ψ|W implies that ρ 
(
BW

)
≥ 1, and we conclude that

ρ
(
BW

)
= 1. (3.5)

Since

ρ
(
BW

)
= sup

C
ρ
(
BC
)
,

where we take the supremum over the components of G contained in W , the collection C′ of components C
from G such that C ⊆ W and ρ(BC) = 1 is not empty. Order the elements of C′ such that C ≤ C ′ when the 
elements in C talk to the elements of C ′. Let C be the minimal elements of C′ with respect to this order. 
Let D ∈ C. We claim that D is a B-harmonic component, i.e. we assert that

ρ
(
BD\D

)
< 1.

Since D ⊆ W it follows from (3.5) that ρ 
(
BD\D

)
≤ 1. If ρ 

(
BD\D

)
= 1, there must be one of G’s 

components, say D′, contained in D\D such that ρ 
(
BD′

)
= 1. But then D′ ∈ C′, D′ 
= D and D′ ≤ D, 

contradicting the minimality of D. Hence D is B-harmonic as claimed, and we conclude that C consists of 
B-harmonic components.

Let D ∈ C. Then BDψ|D ≤ ψ|D so it follows from Perron–Frobenius theory that there is tD ≥ 0 such 
that ψ|D = tDψD|D. Since ψ|D and ψD|D are strictly positive, tD is positive too. Set

η = ψ −
∑

D∈C
tDψD.
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We claim that η = 0. To show this, set K =
⋃

D∈C D, and note that η|K = 0. Let H be the hereditary closure 
of K, i.e. H = K̂. Consider a D ∈ C. When v ∈ (H\K)∩D, there is a path from (some element of) D′ ⊆ K

to v and a path from v to (some element of) D. Note that D′ 
= D since otherwise v would have to be an 
element of D ⊆ K. But D′ 
= D is impossible since D is minimal for the order on C′. Hence (H\K)∩D = ∅, 
showing that ψD|H\K = 0. It follows that η|H\K = ψH\K , and hence that η|H ≥ 0. Let w ∈ H. There is 
an l ∈ N and v ∈ K such that Bl

vw 
= 0. Since Blη = η we find that 0 = ηv =
∑

u∈V Bl
vuηu ≥ Bl

vwηw ≥ 0, 
implying that ηw = 0. Hence η|H = 0. Now note that

ρ
(
BW\H

)
< 1 (3.6)

since all components D in W with ρ 
(
BD
)

= 1 are contained in H. Since

(
BW\Hη

)
v

=
∑

w∈W\H

Bvwηw =
∑

w∈V

Bvwηw = ηv

for all v ∈ W\H, it follows from (3.6) that η|W\H = 0. Thus η = 0 as claimed and (3.4) follows.
To prove the uniqueness part of the statement let D be a collection of B-harmonic components in G and 

sC , C ∈ D, positive numbers such that

ψ =
∑

C∈D
sCφC .

Then W =
⋃

C∈C C =
⋃

C∈D C, so when C ∈ D there is a C ′ ∈ C such that C ∩ C ′ 
= ∅. It follows that 
C ⊆ C ′ and that either C ′ = C or C ⊆ C ′\C ′. However, ρ(BC) = 1 while ρ 

(
BC′\C′

)
< 1, and it follows 

therefore that C = C ′. In this way we conclude that D = C. Since the preceding argument shows that 
C ∩ C ′ = ∅ when C and C ′ are distinct elements from C, we find that

sCφC |C = ψ|C = tCφC |C ,

and hence that sC = tC for all C ∈ C. �
Corollary 3.6. The normalized B-harmonic vectors constitute a finite dimensional simplex whose set of 
extreme points is

{
φC : C a B-harmonic component in G

}
.

Combining Theorem 3.5 with Proposition 3.3 we obtain the following

Corollary 3.7. The set of normalized B-almost harmonic vectors constitutes a finite dimensional simplex 
whose set of extreme points is

{
φC : C a B-harmonic component in G

}
∪ {φs : s a B-summable sink in G} .

4. Gauge invariant KMS states

It follows from Lemma 2.1 and Corollary 3.7 that the gauge invariant β-KMS states for αF are deter-
mined by the A(β)-harmonic components and the A(β)-summable sinks. In this section we complete the 

76 Paper A. Finite digraphs and KMS states



J. Christensen, K. Thomsen / J. Math. Anal. Appl. 433 (2016) 1626–1646 1633

description of the gauge invariant KMS states for β 
= 0 by finding the A(β)-harmonic components and the 
A(β)-summable sinks for each β ∈ R\{0}.1

4.1. A(β)-harmonic components

A loop in G is a finite path μ = e1e2 · · · en (of positive length, i.e. n ≥ 1) such that s(e1) = r(en). If a 
component C only contains a single loop, we call it circular.

Lemma 4.1. Let C ⊆ V be a component. The function

R � β �→ ρ
(
A(β)C

)

is log-convex and continuous.

Proof. Since C is a component there is a loop in C, of length p, say. Let v be a vertex on this loop. It 
follows that log ρ 

(
A(β)C

)
≥ 1

p log
(
A(β)C

)p
vv

, showing that the logarithm of the function we consider takes 
finite values for all β. Its continuity follows therefore from its log-convexity which is established as follows. 
Let v ∈ C and β, β′ ∈ R, t ∈ [0, 1]. For each n ∈ N let vEnv denote the set of paths of length n from v back 
to itself. Then

(
A(tβ + (1 − t)β′)C

)n
vv

=
∑

μ∈vEnv

e−(tβ+(1−t)β′)F (μ) =
∑

μ∈vEnv

(
e−βF (μ)

)t (
e−β′F (μ)

)1−t

.

Then Hölder’s inequality shows that

(
A(tβ + (1 − t)β′)C

)n
vv

≤
((

A(β)C
)n
vv

)t ((
A(β′)C

)n
vv

)1−t

.

It follows that

ρ
(
A(tβ + (1 − t)β′)C

)
= lim sup

n

((
A(tβ + (1 − t)β′)C

)n
vv

) 1
n

is dominated by the product

ρ
(
A(β)C

)t
ρ
(
A(β′)C

)1−t
,

which is what we needed to prove. �
Lemma 4.2. Let C be a component in G which is not circular.

i) If F (μ) > 0 for all loops μ in C, there is a unique β0 ∈ R such that ρ(A(β0)C) = 1. This β0 is positive 
and ρ 

(
A(β)C

)
< 1 if and only if β > β0.

ii) If F (μ) < 0 for all loops μ in C, there is a unique β0 ∈ R such that ρ(A(β0)C) = 1. This β0 is negative 
and ρ 

(
A(β)C

)
< 1 if and only if β < β0.

iii) In all other cases, i.e. if F (μ) = 0 for some loop in C or there are loops μ1, μ2 in C such that 
F (μ1) < 0 < F (μ2), it follows that ρ 

(
A(β)C

)
> 1 for all β ∈ R.

1 We could have handled the case β = 0 here also, but it does simplify things a little when β �= 0, and we will have to consider 
the β = 0 case separately for other reasons anyway.
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Proof. Some of the following arguments have appeared in [14]. i): We claim that β �→ ρ(A(β)C) is strictly 
decreasing. To see this, set

a = min {F (μ) : μ is a loop in C of length |μ| ≤ #C} .

Consider β′ < β and a loop μ in C of length n. Then μ = μ1μ2 · · ·μm, where each μi is a loop in C of length 
≤ #C, and

e−β′F (μ)eβF (μ) =
∏

j

e(β−β′)F (μj) ≥ em(β−β′)a ≥ e
n

#C (β−β′)a.

Summing over all loops of length n starting and ending at the same vertex v in C, it follows first that

(
A(β′)C

)n
vv

≥ e
n

#C (β−β′)a (A(β)C
)n
vv

,

and then that

ρ
(
A(β′)C

)
= lim sup

n

((
A(β′)C

)n
vv

) 1
n ≥ ρ

(
A(β)C

)
e

1
#C (β−β′)a > ρ

(
A(β)C

)
.

This proves the claim. Note that A(0)C is the adjacency matrix of the subgraph H of G whose vertex set 
is C. This is a finite strongly connected graph and it is well-known, and easy to show, that ρ(A(0)C) > 1
because H by assumption consists of more than a single loop. In view of Lemma 4.1 it suffices now to show 
that limβ→∞ ρ(A(β)C) = 0. To this end note that any path in H of length ≥ #C must visit at least one 
vertex twice. It follows that for any path μ ∈ Pf (H) of length n with r(μ) = s(μ) there is a finite collection

{ν1, ν2, · · · , νN} ⊆ {μ ∈ Pf (H) : 1 ≤ |μ| ≤ #C, s(μ) = r(μ)}

such that N ≥ n
#C and

F (μ) =
N∑

j=1
F (νj) ≥ Na ≥ na

#C
.

Let β > 0 and v ∈ C. Then

A(β)nvv =
∑

μ∈vEnv

e−βF (μ) ≤ A(0)nvve
− βan

#C .

Hence

ρ
(
A(β)C

)
= lim sup

n

((
A(β)C

)n
vv

) 1
n ≤ ρ

(
A(0)C

)
e− βa

#C .

Since a > 0, it follows that limβ→∞ ρ(A(β)C) = 0.
The proof of ii) is analogous to that of i).
iii): Assume first that F (μ) = 0 for some loop in C. Since we assume that C is not circular, there is a 

path ν such that |ν| = m|μ| for some m ∈ N, s(ν) = r(ν) = s(μ) and ν is not the composition of m copies 
of μ. It follows that, with v = s(μ),

(
A(β)C

)nm|μ|
vv

≥
((

A(β)C
)m|μ|
vv

)n

≥ (e−βmF (μ) + e−βF (ν))n = (1 + e−βF (ν))n
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for all n ∈ N, showing that

ρ
(
A(β)C

)
≥
(
1 + e−βF (ν)

) 1
m|μ|

> 1

for all β ∈ R. Assume then that there are loops μ1, μ2 in C such that F (μ1) < 0 < F (μ2). We may assume 
that μ1 and μ2 start at the same vertex v, if necessary after a modification of μ1 or μ2. Then

(
A(β)C

)n|μ1||μ2|
vv

≥ max
{
e−βn|μ2|F (μ1), e−βn|μ1|F (μ2)

}

for all n ∈ N, proving that

ρ
(
A(β)C

)
≥ max

{
e−β

F (μ1)
|μ1| , e−β

F (μ2)
|μ2|

}
> 1

for all β 
= 0. This completes the proof because ρ 
(
A(0)C

)
> 1 since C is not circular. �

Lemma 4.3. Let C be a circular component consisting of the vertexes in the loop μ. Then

ρ
(
A(β)C

)
= e−β F (μ)

|μ|

for all β ∈ R.

Proof. Left to the reader. �
Let C be a component. It follows from Lemma 4.2 and Lemma 4.3 that when F (μ) > 0 for every loop μ

in C, or F (μ) < 0 for every loop in C, there is a unique number βC ∈ R such that

ρ
(
A(βC)C

)
= 1.

Definition 4.4. A non-circular component C in G is a KMS component of positive type when

i) F (μ) > 0 for every loop μ in C, and
ii) βC′ < βC for every component C ′ in C\C, if any.

Similarly, a non-circular component C in G is a KMS component of negative type when

i) F (μ) < 0 for every loop μ in C, and
ii) βC < βC′ for every component C ′ in C\C, if any.

Lemma 4.5.

i) Let β > 0. A non-circular component C is A(β)-harmonic if and only if C is a KMS component of 
positive type and βC = β.

ii) Let β < 0. A non-circular component C is A(β)-harmonic if and only if C is a KMS component of 
negative type and βC = β.

Proof. The proofs of the two cases are identical and we consider here only case i): By definition, C is 
A(β)-harmonic if and only if ρ 

(
A(β)C

)
= 1 and ρ 

(
A(β)C\C

)
< 1. In view of Lemma 4.2 the first con-

dition is equivalent to F (μ) being strictly positive for every loop μ in C and that βC = β. Note that 
ρ 
(
A(βC)C\C

)
= 0 when C\C is non-empty, but does not contain any components, while
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ρ
(
A(βC)C\C

)
= max

{
ρ
(
A(βC)C

′
)

: C ′ a component in C\C
}

otherwise. In view of i) in Lemma 4.2 and Lemma 4.3 this shows that the second condition,

ρ
(
A(βC)C\C

)
< 1,

holds if and only if F (μ) > 0 for every loop μ in C\C and βC′ < βC for every component in C\C. �
We consider then the circular components.

Definition 4.6. A circular component C in G is a KMS component of positive type when

i) F (ν) = 0 for the loop ν in C,
ii) F (μ) > 0 for all loops μ in C \ C, if any.

Similarly, a circular component C in G is a KMS component of negative type when

i) F (ν) = 0 for the loop ν in C, and
ii) F (μ) < 0 for all loops μ in C \ C, if any.

Unlike non-circular components, a circular component C can be a KMS component of both positive and 
negative types. This occurs when there are no loops in C\C.

Let C be a circular component. Assume that C is a KMS component of positive type. If there are no 
components in C\C, it follows ρ 

(
A(β)C\C

)
= 0 for all β ∈ R and we set IC = R in this case. Otherwise, 

set IC = ]βC ,∞[, where

βC = max
{
βC′ : C ′ a component in C\C

}
.

Assume then that C is a KMS component of negative type. If there are no components in C\C, we set 
IC = R. Otherwise, set IC = ]−∞, βC [, where

βC = min
{
βC′ : C ′ a component in C\C

}
.

In analogy with Lemma 4.5 we have the following.

Lemma 4.7.

i) Let β > 0. A circular component C is A(β)-harmonic if and only if C is a KMS component of positive 
type and β ∈ IC .

ii) Let β < 0. A circular component C is A(β)-harmonic if and only if C is a KMS component of negative 
type and β ∈ IC .

Proof. Basically the same as for Lemma 4.5. �
4.2. A(β)-summable sinks

Definition 4.8. A sink s in G is a KMS sink of positive type when F (μ) > 0 for every loop μ in {s}, if any, 
and a KMS sink of negative type when F (μ) < 0 for every loop μ in {s}, if any.
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When there are no loops in {s} we set Is = R. When s is a KMS sink of positive type with components 
in {s}, we set Is = ]βs,∞[ where

βs = max
{
βC′ : C ′ a component in {s}

}
.

Similarly, when s is a KMS sink of negative type with components in {s}, we set Is = ]−∞, βs[ where

βs = min
{
βC′ : C ′ a component in {s}

}
.

Lemma 4.9.

i) Let β > 0. A sink s in G is A(β)-summable if and only if s is a KMS sink of positive type and β ∈ Is.
ii) Let β < 0. A sink s in G is A(β)-summable if and only if s is a KMS sink of negative type and β ∈ Is.

Proof. Left to the reader. �
4.3. The gauge invariant β-KMS states, β 
= 0

For β ∈ R\{0}, let C(β) be the set of non-circular KMS components C such that βC = β, and Z(β) the 
set of circular KMS components D such that β ∈ ID. Let S(β) be the set of KMS sinks s with β ∈ Is. We 
can then summarize our findings with regard to the gauge invariant KMS states as follows.

Theorem 4.10. Let β ∈ R\{0}. For every gauge invariant β-KMS state ϕ for αF there are unique functions 
f : C(β) → [0, 1], g : Z(β) → [0, 1] and h : S(β) → [0, 1] such that 

∑
C f(C) +

∑
D g(D) +

∑
s h(s) = 1 and

ϕ(SμS
∗
ν) = δμ,νe

−βF (μ)φr(μ)

for all finite paths μ, ν, where φ ∈ [0, ∞)V is the vector

φv =
∑

C∈C(β)

f(C)φC
v +

∑

D∈Z(β)

g(D)φD
v +

∑

s∈S(β)

h(s)φs
v.

5. Including the KMS states that are not gauge invariant

To handle KMS states that are not gauge invariant we draw on the results of Neshveyev, [8]. For this it 
is necessary to introduce the groupoid picture of C∗(G).

Originally graph C∗-algebras were introduced using groupoids, [7], but only for row-finite graphs without 
sinks. For general graphs the realization as a groupoid C∗-algebra was obtained by A. Paterson in [9]. To 
describe the groupoid for a general graph, possibly infinite but countable, let Pf(G) and P (G) denote the 
set of finite and infinite paths in G, respectively. The range and source maps, r and s on edges, extend in 
the natural way to Pf (G); the source map also to P (G). A vertex v ∈ V will be considered as a finite path 
of length 0 and we set r(v) = s(v) = v when v is considered as an element of Pf (G). Let V∞ be the set of 
vertexes v that are either sinks, or infinite emitters in the sense that s−1(v) is infinite. The unit space ΩG

of G is the union ΩG = P (G) ∪ Q(G), where

Q(G) = {p ∈ Pf (G) : r(p) ∈ V∞}

is the set of finite paths that terminate at a vertex in V∞. In particular, V∞ ⊆ Q(G) because vertexes are 
considered to be finite paths of length 0. For any p ∈ Pf (G), let |p| denote the length of p. When |p| ≥ 1, 
set
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Z(p) = {q ∈ ΩG : |q| ≥ |p|, qi = pi, i = 1, 2, · · · , |p|} ,

and

Z(v) = {q ∈ ΩG : s(q) = v}

when v ∈ V . When ν ∈ Pf (G) and F is a finite subset of Pf (G), set

ZF (ν) = Z(ν)\

⎛
⎝⋃

μ∈F

Z(μ)

⎞
⎠ . (5.1)

The sets ZF (ν) form a basis of compact and open subsets for a locally compact Hausdorff topology on 
ΩG.2 When μ ∈ Pf (G) and x ∈ ΩG, we can define the concatenation μx ∈ ΩG in the obvious way when 
r(μ) = s(x). The groupoid G consists of the elements in ΩG × Z × ΩG of the form

(μx, |μ| − |μ′|, μ′x),

for some x ∈ ΩG and some μ, μ′ ∈ Pf (G). The product in G is defined by

(μx, |μ| − |μ′|, μ′x)(νy, |ν| − |ν′|, ν′y) = (μx, |μ| + |ν| − |μ′| − |ν′|, ν′y),

when μ′x = νy, and the involution by (μx, |μ| − |μ′|, μ′x)−1 = (μ′x, |μ′| − |μ|, μx). To describe the topology 
on G, let ZF (μ) and ZF ′(μ′) be two sets of the form (5.1) with r(μ) = r(μ′). The topology we shall consider 
has as a basis the sets of the form

{(μx, |μ| − |μ′|, μ′x) : μx ∈ ZF (μ), μ′x ∈ ZF ′(μ′)} . (5.2)

With this topology G becomes an étale second countable locally compact Hausdorff groupoid and we can 
consider the reduced C∗-algebra C∗

r (G) as in [10]. As shown by Paterson in [9] there is an isomorphism 
C∗(G) → C∗

r (G) which sends Se to 1e, where 1e is the characteristic function of the compact and open set

{(ex, 1, r(e)x) : x ∈ ΩG} ⊆ G,

and Pv to 1v, where 1v is the characteristic function of the compact and open set

{(vx, 0, vx) : x ∈ ΩG} ⊆ G.

In the following we use the identification C∗(G) = C∗
r (G) and identify ΩG with the unit space of G via the 

embedding ΩG � x �→ (x, 0, x). In this way we get a canonical embedding C(ΩG) ⊆ C∗(G) and there is a 
conditional expectation P : C∗(G) → C(ΩG) defined such that

P (f)(x) = f(x, 0, x)

when f ∈ Cc(G), cf. [10]. This conditional expectation can be used to characterize the gauge invariant KMS 
states because it follows from Theorem 2.2 in [13] that a KMS state for αF is gauge invariant if and only if 
it factorizes through P .

2 Since we here deal with finite graphs where there are no infinite emitters, the topology has as an alternative basis the sets Z(ν), 
corresponding to ZF (ν) with F = ∅.
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To describe the automorphism group αF in the groupoid picture we define a continuous homomorphism 
cF : G → R by

cF (ux, |u| − |u′|, u′x) = F (u) − F (u′).

The automorphism group αF on C∗
r (G) is then defined such that

αF
t (f)(γ) = eitcF (γ)f(γ)

when f ∈ Cc(G), cf. [10].
Thanks to this picture of C∗(G) and αF , and because we consider finite graphs in this paper, we can 

draw on the results of Neshveyev, [8], to obtain a decomposition of the KMS states into those that are 
gauge invariant and those that are not. Since the groupoid G has the additional properties required in 
Section 2 of [12] we can use the description obtained in Theorem 2.4 of [12] when β 
= 0. Of the β-KMS 
states considered in Theorem 2.4 in [12], it is only those of the form ωϕ

O which may not factor through P . 
Here O is an orbit in ΩG under the canonical action of the groupoid G on its unit space, and O must be 
consistent and β-summable for ωϕ

O to be defined. Furthermore, the formula for ωϕ
O shows that it is only if 

the points in O have non-trivial isotropy group in G that ωϕ
O does not factor through P .

Note that the isotropy group Gx
x ⊆ G of an element x ∈ ΩG is trivial unless x is an infinite path in G

which is pre-period. Its orbit under G is then the orbit of an infinite periodic path. We may therefore assume 
that there is a loop δ in G such that x = δ∞ ∈ P (G). Then

Gx
x = {(x, kp, x) : k ∈ Z} ,

where p is the period of δ∞. We may assume that p = |δ| and find then that cF (x, kp, x) = kF (δ). It follows 
that the G-orbit Gx is consistent in the sense used in [12] if and only if F (δ) = 0. If the component of G
containing δ contains a second loop, there will be another loop δ′ in G starting and ending at the same 
vertex as δ. Then

xn = δnδ′δ∞, n ∈ N,

are distinct elements in Gx, and when we use the notation from [12], we have that

lx(xn) = e−F (δ′).

This shows that
∑

z∈Gx

lx(z)β = ∞

for all β ∈ R, and we conclude therefore that Gx is not β-summable for any β ∈ R. It follows that the only 
G-orbits of elements with non-trivial isotropy groups which can be both consistent and β-summable in the 
sense of [12], are the G-orbits of a periodic infinite path lying in a circular component consisting of a loop δ
with F (δ) = 0. On the other hand, for such an infinite path x the corresponding G-orbit will be β-summable 
if and only if

∑

μ∈E∗
δ s(x)

e−βF (μ) < ∞, (5.3)

where E∗
δ s(x) denotes the set of finite paths μ in G that terminate at s(x) ∈ V and do not contain δ. Note 

that (5.3) will hold if and only if C is a circular KMS component with β ∈ IC . In this case the β-KMS state 
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ωϕ
O is defined for every state ϕ on C∗ (Gx

x), but it will only be extremal when ϕ is a pure state. By using 
the identification C∗(Gx

x) = C(T) this means that the extremal β-KMS states occurring in Theorem 2.4 in 
[12] that are not gauge invariant arise from a number λ ∈ T, considered as a pure state on C(T), and a 
component C of zero type with β ∈ IC . We will denote this extremal β-KMS state by ωλ

C . The formula for 
this state, as it was given in [12], becomes

ωλ
C(f) =

⎛
⎝ ∑

ν∈E∗
δ s(x)

e−βF (ν)

⎞
⎠

−1
∑

k∈Z

∑

μ∈E∗
δ s(x)

λke−βF (μ)f (μx, kp, μx) (5.4)

when f ∈ Cc(G). A general state ϕ on C(T) is given by integration against a Borel probability measure μ
on T and the corresponding β-KMS state ωϕ

O from [12], which we in the present setting will denote by ωμ
C, 

is then given as an integral

ωμ
C(a) =

∫

T

ωλ
C(a) dμ(λ). (5.5)

The conclusions we need here can then be summarized in the following way.

Lemma 5.1. Let β ∈ R\{0}. For every β-KMS state ϕ for αF there is a Borel probability measure ν on 
ΩG, Borel probability measures μD, D ∈ Z(β), on T and numbers t and tD, D ∈ Z(β), in [0, 1] such that 
t +

∑
D∈Z(β) tD = 1 and

ϕ(a) = t

∫

ΩG

P (a) dν +
∑

D∈Z(β)

tDωμD

D (a). (5.6)

The numbers t and tD are uniquely determined by ϕ, as are the Borel probability measures μD with tD > 0.

The measure ν in Lemma 5.1 has certain properties which reflect that ϕ is a KMS state, and they can 
be found in [12], but what matters here is only that

a �→
∫

ΩG

P (a) dν

is β-KMS state which is gauge invariant. It is therefore a convex combination of the states ϕC , ϕs, ϕD given 
by the formula (2.4) when the vector ψ occurring there is substituted by the A(β)-almost harmonic vectors 
φC , C ∈ C(β), φs, s ∈ S(β), and φD, D ∈ Z(β), respectively. Note that the state ϕD corresponding to a 
component D ∈ Z(β) is the same as the state ωm

D from (5.5) when m is the normalized Lebesgue measure 
on T. We can therefore now use Theorem 2.4 in [12] and combine Lemma 5.1 with Theorem 4.10 to obtain 
the following description of the β-KMS states when β 
= 0.

Theorem 5.2. For β ∈ R\{0},

• let C(β) be the set of non-circular KMS components C in G with βC = β,
• let S(β) be the set of KMS sinks s in G with β ∈ Is, and
• let Z(β) be the set of circular KMS components D with β ∈ ID.

For every β-KMS state ϕ for αF there are numbers αC ∈ [0, 1], C ∈ C(β), αs ∈ [0, 1], s ∈ S(β), and 
αD ∈ [0, 1], D ∈ Z(β), and Borel probability measures μD, D ∈ Z(β), on T, such that 

∑
C αC +

∑
s αs +∑

D αD = 1, and
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ϕ =
∑

C∈C(β)

αCϕC +
∑

s∈S(β)

αsϕs +
∑

D∈Z(β)

αDωμD

D .

The numbers αC , αs, αD are uniquely determined by ϕ, as are the Borel probability measures μD for the 
components D ∈ Z(β) with αD > 0.

5.1. Trace states

We need a different approach when β = 0. Since the 0-KMS states are the trace states of C∗(G) we must 
determine these.

Let Z(0) denote the set of circular components C in G with the property that C\C does not contain any 
components, and similarly S(0) the set of sinks s in G such that {s}\{s} does not contain a component. 
For every C ∈ Z(0) the set V \C is hereditary and saturated, and there is a surjective ∗-homomorphism 
πC : C∗(G) → C∗(C), where C is considered as a directed graph with vertex set C ⊆ V and the edge 
set 

{
e ∈ E : s(e), r(e) ∈ C

}
, cf. Theorem 4.1 in [1]. Similarly, when s ∈ S(0) there is also a surjective 

∗-homomorphism πs : C∗(G) → C∗({s}), where {s} is considered as a directed graph with vertex set 
{s} ⊆ V and the edge set 

{
e ∈ E : s(e), r(e) ∈ {s}

}
.

When s ∈ S(0) we let ns be the number of paths in G terminating at s. When C ∈ Z(0) we choose a 
vertex vC ∈ C and set

nC = # {μ ∈ Pf (G) : r(μ) = vC , s(μi) 
= vC , for i ≤ |μ|} ,

where the condition that s(μi) 
= vC is negligible when |μ| = 0.

Theorem 5.3. For every s ∈ S(0),

C∗({s}) � Mns
(C),

and for every C ∈ Z(0),

C∗(C) � MnC
(C(T)) , C ∈ Z(0).

For every trace state ω on C∗(G) there are unique numbers αs ∈ [0, 1] and αC ∈ [0, 1], and trace states ωs

on C∗({s}) and ωC on C∗(C), s ∈ S(0), C ∈ Z(0), such that
∑

s∈S(0)

αs +
∑

C∈Z(0)

αC = 1

and

ω =
∑

s∈S(0)

αsωs ◦ πs +
∑

C∈Z(0)

αCωC ◦ πC .

For the proof of Theorem 5.3 set

N = V \

⎛
⎝ ⋃

C∈Z(0)

C ∪
⋃

s∈S(0)

{s}

⎞
⎠ .

Then N is hereditary and saturated, and the set {Pv : v ∈ N} generates an ideal IN in C∗(G) such that 
C∗(G)/IN � C∗(G̃) where G̃ is the graph with vertex set
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Ṽ =
⋃

C∈Z(0)

C ∪
⋃

s∈S(0)

{s}

and edge set Ẽ = {e ∈ E : r(e) /∈ N}, cf. Theorem 4.1 in [1].

Lemma 5.4. Let ω be a trace state on C∗(G). Then ω(IN ) = 0.

Proof. It suffices to show that ω(Pv) = 0 when v ∈ N . To this end consider a loop μ in G with vertexes 
v1, . . . , vn, v1. The Cuntz–Krieger relations (2.1) imply:

ω(Pv1) = ω
( ∑

e∈s−1(v1)

SeS
∗
e

)
=

∑

e∈s−1(v1)

ω(S∗
eSe) =

∑

e∈s−1(v1)

ω(Pr(e)) ≥ ω(Pv2)

=
∑

e∈s−1(v2)

ω(Pr(e)) ≥ ω(Pv3) = · · · ≥ ω(Pvn
) =

∑

e∈s−1(vn)

ω(Pr(e)) ≥ ω(Pv1).

Hence we must have equality everywhere, which implies that ω(Pr(e)) = 0 if e ∈ s−1(vi) for some i, but 
e /∈ μ. It follows from this that ω(Pw) = 0 when

w ∈
⋃

C∈C
Ĉ \

⋃

C′∈Z(0)

C ′

where C is the set of components. Hence if s is a sink in G it follows that ω(Ps) = 0 unless s ∈ S(0). Consider 
a vertex v ∈ N . If v is sink, ω(Pv) = 0 and we are done. Otherwise, if ω(Pv) > 0, the Cuntz–Krieger relations 
(2.1) imply that there is an edge e1 ∈ s−1(v) such that ω(Pr(e1)) > 0. Then r(e1) cannot be a sink and 
we can find an edge e2 such that s(e2) = r(e1) and ω(Pr(e2)) > 0. We can continue this construction of 
edges ei indefinitely so there are i < i′ such that s(ei) = r(ei′), and the path eiei+1 · · · ei′ is contained in a 
component C. Since ω(Pr(ei)) > 0 this component must be circular and without components in C\C, which 
contradicts that v ∈ N . It follows that ω(Pv) = 0. �

For each C ∈ Z(0), fix a vertex vC ∈ C, and set vs = s for s ∈ S(0). For all v ∈ Ṽ and a ∈ Z(0) ∪ S(0), 
we define:

Na
v = {μ ∈ Pf (G̃) | s(μ) = v , r(μ) = va , s(μi) 
= va for i ≤ |μ|}

where the condition that s(μi) 
= va is negligible when |μ| = 0. We define Na =
⋃

v∈Ṽ Na
v for a ∈ Z(0) ∪S(0).

Lemma 5.5.

C∗(G̃) �
( ⊕

s∈S(0)

M#Ns(C)
)

⊕
( ⊕

C∈Z(0)

M#NC (C(T))
)

Proof. For a ∈ Z(0) ∪ S(0), let eα,β , α, β ∈ Na be the standard matrix units in MNa(C) � M#Na(C). For 
v ∈ Ṽ , set

P̃v =
∑

a∈Z(0)∪S(0)

∑

α∈Na
v

eα,α.

Then P̃v, v ∈ Ṽ , are mutually orthogonal projections. For each f ∈ Ẽ such that s(f) /∈ {va : a ∈ Z(0) ∪
S(0)}, set
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S̃f =
∑

a∈Z(0)∪S(0)

∑

α∈Na
r(f)

efα,α.

If s(f) ∈ {va : a ∈ Z(0) ∪ S(0)}, then s(f) = vC for some C ∈ Z(0), and we let μC denote the unique 
shortest path in G̃ with s(μC) = r(f) and r

(
μC
)

= vC . We define an element

S̃f ∈ C (T,MNC (C))

such that

S̃f (z) = zevC ,μC
.

It is straightforward to verify that P̃v, v ∈ Ṽ , and S̃f , f ∈ Ẽ, is a Cuntz–Krieger family, i.e. they satisfy 
(2.1) relative to G̃. Since

P̃v, S̃f ∈
( ⊕

s∈S(0)

M#Ns(C)
)

⊕
( ⊕

C∈Z(0)

M#NC (C(T))
)

for all v ∈ Ṽ and all f ∈ Ẽ, the universal property of C∗(G̃) gives us a canonical ∗-homomorphism

C∗(G̃) →
( ⊕

s∈S(0)

M#Ns(C)
)

⊕
( ⊕

C∈Z(0)

M#NC (C(T))
)
.

To show that this is an isomorphism, note first that it is surjective because the target algebra is generated 
as a C∗-algebra by P̃v, v ∈ Ṽ , and S̃f , f ∈ Ẽ. For the injectivity we shall appeal to the gauge-invariant 
uniqueness theorem, Theorem 2.1 in [1]. For an a ∈ S(0) ∪ Z(0), define for each ω ∈ T the unitary:

Ua
ω =

∑

α∈Na

ω|α|eα,α

For s ∈ S(0) we define an automorphism ψs
ω on M#Ns(C) by ψs

ω(A) = Us
ωAUs

ω, and for C ∈ Z(0) we define 
an automorphism on M#NC (C(T)) by ψC

ω (f)(z) = UC
ω f(ω#Cz)UC

ω . It is straightforward to check that:

T � ω → ψω := (
⊕

s∈S
ψs

ω) ⊕ (
⊕

C∈Z(0)

ψC
ω )

is an action, and that we for f ∈ Ẽ and v ∈ Ṽ have:

ψω(S̃f ) = ωS̃f ψω(P̃v) = P̃v

for all ω ∈ T. It follows therefore from Theorem 2.1 in [1] that the homomorphism under consideration is 
injective. �
Proof of Theorem 5.3. Consider C ∈ Z(0) and let C∗(G) → M#NC (C(T)) be the surjective ∗-homomor-
phism obtained by composing the quotient map C∗(G) → C∗(G̃) with the projection C∗(G̃) → M#NC (C(T))
obtained from Lemma 5.5. The kernel of this ∗-homomorphism is the same as the kernel of πC : C∗(G) →
C∗(C), namely the ideal generated by

{
Pv : v /∈ C

}
.

It follows that C∗(C) � M#NC (C(T)). In the same way we see that C∗({s}) � M#Ns(C) when s ∈ S(0). 
The statements regarding a trace state ω follow from Lemma 5.4 and Lemma 5.5. �
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6. Ground states

To describe the ground states we use again the groupoid picture described in Section 5 in order to adapt 
the approach from Section 5 in [15] to the present setting. The fixed point algebra of αF is the C∗-algebra 
of the open sub-groupoid

F = {(μx, |μ| − |μ′|, μ′x) : x ∈ ΩG, F (μ) = F (μ′)}

of G. The conditional expectation

Q : C∗(G) → C∗
r (F)

extending the restriction map Cc(G) → Cc(F) can be described as a limit:

Q(a) = lim
R→∞

1
R

R∫

0

αF
t (a) dt, (6.1)

cf. the proof of Theorem 2.2 in [14].
When x ∈ ΩG, z ∈ Pf (G), write z ⊆ x when 1 ≤ |z| and x|[1,|z|] = z or |z| = 0 and z = s(x). An element 

x ∈ ΩG has minimal F -weight when the following holds:

z, z′ ∈ Pf (G), z ⊆ x, r(z′) = r(z) ⇒ F (z′) ≥ F (z) .

We denote the set of elements in ΩG with minimal F -weight by Min(F, G). Then Min(F, G) is closed in ΩG

and F-invariant in the sense that

(x, k, y) ∈ F , x ∈ Min(F,G) ⇒ y ∈ Min(F,G).

It follows that the reduction F|Min(F,G) of F to Min(F, G), defined by

F|Min(F,G) = {(μx, |μ| − |μ′|, μ′x) : x ∈ ΩG, F (μ) = F (μ′), μx ∈ Min(F,G)} ,

is a locally compact étale groupoid. Furthermore, there is a surjective ∗-homomorphism

R : C∗
r (F) → C∗

r

(
F|Min(F,G)

)

extending the restriction map Cc(F) → Cc

(
F|Min(F,G)

)
. Now the proof of Theorem 5.3 in [15] can be 

repeated almost ad verbatim to yield the following.

Theorem 6.1. The map ω �→ ω ◦ R ◦ Q is an affine homeomorphism from the state space of C∗
r

(
F|Min(F,G)

)

onto the ground states of αF .

The structure of the C∗-algebra C∗
r

(
F|Min(F,G)

)
varies a lot with the choice of F . When F is constant 

zero, it is equal to C∗(G), and when F is strictly positive it is isomorphic to Cn, where n is the number 
of sinks in G. If G consists of three edges, ei, and a vertex v with r(ei) = s(ei) = v, i = 1, 2, 3, and if 
F (e1) = F (e2) = 0 while F (e3) = 1, we find that C∗(G) is the Cuntz-algebra O3 while C∗

r

(
F|Min(F,G)

)
is a 

copy of O2.
Which of the ground states are weak* limits, for β → ∞, of β-KMS states, can be decided by combining 

Theorem 6.1 with Theorem 5.2. It follows, for instance, that they all are when F = 1, while none of them 
are in the last mentioned example.
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7. An example

Consider the following graph G. The two sinks are s1 and s2 and there are four components labeled C1
through C4. In order to define various functions on the edge set we have labeled four edges a, b, c and d.

Consider first the gauge action where F (e) = 1 for all edges e. The two sinks are both KMS sinks in this 
case; with intervals Is1 = R and Is2 =

]
log 2

2 ,∞
[
. Of the components it is only C2 and C4 that are KMS 

components, both of positive type and with βC2 = βC4 = log 2
2 . There are three extremal β-KMS states 

when β = log 2
2 , coming from s1, C2 and C4, one when β < log 2

2 , coming from s1, and two when β > log 2
2 , 

coming from s1 and s2. This ‘KMS spectrum’ away from 0 can be described by the following figure.

KMS spectrum (β 
= 0) for the gauge action on C∗(G).

To define a different generalized gauge action, let E be the set of edges in G, and set F1(e) = 1 when 
e ∈ E\{a, b, c} while F1(a) = F1(b) = −2 and F1(c) = 0. If we describe the KMS-spectrum for the action αF1

by a diagram as was done for the gauge action, the picture becomes the following. The red line3 describes 
the contribution from the circular KMS component C3 and hence each point on it represents a family of 
extremal KMS states parametrized by a circle.

KMS spectrum (β 
= 0) for the generalized gauge action αF1 on C∗(G).

Finally we consider F2 defined such that F2(e) = 1 when e ∈ E\{a, d}, F2(a) = −1 and F2(d) = −3
2 . For 

the generalized gauge action αF2 we find the following KMS spectrum.

3 For interpretation of the references to color in the text, the reader is referred to the web version of this article.
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KMS spectrum (β 
= 0) for the generalized gauge action αF2 on C∗(G).

The structure of the ground states varies also for the three actions. For the gauge action there are 
two extremal ground states coming from the sinks, while for the actions αF1 and αF2 there are infinitely 
many. Concerning αF1 the sinks still contribute two, but the infinite path c∞ has minimal F1-weight and 
contributes a family of extremal ground states naturally parametrized by a circle. The sink s1 is the only 
sink which gives rise to an extremal ground state for the action αF2 , but now the loop of period 2 beginning 
with the edge a is an element of Min(F2, G) and gives rise to a family of extremal ground states naturally 
parametrized by a circle.

The 0-KMS states are of course the same for all three actions. They are the trace states on the algebra, 
and by using Theorem 5.3 we see that they can be identified with the trace states on M2(C) ⊕ M3(C(T)), 
where the sink s1 is responsible for the first summand and the component C1 for the second.
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The introduction of graph C∗-algebras more than 20 years ago by Pask, Kumjian, 
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models which arise by considering generalized gauge actions on the C∗-algebra of a 
Cayley graph. From previous work involving infinite graphs it has become clear that the 
study of KMS states and weights for generalized gauge actions on the C∗-algebra of a 
infinite graph is closely related to the theory of denumerable Markov chains and random 
walks, and that results from these fields can provide solutions to some of the questions 
motivated by the physical interpretations. In many cases, however, these questions turn 
into problems that are notoriously very difficult, and only little help is offered by the 
results from other fields of mathematics. This is intriguing because the results in [15] show 
that infinite graphs offer a richness in the structure of KMS states and weights which 
can not be realized with finite graphs and which is only paralleled by the constructions 
made by Bratteli, Elliott and Kishimoto in the 80’s, cf. [2]. Furthermore, several of the 
issues that arise from the operator algebra setting and its interpretation as a model in 
quantum statistical mechanics have not, or only very marginally been considered from 
the point of view of Markov chains or random walks and they call for new ideas.

In this paper we set up the general framework for the study of KMS states of gen-
eralized gauge actions on the graph C∗-algebra of a Cayley graph, or more precisely 
the restriction of these actions to the corner of the algebra obtained by considering the 
neutral element of the group as a distinguished vertex. These states are in one-to-one 
correspondence with the vectors that are normalized and harmonic for a matrix over 
the group which depends on the inverse temperature β. For fixed β one can in this way 
translate the problem of finding the β-KMS states to one which deals with a stochastic 
matrix and hence with a random walk on the group. This opens up the possibility of 
exploiting the substantial existing literature on harmonic functions for random walks on 
groups in the study of KMS states on associated graph C∗-algebras. However, the depen-
dence on the inverse temperature β presents issues for which there are no analogues in 
the random walk setting, for example the question about the behavior of the equilibrium 
states as the temperature goes to zero which we study in detail in the present work.

For abelian and more generally nilpotent groups there are results which describe 
the harmonic vectors of all non-negative matrices over the group that are consistent 
with the Cayley graph and where the passage to a stochastic matrix is therefore not 
necessary. This allows us to give a complete description of the KMS and KMS∞ states 
for the generalized gauge actions with a potential function defined from a strictly positive 
function on the set of generators when the graph in question is the Cayley graph of a 
nilpotent group. The structure depends almost entirely on the abelianization of the group 
and from the methods we employ it becomes clear that a similar structure is present for 
arbitrary groups. To make this clear, and because it shows that our results have bearing 
for all finitely generated groups, we introduce abelian KMS and KMS∞ states in the 
general setting. They are the KMS and KMS∞ states that arise from the harmonic 
vectors that factor through the abelianization of the group. We show that when the 
abelianization of the group is finite there is a unique abelian KMS state, and when the 
rank of the abelianization is n ≥ 1 there is a critical inverse temperature β0 > 0 such 
that there are no abelian β-KMS states when β < β0, a unique abelian β0-KMS state 
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and for β > β0 the simplex of abelian β-KMS states is affinely homeomorphic to the 
Bauer simplex of Borel probability measures on the (n − 1)-sphere. Based on this we 
determine the abelian KMS∞ states; the ground states in the quantum statistical model 
that are limits of abelian β-KMS states when β tends to infinity, [5]. The result is that 
they also form a Choquet simplex affinely homeomorphic to the Bauer simplex of Borel 
probability measures on the (n − 1)-sphere. This may be expected given the description 
of the abelian β-KMS states, but one should bear in mind that it is a priori not even 
clear that the KMS∞ states constitute a convex set and it is also not clear, in view of 
the massive collapse at the critical value β0, that collapsing does not occur at infinity. 
The proof that the (n − 1)-sphere ‘survives to infinity’ occupies almost half of the paper 
and involves a great deal of finite dimensional convex geometry.

In a final section we consider two examples; the Heisenberg group and the infinite 
dihedral group. In both examples we consider a canonical set of generators and the 
gauge action on the resulting graph C∗-algebras. Since the Heisenberg group is nilpotent 
we easily find all KMS and KMS∞ states by using our general results. For the infinite 
dihedral group, which is not nilpotent, we need to do a bit more work and find that 
there is only one abelian KMS state and a richer collection of general KMS states. This 
illustrates that for groups that are not nilpotent the structure of KMS states and KMS∞
states is more complicated, and the abelian states will only give a (small) part of the 
picture. For general finitely generated groups, the complete picture is presently way out 
of reach.

While this work is the first to study KMS states and ground states for actions on 
the C∗-algebra of Cayley graphs, KMS∞ states have been investigated in other cases, 
for example in [3,11,12], following their introduction by Connes and Marcolli in [5]. In 
many cases the set of all ground states as they are usually defined, e.g. in [1], constitute 
a much larger set. This is also the case in our setting, where the set of ground states can 
be identified with the state space of a sub-quotient of the algebra, cf. [16].

2. Generalized gauge actions on a pointed Cayley graph

Given a group G and a finite set Y of generators of G there is a natural way of 
defining a directed graph Γ = Γ(G, Y ) whose vertexes are the elements of G and with 
an edge (or arrow) from g ∈ G to h ∈ G iff g−1h ∈ Y . This is the Cayley graph and 
it provides the main tool for the geometric study of discrete finitely generated groups. 
Since the introduction of C∗-algebras from directed graphs, [10], the Cayley graphs 
have provided a way of associating to a finitely generated discrete group a C∗-algebra 
C∗(Γ) very different from the full or reduced group C∗-algebra usually considered in 
relation to discrete groups. The algebra is the universal C∗-algebra generated by a set 
V (g, s), g ∈ G, s ∈ Y , of partial isometries such that

V (h, t)∗V (g, s) =
{

0 when h �= g or t �= s,
∑

y∈Y V (gy, y)V (gy, y)∗ when h = g and t = s.
(2.1)
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For g ∈ G we let Pg denote the projection

Pg =
∑

y∈Y

V (gy, y)V (gy, y)∗.

When G is infinite the graph Γ is also infinite and the C∗-algebra C∗(Γ) is not unital. 
But the neutral element e0 of G defines the canonical unital corner Pe0C

∗(Γ)Pe0 stably 
isomorphic to C∗(Γ), and in this paper we will focus attention to this corner of C∗(Γ).

We emphasize that the only condition on Y is that it generates G as a semi-group, i.e. 
every element of G is a product of elements from Y . For various reasons it is convenient 
to exclude the case where Y only contains one element. G is a finite cyclic group when 
this happens, a case we do not exclude when Y contains at least two elements. Thus we 
make the following standing assumption:

Assumption 2.1. It is assumed that Y ⊆ G is a finite set containing at least two elements 
and that it generates G as a semi-group.

Under this assumption C∗(Γ) and the corner Pe0C
∗(Γ)Pe0 are simple C∗-algebras by 

Corollary 6.8 of [10].
Let F : Y → R be a function. The universal property of C∗(Γ) guarantees the existence 

of a continuous one-parameter group of automorphisms γF
t , t ∈ R, on C∗(Γ) defined such 

that

γF
t (V (g, s)) = eiF (s)tV (g, s).

Note that γF keeps the corner Pe0C
∗(Γ)Pe0 globally invariant and therefore defines a 

continuous one-parameter group of automorphisms, still denoted by γF
t , on Pe0C

∗(Γ)Pe0 .
We aim now to identify Pe0C

∗(Γ)Pe0 as a C∗-subalgebra of the Cuntz-algebra On

where n = #Y , cf. [6]. To simplify notation, set

OY = O#Y .

Let Rg, g ∈ G, be the right-regular representation of G on l2(G) and Vs, s ∈ Y , the 
canonical isometries generating OY . Let 1g ∈ B(l2(G)) be the orthogonal projection onto 
the subspace of l2(G) spanned by the characteristic function of g ∈ G. The elements

V (g, s) = 1gs−1Rs ⊗ Vs

in B(l2(G)) ⊗ OY satisfy the relations (2.1) and hence they generate a copy of C∗(Γ). 
For t = (t1, t2, · · · , tn) ∈ Y n, set t = t1t2 · · · tn ∈ G, and let Vt ∈ OY be the isometry

Vt = Vt1Vt2 · · ·Vtn
.

Set Y 0 = ∅ and ∅ = e0, V∅ = 1 ∈ OY . The elements
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1hRt u−1 ⊗ VtV
∗
u , (2.2)

where t ∈ Y n, u ∈ Y m, n, m ∈ N ∪ {0}, h ∈ G, span a ∗-subalgebra of B(l2(G)) ⊗ OY , 
and since

(1e0 ⊗ 1)(1hRt u−1 ⊗ VtV
∗
u )(1e0 ⊗ 1) =

{
1e0 ⊗ VtV

∗
u when h = e0 and t = u

0, otherwise,

it follows that the elements VtV
∗
u with t = u span a ∗-subalgebra of OY whose closure, 

which we denote by OY (G), is a copy of Pe0C
∗(Γ)Pe0 .

To formulate what the action γF looks like in this picture, set F (∅) = 0 and

F (w) =
n∑

j=1
F (wj)

when w = (w1, w2, · · · , wn) ∈ Y n. It follows from the universal property of OY that 
there is a one-parameter group αF of automorphisms on OY such that

αF
t (VwV ∗

u ) = eit(F (w)−F (u))VwV ∗
u

for all w, u ∈ ⋃∞
n=0 Y

n. Note that αF leaves OY (G) globally invariant and defines a 
one-parameter group of automorphisms on OY (G).

We summarize the preceding considerations with the following

Proposition 2.2. Let OY (G) be the closed span in OY of the elements VwV ∗
u with w = u. 

There is a ∗-isomorphism π : Pe0C
∗(Γ)Pe0 → OY (G) such that π ◦ γF

t = αF
t ◦ π for all 

t ∈ R.

3. KMS measures and harmonic vectors

3.1. KMS states and KMS measures

Let β ∈ R. A state ω on OY (G) is a β-KMS state for αF when there is a dense 
αF -invariant ∗-subalgebra A of OY (G) consisting of analytic elements for αF such that

ω(ab) = ω
(
bαF

iβ(a)
)

(3.1)

for all a, b ∈ A, cf. [1]. By Proposition 5.3.7 in [1] this condition is independent of A, and 
since the elements VtV

∗
u with t = u span a ∗-subalgebra of OY (G) consisting of analytic 

elements for αF it follows that ω is a β-KMS state if and only if

ω
(
Vt1V

∗
u1Vt2V

∗
u2

)
= eβ(F (u1)−F (t1))ω

(
Vt2V

∗
u2Vt1V

∗
u1

)
(3.2)

when t1, t2, u1, u2 ∈ ⋃∞
n=0 Y

n and ti = ui, i = 1, 2.
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It is well-known that the elements VtV
∗
t , t ∈ ⋃∞

n=0 Y
n, generate a copy of C

(
Y N)

inside OY (G) and that there is a conditional expectation E : OY → C
(
Y N) with the 

property that

E (VtV
∗
u ) =

{
VtV

∗
t when t = u

0 otherwise.
(3.3)

Lemma 3.1. Let β ∈ R and let ω be a β-KMS state for αF on OY (G). There is a unique 
Borel probability measure m on Y N such that

ω(a) =
∫

Y N

E(a) dm (3.4)

for all a ∈ OY (G).

Proof. The conclusion can be obtained by combining Proposition 5.6 in [4] with Theo-
rem 2.2 in [15], but in the present setting there is a much shorter proof: Let l ∈ ⋃∞

n=1 Y
n

be an element such that l = e0. Since Y contains more than one element by assumption, 
there is an element l′ ∈ ⋃∞

n=1 Y
n with l′ = e0 such that l and l′ have different first 

entries. Then VlV
∗
l +Vl′V ∗

l′ ≤ 1 and hence ω (VlV
∗
l )+ω (Vl′V ∗

l′ ) ≤ 1. The KMS condition 
(3.2) shows that

ω (Vl′V ∗
l′ ) = ω

(
V ∗

l′ αF
iβ (Vl′)

)
= e−βF (l′)ω (V ∗

l′ Vl′) = e−βF (l′) > 0,

implying that e−βF (l) = ω (VlV
∗
l ) < 1. Consider then general elements t, u ∈ ⋃∞

n=0 Y
n

with t = u such that t �= u. It follows from the KMS-condition (3.2) that

ω(VtV
∗
u ) = ω(VtV

∗
t VtV

∗
u ) = ω(VtV

∗
u VtV

∗
t ).

In particular, ω(VtV
∗
u ) = 0 if V ∗

u Vt = 0. If V ∗
u Vt is not zero, there is an element l ∈⋃∞

n=1 Y
n with l = e0 such that u = tl or t = ul. Then

ω(VtV
∗
u ) = ω

(
αF

iβ (VtV
∗
u )
)

= e±βF (l)ω(VtV
∗
u ),

where the sign depends on which of the two cases we are in. From the above we know 
that eβF (l) �= 1 and conclude therefore that ω(VtV

∗
u ) = 0 when t �= u. This shows that 

ω = ω ◦ E and the statement in the lemma follows then from the Riesz representation 
theorem. �
Definition 3.2. A Borel probability measure m on Y N is a β-KMS measure for αF when 
the state ω defined by (3.4) is a β-KMS state for αF .
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When t = (t1, t2, · · · , tn) ∈ Y n we denote in the following by tY N the cylinder set

tY N =
{
(yi)∞

i=1 ∈ Y N : yi = ti, i = 1, 2, · · · , n
}
,

and we set ∅Y N = Y N.

Lemma 3.3. A Borel probability measure m on Y N is a β-KMS measure if and only if

eβF (t)m
(
tY N) = eβF (u)m

(
uY N) (3.5)

whenever t, u ∈ ⋃∞
n=0 Y

n satisfy that t = u.

Proof. Let ω be the state of OY (G) defined by (3.4). Let t1, u1, t2, u2 ∈ ⋃n Y n such that 
ti = ui, i = 1, 2. Using the relations satisfied by the isometries Vs and (3.3) we find

ω
(
Vt1V

∗
u1Vt2V

∗
u2

)
=

⎧
⎪⎪⎨
⎪⎪⎩

ω
(
Vu2V

∗
u2

)
if t2 = u1x and u2 = t1x for some x ∈ ⋃∞

n=0 Y
n,

ω
(
Vt1V

∗
t1

)
if u1 = t2x and t1 = u2x for some x ∈ ⋃∞

n=0 Y
n,

0 in all other cases,

while

ω
(
Vt2V

∗
u2α

F
iβ

(
Vt1V

∗
u1

))
= eβ(F (u1)−F (t1))ω

(
Vt2V

∗
u2Vt1V

∗
u1

)

=

⎧
⎪⎪⎨
⎪⎪⎩

eβ(F (u1)−F (t1))ω
(
Vu1V

∗
u1

)
if t1 = u2x and u1 = t2x for some x ∈ ⋃∞

n=0 Y
n,

eβ(F (u1)−F (t1))ω
(
Vt2V

∗
t2

)
if u2 = t1x and t2 = u1x, for some x ∈ ⋃∞

n=0 Y
n,

0 in all other cases.

The two expressions agree for all choices of t1, u1, t2 and u2 if and only if (3.5) holds for 
all t, u ∈ ⋃∞

n=0 Y
n with t = u. Since the elements VtV

∗
u are analytic elements for αF it 

follows that ω is a β-KMS state for αF if and only if (3.5) holds for all t, u ∈ ⋃∞
n=0 Y

n

with t = u. �
Corollary 3.4. The formula (3.4) gives an affine homeomorphism between the β-KMS 
measures on Y N and the β-KMS states for αF .

In terms of the canonical generators from Proposition 2.2 the β-KMS state ω corre-
sponding to a β-KMS measure m is given by the formula

ω (VtV
∗
u ) =

{
m
(
tY N) when t = u

0 otherwise.
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3.2. KMS measures and harmonic vectors

A vector (or function) ψ : G → [0, ∞) will be called β-harmonic when

∑

s∈Y

e−βF (s)ψgs = ψg (3.6)

for all g ∈ G, and normalized when ψe0 = 1.

Lemma 3.5. Let ψ be a normalized β-harmonic vector. There is a unique β-KMS measure 
m on Y N such that

m
(
tY N) = e−βF (t)ψt (3.7)

for all t ∈ ⋃∞
n=0 Y

n.

Proof. It is standard to construct from ψ a Borel probability measure on Y N such that 
(3.7) holds. For example one can apply Theorem 1.12 in [17] with the stochastic matrix 
p over G defined such that

p(g, h) = ψ−1
g e−βF (g−1h)ψh

when g−1h ∈ Y and p(g, h) = 0 otherwise, and with the initial distribution given by 
the Dirac measure supported on e0. The resulting measure is clearly unique and it is a 
β-KMS measure by Lemma 3.3. �

As a converse to Lemma 3.5, note that a β-KMS measure m defines a vector ψ : G →
[0, ∞) such that

ψg = eβF (t)m
(
tY N) (3.8)

for any choice of t ∈ ⋃∞
n=0 Y

n with t = g, and it is straightforward to check that ψ is 
β-harmonic. Therefore

Proposition 3.6. The formula (3.7) establishes a bijection between the β-KMS measures 
on Y N and the normalized β-harmonic vectors.

In conclusion, there are affine homeomorphisms between

• the β-KMS states for αF ,
• the β-KMS measures on Y N, and
• the normalized β-harmonic vectors on G,
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given by (3.4) and (3.7), respectively. As a consequence there are bijections between the 
extremal β-KMS states, the extremal β-KMS measures and the extremal normalized 
β-harmonic vectors.

4. The abelian KMS states

We say that a normalized β-harmonic vector ψ is abelian when

ψhgk = ψhkg

for all h, g, k ∈ G. The abelian elements constitute a closed convex subset in the set of 
normalized β-harmonic vectors and we denote this set by Δ. A KMS state for αF is 
abelian when the associated normalized β-harmonic vector is abelian. Before we proceed 
with an investigation of abelian KMS states we point out that all KMS states are abelian 
when G is nilpotent. This follows from the Krein–Milman theorem and the following 
result of Margulis, cf. [14], first proved for abelian groups by Doob, Snell and Williamson, 
[7].

Theorem 4.1. (Margulis) Assume that G is nilpotent. A normalized extremal β-harmonic 
vector ψ : G → [0, ∞) is multiplicative: ψgh = ψgψh for all g, h ∈ G.

Lemma 4.2. An element ψ ∈ Δ is extremal in Δ if and only if there is there is a 
homomorphism c : G → R such that

ψg = ec(g) ∀g ∈ G. (4.1)

Proof. Assume first that ψ is extremal in Δ. Since ψ is abelian and β-harmonic,

ψg =
∑

s∈Y

e−βF (s)ψsg =
∑

s∈Y

e−βF (s)ψsψ
s
g, (4.2)

where ψs : G → [0, ∞) is defined by ψs
g = ψ−1

s ψsg. Note that 
∑

s∈Y e−βF (s)ψs = ψe0 = 1
and that ψs is a normalized β-harmonic vector. Furthermore, ψs is abelian since ψ is. 
Since ψ is extremal by assumption it follows therefore from (4.2) that ψs = ψ for all 
s ∈ Y . That is, ψsg = ψsψg for all s ∈ Y and all g ∈ G. Since Y generates G as a 
semigroup it follows that ψhg = ψhψg for all h, g ∈ G. Set c(g) = logψg.

Conversely assume that there is a homomorphism c : G → R such that (4.1) holds. 
Consider an element φ ∈ Δ and a t > 0 such that tφg ≤ ψg for all g ∈ G. We must show 
that φ = ψ. To this end we use Choquet theory to write

φg =
∫

∂Δ

ξg dν(ξ)

Paper B. Equilibrium and ground states from Cayley graphs 99



1562 J. Christensen, K. Thomsen / Journal of Functional Analysis 274 (2018) 1553–1586

where ν is a Borel probability measure on the set ∂Δ of extreme points in Δ, cf. e.g. 
Proposition 4.1.3 and Theorem 4.1.11 in [1]. When ξ ∈ ∂Δ\{ψ} there is a k ∈ G such 
that ξk/ψk > 1, and hence also an open neighborhood U of ξ in ∂Δ such that ξ′

k/ψk > 1
for all ξ′ ∈ U . From the first part of the proof we know that the elements of ∂Δ are 
multiplicative and the same is true for ψ by assumption. Hence

lim
n→∞

ξ′
nk (ψnk)−1 = lim

n→∞

(
ξ′
k (ψk)−1

)n

= ∞

for all ξ′ ∈ U . But tφ ≤ ψ by assumption, so we must have that
∫

U

ξ′
nk (ψnk)−1 dν(ξ′) ≤ (ψnk)−1

∫

∂Δ

ξ′
nk dν(ξ′) = (ψnk)−1

φnk ≤ t−1

for all n ∈ N and we conclude therefore that ν(U) = 0. Since ξ ∈ ∂Δ\{ψ} was arbitrary 
it follows first that ν (∂Δ\{ψ}) = 0, and then that φ = ψ. �

A Borel measure m on Y N is abelian when m 
(
t1t2t3Y

N) = m 
(
t1t3t2Y

N) for all 
t1, t2, t3 ∈ ⋃n Y n. Clearly, a β-KMS measure is abelian if and only if the corresponding 
β-harmonic vector is.

A Borel probability measure m on Y N is Bernoulli when there is map, sometimes 
called a probability vector, p : Y → [0, 1] with 

∑
y∈Y p(y) = 1 such that m is the 

corresponding infinite product measure on Y N, i.e.

m
(
tY N) =

n∏

i=1
p(ti)

when t = (ti)ni=1 ∈ Y n.

Lemma 4.3. An abelian β-KMS measure is extremal in the set of abelian β-KMS measures 
if and only if it is a Bernoulli measure.

Proof. Consider an abelian β-KMS measure m and let ψ be the corresponding 
β-harmonic vector. If m is extremal in the set of abelian β-KMS measures ψ is ex-
tremal in Δ and by Lemma 4.2 there is a c ∈ Hom(G, R) such that ψg = ec(g) for all g. 
The condition 

∑
s∈Y e−βF (s)ψs = ψe0 = 1 implies that

∑

s∈Y

ec(s)−βF (s) = 1.

Set p(s) = ec(s)−βF (s). For t = (t1, t2, · · · , tn) ∈ Y n we find that

m
(
tY N) =

n∏

i=1
e−βF (ti)ψt1t2···tn

=
n∏

i=1
e−βF (ti)+c(ti) =

n∏

i=1
p(ti),
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showing that m is the Bernoulli measure on Y N defined from p. This proves one of the 
implications, and to prove the reverse assume that m is a β-KMS measure which happens 
to be Bernoulli. Let ψ be the β-harmonic vector corresponding to m. Then ψ is clearly 
abelian. When t, u ∈ ⋃n Y n we find from (3.7) that

ψtu = ψtu = eβ(F (t)+F (u))m
(
tuY N)

= eβF (t)eβF (u)m
(
tY N)m

(
uY N) = ψtψu.

Thus g → ψg is multiplicative and hence of the form (4.1) for some c ∈ Hom(G, R). It 
follows from Lemma 4.2 that ψ is extremal, and hence also that m is. �

Set

Q(β) =
{
c ∈ Hom(G,R) :

∑

s∈Y

ec(s)−βF (s) = 1
}

.

Equip RG with the product topology and Q(β) ⊆ RG with the relative topology. Then 
Q(β) is a compact subset of RG. Given an element c ∈ Q(β) we denote by bc the Bernoulli 
measure on Y N defined from the probability vector p(y) = ec(y)−βF (y).

Lemma 4.4. The map c �→ bc is a homeomorphism from Q(β) onto the set of extreme 
points of the abelian β-KMS measures equipped with the weak*-topology.

Proof. bc is a β-KMS measure by Lemma 3.5. It follows from Lemma 4.3 and its proof 
that {bc : c ∈ Q(β)} is the set of extreme points in the set of abelian β-KMS measures. 
Since the map c �→ bc is continuous it suffices to show that is it also injective; a fact 
which follows immediately from the observation that

ec(s) = eβF (s)bc
(
sY N)

for all s ∈ Y . �
Theorem 4.5. There is an affine homeomorphism ν �→ ων from the Borel probability 
measures ν on Q(β) onto the abelian β-KMS states for αF such that

ων(a) =
∫

Q(β)

∫

Y N

E(a) dbc dν(c) (4.3)

for a ∈ OY (G).

Proof. Given a Borel probability measure ν on Q(β) we can define a Borel probability 
measure m on Y N such that
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m(B) =
∫

Q(β)

bc(B) dν(c)

for every Borel subset B ⊆ Y N. It is clear that m is an abelian β-KMS measure since all 
bc, c ∈ Q(β) are, and it follows from Lemma 4.4 and Choquet theory that we obtain all 
abelian β-KMS measures m on Y N this way. Set

ων(a) =
∫

Y N

E(a) dm,

and note that (4.3) holds. Hence the map under consideration is surjective onto the 
abelian β-KMS states for αF . To see that it is also injective assume that ν and ν′ are 
Borel probability measures on Q(β) such that the corresponding states defined by (4.3)
are the same. Then

∫

Q(β)

∫

Y N

f dbc dν(c) =
∫

Q(β)

∫

Y N

f dbc dν′(c)

for all f ∈ C
(
Y N). Taking f to be the characteristic function of tY N we find that

∫

Q(β)

n∏

i=1
ec(ti) dν′(c) =

∫

Q(β)

n∏

i=1
ec(ti) dν(c)

for all t ∈ Y n and all n. This shows that integration with respect to ν and ν′ give the 
same functional on the algebra of functions on Q(β) generated by the maps Q(β) � c �→
ec(s), s ∈ Y . This algebra is dense in C(Q(β)) by the Stone–Weierstrass theorem and it 
follows therefore that ν = ν′. �
4.1. A closer look at Q(β)

First the case where the abelianization of G is finite:

Proposition 4.6. When the abelianization G/[G, G] of G is trivial or a finite group there 
is an abelian β-KMS measure if and only if

∑

s∈Y

e−βF (s) = 1. (4.4)

When it exists, the abelian β-KMS measure is unique and it is the Bernoulli measure 
corresponding to the probability vector p(s) = e−βF (s).

Proof. This follows directly from Theorem 4.5 since Hom(G, R) = {0} when G/[G, G] is 
finite. �
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Corollary 4.7. Assume that G is nilpotent and that the abelianization G/[G, G] of G is 
trivial or a finite group. There is a β-KMS measure if and only if

∑

s∈Y

e−βF (s) = 1. (4.5)

When it exists, the β-KMS measure is unique and it is the Bernoulli measure corre-
sponding to the probability vector ps = e−βF (s).

Note that the one-parameter group αF is the restriction to OY (G) of an action on OY . 
Any KMS state for the action on OY will restrict to a KMS state for αF . It follows from 
work of Exel and Laca, [8], at least when F is strictly positive, that the action on OY

has exactly one KMS state. The abelian KMS state in Proposition 4.6 is the restriction 
to OY (G) of that state.

Consider now the case where the rank of G/[G, G] is positive, say n ≥ 1. Then 
Hom(G, R) � Rn and we choose n linearly independent elements c′

i ∈ Hom(G, R), i =
1, 2, · · · , n. For each s ∈ Y , set

cs = (c′
1(s), c′

2(s), · · · , c′
n(s)) ∈ Rn.

Then

Q(β) �
{
u ∈ Rn :

∑

s∈Y

exp (u · cs − βF (s)) = 1
}

(4.6)

when we let · denote the canonical inner product in Rn.

Lemma 4.8. There is a unique vector u(β) ∈ Rn such that
∑

s∈Y

exp (u · cs − βF (s)) >
∑

s∈Y

exp (u(β) · cs − βF (s)) (4.7)

for all u ∈ Rn\{u(β)}. The vector u(β) is determined by the condition that
∑

s∈Y

cs exp (u(β) · cs − βF (s)) = 0. (4.8)

Proof. The function Rn � u �→∑
s∈Y e−βF (s)eu·cs is strictly convex since the exponential 

function is. It has therefore at most one local minimum, which is necessarily a global 
minimum. It follows that the global minimum, if it exists, occurs at the unique u(β) ∈ Rn

where the gradient is 0, i.e. the vector u(β) for which (4.8) holds. It suffices therefore to 
show that

lim
‖u‖→∞

∑

s∈Y

exp (u · cs − βF (s)) = ∞. (4.9)
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To establish (4.9) it suffices to show that for each v ∈ Rn, ‖v‖ = 1, there is an s ∈ Y

such that v · cs > 0. Assume for a contradiction that ‖v‖ = 1 and v · cs ≤ 0 for all s ∈ Y . 
Define c : G → Rn such that c(g) = (c′

1(g), c′
2(g), · · · , c′

n(g)). Since v · cs ≤ 0 it follows 
that v · c(g) ≤ 0 for all g ∈ G, and hence also −v · c(g) = v · c 

(
g−1) ≤ 0 for all g ∈ G. 

This implies v1c
′
1 + v2c

′
2 + · · · + vnc

′
n = 0, contradicting the choice of the c′

i’s. �
In view of Lemma 4.8 and (4.6) we must distinguish between the following three cases:

4.1.1. 
∑

s∈Y e−βF (s)eu(β)·cs > 1
Then Q(β) = ∅.

4.1.2. 
∑

s∈Y e−βF (s)eu(β)·cs = 1
Then Q(β) = {u0}, where u0 ∈ Hom(G, R) is determined by the condition that 

u0(s) = u(β) · cs s ∈ Y . The corresponding β-KMS measure is the Bernoulli measure on 
Y N defined by the probability vector ps = e−βF (s)eu(β)·cs .

4.1.3. 
∑

s∈Y e−βF (s)eu(β)·cs < 1
Then Q(β) is homeomorphic to the (n − 1)-sphere

Sn−1 = {v ∈ Rn : ‖v‖ = 1} .

This follows from

Lemma 4.9. Assume that 
∑

s∈Y e−βF (s)eu(β)·cs < 1. For every v ∈ Sn−1 there is a unique 
positive number tβ(v) such that

u(β) + tβ(v)v ∈ Q(β)

and the map Sn−1 � v �→ u(β) + tβ(v)v is a homeomorphism from Sn−1 onto Q(β).

Proof. Let v ∈ Rn be a unit vector. The function fv : R → R given by

fv(t) =
∑

s∈Y

exp ((u(β) + tv) · cs − βF (s)) =
∑

s∈Y

e−βF (s)eu(β)·csetv·cs

has a unique local minimum when t = 0 where fv(0) < 1. It follows from (4.9) that 
limt→±∞ fv(t) = ∞. There are therefore unique real numbers t−, t+ ∈ R with t− < 0 <
t+ such that fv(t−) = fv(t+) = 1. Set tβ(v) = t+ and note that f ′

v(tβ(v)) > 0. It follows 
therefore from the implicit function theorem that tβ(v) is a differentiable, in particular 
continuous function of v. As a consequence also the map

Sn−1 � v → u(β) + tβ(v)v ∈ Q(β)
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is continuous. It is easy to see that it is injective. To prove surjectivity let u ∈ Q(β). 
Then u �= u(β) and we set

v′ := u − u(β)
‖u − u(β)‖ ∈ Sn−1.

Observe that tβ(v′) = ‖u − u(β)‖ since this is a positive number and

∑

s∈Y

exp ((u(β) + ‖u − u(β)‖v′) · cs − βF (s)) =
∑

s∈Y

e−βF (s)eu·cs = 1.

It follows that u(β) + tβ(v′)v′ = u. �
The abelian β-KMS measure on Y N corresponding to the vector v ∈ Sn−1 is the 

Bernoulli measure given by the probability vector p, where

p(s) = exp ((u(β) + tβ(v)v) · cs − βF (s)) .

Assumption 4.10. Assume now that F (s) > 0 for all s ∈ Y .

Lemma 4.11. For each u ∈ Rn there exists a unique number β(u) ∈ R+ such that

∑

s∈Y

e−β(u)F (s)eu·cs = 1 .

The function Rn � u → β(u) ∈ R+ is continuous.

Proof. Let u ∈ Rn and set

g(t) =
∑

s∈Y

e−tF (s)eu·cs .

As shown in the proof of Lemma 4.8 there must be some s′ ∈ Y such that u · cs′ ≥ 0. 
It follows that g(0) > eu·cs′ ≥ 1. Since F > 0, the function g is strictly decreasing with 
limit 0 at infinity so there is a unique number β(u) ∈ ]0, ∞[ such that g(β(u)) = 1. 
Continuity of the function u �→ β(u) follows from the implicit function theorem. �

We shall need the following observation regarding the function β(u):

Lemma 4.12. Let {um} ⊆ Rn. Then β(um) → ∞ if and only if ‖um‖ → ∞.

Proof. Set L = max {‖cs‖ : s ∈ Y }. Then

1 =
∑

s∈Y

e−β(um)F (s)eum·cs ≤
∑

s∈Y

e−β(um)F (s)e‖um‖L,
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showing that β(um) → ∞ ⇒ ‖um‖ → ∞. Assume then that ‖um‖ → ∞ and for a 
contradiction also that β(um) � ∞. After passage to a subsequence we can assume that 
β(um) is bounded by some K and that um/‖um‖ → v for some v ∈ Sn−1. As shown in 
the proof of Lemma 4.8 there is a s′ ∈ Y such that v · cs′ > 0. Hence we get that

1 ≥ e−KF (s′) exp
(

‖um‖ um

‖um‖ · cs′

)
→ ∞,

a contradiction. �
Theorem 4.13. Assume that the abelianization G/[G, G] has rank n ≥ 1 and that F (s) > 0
for all s ∈ Y . It follows that there is a β0 > 0 such that

• there are no abelian β-KMS states for αF when β < β0,
• there is a unique abelian β0-KMS state for αF , and
• for all β > β0 the simplex of abelian β-KMS states for αF is affinely homeomorphic 

to the simplex of Borel probability measures on the (n − 1) sphere Sn−1.

Proof. First observe that the function β → u(β) defined by Lemma 4.8 is continuous. 
Indeed, assume that βn → β in R and for a contradiction also that u (βn) � u(β). It 
follows from (4.9) that we can pass to a subsequence to arrange that u(βn) → v �= u(β). 
Then

lim
n→∞

∑

s∈Y

e−βnF (s)eu(βn)·cs =
∑

s∈Y

e−βF (s)ev·cs >
∑

s∈Y

e−βF (s)eu(β)·cs ,

where the last inequality follows from (4.7). It follows that for all large n,

∑

s∈Y

e−βnF (s)eu(βn)·cs >
∑

s∈Y

e−βnF (s)eu(β)·cs ,

in conflict with the definition of u(βn).
It follows from Lemma 4.11 that there is β ≥ 0 such that 

∑
s∈Y e−βF (s)eu(β)·cs ≤ 1. 

Set

β0 = inf
{
β ∈ R :

∑

s∈Y

e−βF (s)eu(β)·cs ≤ 1
}

.

By continuity we must have that 
∑

s∈Y e−β0F (s)eu(β0)·cs = 1. Note that β0 > 0 since ∑
s∈Y eu(β0)·cs > 1. For β < β0 we are in Case 4.1.1 and there are no β-KMS states 

since Q(β) = ∅. When β = β0 we are in Case 4.1.2 and there is a unique β0-KMS state 
because Q(β) contains exactly one element. Finally, when β > β0, it follows from (4.7)
that
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∑

s∈Y

e−βF (s)eu(β)·cs ≤
∑

s∈Y

e−βF (s)eu(β0)·cs <
∑

s∈Y

e−β0F (s)eu(β0)·cs = 1.

This means that we are in Case 4.1.3 when β > β0. �
Corollary 4.14. Assume that G is nilpotent, that the abelianization G/[G, G] has rank 
n ≥ 1 and that F (s) > 0 for all s ∈ Y . It follows that there is a β0 > 0 such that

• there are no β-KMS states for αF when β < β0,
• there is a unique β0-KMS state for αF , and
• for all β > β0 the simplex of β-KMS states for αF is affinely homeomorphic to the 

simplex of Borel probability measures on the (n − 1) sphere Sn−1.

5. The abelian KMS∞ states

Following [5] we say that a state ω on OY (G) is a KMS∞ state when there is a 
sequence {βn} ⊆ R and for each n a βn-KMS state ωn such that limn→∞ βn = ∞ and 
limn→∞ ωn = ω in the weak*-topology. When the ωn’s can be chosen as abelian βn-KMS 
states we say that ω is an abelian KMS∞ state. It follows from Proposition 4.6 that there 
are no abelian KMS∞ states when the abelianization of G is finite. We retain therefore 
here the assumption that the rank n of G/[G, G] is at least 1. Furthermore, we assume 
also that F is strictly positive and we denote by β0 the least inverse temperature β for 
which there are any abelian β-KMS states, cf. Theorem 4.13.

Let ΔY denote the simplex

ΔY =
{
p ∈ [0, 1]Y :

∑

s∈Y

ps = 1
}

.

For β > β0, set

Nβ =
{(

e−βF (s)eu·cs

)
s∈Y

: u ∈ Q(β)
}

⊆ ΔY .

Let N∞ denote the limit set of Nβ as β → ∞; i.e.

N∞ =
⋂

n≥β0

⋃

β≥n

Nβ .

Lemma 5.1. Let p ∈ N∞. For all ε > 0 there exists a βε > 0 such that for each β ≥ βε

there is a xβ ∈ Nβ with 
∣∣xβ

s − ps

∣∣ ≤ ε ∀s ∈ Y .

Proof. By assumption there are sequences {un} and {βn} with un ∈ Q(βn) such that 
βn → ∞ and limn→∞ e−βnF (s)eun·cs = ps for all s ∈ Y . By choosing a subsequence, if 
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necessary, we can assume that βn < βn+1 for all n. Set δ = ε/#Y and choose N ∈ N
such that

|e−βnF (s)eun·cs − ps| ≤ δ ∀s ∈ Y (5.1)

when n ≥ N . We claim that βε = βN will do the job, so assume that β ≥ βN . There is 
an n ≥ N such that β ∈ [βn, βn+1]. Since the function [0, 1] � λ → β((1 −λ)un +λun+1)
is continuous and β(un) = βn, β(un+1) = βn+1 by Lemma 4.11, it follows that there is a 
λ ∈ [0, 1] such that β = β ((1 − λ)un + λun+1). By convexity of the exponential function 
we have that

∑

s∈Y

e−[(1−λ)βn+λβn+1]e[(1−λ)un+λun+1]·cs

≤ (1 − λ)
∑

s∈Y

e−βneun·cs + λ
∑

s∈Y

e−βn+1eun+1·cs = 1.

It follows that

β = β ((1 − λ)un + λun+1) ≤ (1 − λ)βn + λβn+1,

and hence

− βF (s) + ((1 − λ)un + λun+1) · cs
≥ (1 − λ) (−βnF (s) + un · cs) + λ (−βn+1F (s) + un+1 · cs)

≥ min {−βnF (s) + un · cs, −βn+1F (s) + un+1 · cs} .

Therefore (5.1) implies that

e−βF (s)e((1−λ)un+λun+1)·cs ≥ ps − δ

for all s ∈ Y . On the other hand, if there was a s̃ ∈ Y such that

e−βF (s̃)e((1−λ)un+λun+1)·cs̃ > ps̃ + δ (#Y ) ,

it would follow that

1 =
∑

s∈Y

e−βF (s)e((1−λ)un+λun+1)·cs > ps̃ + δ (#Y ) +
∑

s∈Y \{s̃}
(ps − δ) ≥

∑

s∈Y

ps = 1,

which is absurd. Hence, for all s ∈ Y ,

ps − δ ≤ e−βF (s)e((1−λ)un+λun+1)·cs ≤ ps + δ(#Y ).

Thus
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xβ =
(
e−βF (s)e((1−λ)un+λun+1)·cs

)
s∈Y

is an element of Nβ such that 
∣∣ps − xβ

s

∣∣ ≤ ε for all s ∈ Y . �
Proposition 5.2. Assume that G/[G, G] is not finite and assume that F is strictly positive. 
The abelian KMS∞ states constitute a compact convex set affinely homeomorphic to the 
simplex of Borel probability measures on N∞. The abelian KMS∞ state ω on OY (G)
corresponding to a Borel probability measure ν on N∞ is given by

ω(a) =
∫

N∞

∫

Y N

E(a) dnp dν(p) (5.2)

for all a ∈ OY (G), where np is the Bernoulli measure defined by p ∈ N∞.

Proof. Let β > β0. Since the map u �→
(
e−βF (s)eu·cs

)
s∈Y

is a homeomorphism from 
Q(β) onto Nβ it follows from Theorem 4.5 that every abelian β-KMS state ωβ is given 
by a Borel probability measure ν on Nβ such that

ωβ(a) =
∫

Nβ

∫

Y N

E(a) dnp dν(p)

for all a ∈ OY (G). Let {ωn} be a sequence of βn-KMS states such that limn→∞ βn = ∞
and limn→∞ ωn = ω in the weak* topology. Let νn be the Borel probability measure on 
Nβn

corresponding to ωn. Extend νn to a Borel probability measure ν̃n on ΔY such that

ν̃n(B) = νn (B ∩ Nβn
)

and let ν be a weak* condensation point of {ν̃n} in the set of Borel probability measures 
on ΔY . Then ν is concentrated on N∞ and (5.2) holds. This shows that the map from 
Borel probability measures on N∞ to states on OY (G) given by (5.2) hits every abelian 
KMS∞ state. The proof that the map is injective is identical with the proof of injectivity 
in Theorem 4.5.

It remains to show that for an arbitrary Borel probability measure ν on N∞ the state 
ω on OY (G) defined by (5.2) is a KMS∞ state. Since the set of KMS∞ states is closed for 
the weak* topology it suffices to show this for a weak* dense subset of Borel probability 
measures on N∞, e.g. for the set of convex combinations of Dirac measures. For this set 
the claim follows straightforwardly from Lemma 5.1. �

It remains to prove the following

Theorem 5.3. The set N∞ ⊆ ΔY is homeomorphic to the (n − 1)-sphere Sn−1.
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The proof of Theorem 5.3 will occupy the next section, but we record here the following 
corollaries.

Corollary 5.4. Assume that the abelianization G/[G, G] has rank n ≥ 1 and that F (s) > 0
for all s ∈ Y . The set of abelian KMS∞ states for αF on OY (G) is a compact convex 
set affinely homeomorphic to the set of Borel probability measures on the (n − 1)-sphere.

Corollary 5.5. Let G be a nilpotent group whose abelianization G/[G, G] has rank n ≥ 1
and assume that F (s) > 0 for all s ∈ Y . The set of KMS∞ states for αF on OY (G) is 
a compact convex set affinely homeomorphic to the set of Borel probability measures on 
the (n − 1)-sphere.

6. Proof of Theorem 5.3

By definition Nβ ⊆ ΔY is the image of the map

Q(β) � u →
(
e−βF (s)eu·cs

)
s∈Y

∈ ΔY ,

and N∞ is the set of elements t ∈ ΔY for which there exist sequences {βm} ⊆ R and 
{um} ⊆ Rn such that um ∈ Q(βm) for all m, βm → ∞ and

(
e−βmF (s)eum·cs

)
s∈Y

→ t for m → ∞ .

6.1. Partitioning of Sn−1 by polyhedral cones

For any non-empty subset Z ⊆ Y we define M(Z) to be the set

M(Z) =
{
v ∈ Rn : v ·

(
cs

F (s) − cz
F (z)

)
≤ 0 ∀s ∈ Y \ Z, ∀z ∈ Z ,

v ·
(

cz′

F (z′) − cz
F (z)

)
= 0 ∀z, z′ ∈ Z

}
.

Notice that these sets are convex polyhedral cones. In the following ‘polyhedral cone’ 
will always mean a cone of this form. We refer to [9] and [13] for the facts we need on 
such cones and which we state in the following. A face of some M(Z) is a subset T of 
M(Z) obtained by changing some of the inequalities in the definition into equalities, 
i.e. a face of M(Z) is a set of the form M(Z ′) with Z ⊆ Z ′. Equivalently a convex 
subset T is a face of M(Z) if for any two distinct points x, y ∈ M(Z) the implication 
(x, y) ∩ T �= ∅ ⇒ [x, y] ⊆ T holds, where (x, y) is the open line segment from x to y
and [x, y] is the closed line segment from x to y. Each face of M(Z) is again a convex 
polyhedral cone, and a face of a face is a face. The intersection of two polyhedral cones 
M(Z) and M(Z ′) is again a polyhedral cone, equal to M(Z∪Z ′). In particular, for every 
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polyhedral cone M(Z) there is a unique subset Z ′ ⊆ Y , which we call maximal with the 
property that M(Z) = M(Z ′) and M(Z) = M(Z ′′) ⇒ Z ′′ ⊆ Z ′. For all Z ⊆ Y we let 
F(M(Z)) be the set of faces in M(Z), which is a finite set. A proper face of M(Z) is a 
face T of M(Z) with T �= M(Z); we denote the set of these by F0(M(Z)). We define the 
dimension of a polyhedral cone M(Z) to be dim(M(Z) −M(Z)), i.e. the dimension of the 
smallest subspace of Rn containing M(Z), and we call something a k-face if it is a face 
of dimension k. A facet of M(Z) is then a face of M(Z) of dimension dim(M(Z)) − 1. 
It is well-known that any proper face of a polyhedral cone M(Z) is contained in a facet 
of M(Z).

A polyhedral cone M(Z) is strongly convex, meaning that M(Z) ∩ (−M(Z)) = {0}. 
To see this, take a v ∈ M(Z) ∩ (−M(Z)) and a z ∈ Z. Then v satisfies:

v ·
(

cs
F (s) − cz

F (z)

)
= 0 ∀s ∈ Y

However if v · cz ≥ 0 this would imply that v · cs ≥ 0 for all s ∈ Y which can not be 
true unless v = 0, cf. the proof of Lemma 4.8, and likewise v · cz ≤ 0 would imply that 
v · cs ≤ 0 for all s ∈ Y which also implies v = 0.

When we use the expression Int(M(Z)) we mean the topological interior of M(Z) in 
the subspace M(Z) −M(Z) with the relative topology. For each of our polyhedral cones 
M(Z) of dimension at least 1 we define an element c(M(Z)) ∈ Int(M(Z)) ∩Sn−1 which 
we call the center of M(Z) as follows: Say M(Z) has q 1-faces T1, . . . , Tq. Since M(Z)
is strongly convex we can then write M(Z) = {r1v1 + · · · + rqvq : ri ≥ 0} where each 
vi is the unique vi ∈ Ti ∩ Sn−1, by (13) of Section 1.2 in [9]. We set

c(M(Z)) :=
1
q

∑q
i=1 vi

‖1
q

∑q
i=1 vi‖

and then c(M(Z)) ∈ Int(M(Z)), cf. [9].

Lemma 6.1. Let M(Z) be a polyhedral cone with Z chosen maximal. The following holds:

(1) If T ∈ F(M(Z)) and T = M(Z ′) with Z ′ chosen maximal, then Z ⊆ Z ′ and 
M(Z) = T if and only if Z = Z ′.

(2) For each z ∈ Z,

Int(M(Z))

=
{
v ∈ Rn : v ·

(
cs

F (s) − cz
F (z)

)
< 0 ∀s ∈ Y \ Z, v ·

(
cs

F (s) − cz
F (z)

)
= 0 ∀s ∈ Z

}

= M(Z) \

⎛
⎝ ⋃

T∈F0(M(Z))

T

⎞
⎠ .
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Proof. (1): Since M(Z ′) ⊆ M(Z) we have that M(Z ′) = M(Z ′) ∩M(Z) = M(Z∪Z ′), so 
Z∪Z ′ ⊆ Z ′ by maximality, and hence Z ⊆ Z ′. That Z = Z ′ ⇐⇒ M(Z) = M(Z ′) follows 
directly from the way we defined M and the fact that Z and Z ′ both are maximal. (2): 
The second equality is (7) in section 1.2 of [9] and the first follows from the maximality 
of Z. �

Set bd(M(Z)) = M(Z) \ Int(M(Z)).

Lemma 6.2. Let M(Z) be at least 2-dimensional. Fix v ∈ Int(M(Z)) ∩ Sn−1. For every 
w ∈ (M(Z) ∩ Sn−1) \ {v} there exists a unique pair (λ, u) where λ ∈ ]0, 1] and u ∈
bd(M(Z)) ∩ Sn−1 such that

w = (1 − λ)v + λu

‖(1 − λ)v + λu‖

Proof. We may assume that Z is maximal. Consider the subspace W := span{v, w}. 
Note that w �= −v since M(Z) ∩ (−M(Z)) = {0}. Hence dim(W ) = 2. Since W ∩ M(Z)
is a closed convex cone in W and −v /∈ W ∩ M(Z), the circle arch in W starting in v
and continuing through w must reach the boundary of M(Z) ∩ W at some u with an 
angle to v less than π and

w = (1 − λ)v + λu

‖(1 − λ)v + λu‖ , (6.1)

for some λ ∈ ]0, 1]. Since u lies in the boundary of M(Z) ∩W it can be approximated by 
elements from M(Z)c ∩ W and hence u ∈ bd(M(Z)). To establish the uniqueness part, 
assume (6.1) holds with (λ, u) replaced by the pair (λ′, u′) ∈ ]0, 1] × bd(M(Z)) ∩ Sn−1. 
Fix a z ∈ Z. It follows from (1) in Lemma 6.1 that there is a subset Z1 ⊆ Y such that 
u ∈ M(Z1) and Z � Z1. We can assume that

α = (1 − λ′)
‖(1 − λ′)v + λ′u′‖ − (1 − λ)

‖(1 − λ)v + λu‖ ≥ 0 .

Consider an element s ∈ Z1 \ Z and set q := cs/F (s) − cz/F (z). Then

0 = q · λu

‖(1 − λ)v + λu‖ = q · αv + q · λ′u′

‖(1 − λ′)v + λ′u′‖ .

But q ·v < 0 since s /∈ Z and q ·λ′u′ ≤ 0 since u′ ∈ M(Z), and hence α = 0. This implies 
that

u · λ

‖(1 − λ)v + λu‖ = u′ · λ′

‖(1 − λ′)v + λ′u′‖ .

Since u, u′ ∈ Sn−1 and α = 0 it follows first that ‖(1 − λ)v + λu‖ = ‖(1 − λ′)v + λ′u′‖
and λ = λ′, and then also that u = u′. �
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We denote the u of Lemma 6.2 by P (w) and the λ by λw. We suppress the v in the 
notation because it will always be c(M(Z)) in the following.

Lemma 6.3. The maps w �→ P (w) and w �→ λw are continuous from (M(Z) ∩Sn−1) \{v}
to Sn−1 and [0, 1] respectively.

Proof. Assume that {wm} ⊆ (M(Z) ∩ Sn−1) \ {v} converges to a w in this set. If 
λwm

� λw or P (wm) � P (w) then by compactness of [0, 1] and Sn−1 we can take a 
subsequence {wmi

} of {wm} such that λwmi
→ λ and P (wmi

) → u, with either λ �= λw

or u �= P (w). Since limi wmi
= w we then have:

(1 − λw)v + λwP (w)
‖(1 − λw)v + λwP (w)‖ = w = lim

i

(1 − λwmi
)v + λwmi

P (wmi
)

‖(1 − λwmi
)v + λwmi

P (wmi
)‖ = (1 − λ)v + λu

‖(1 − λ)v + λu‖ .

The uniqueness part of Lemma 6.2 implies that λ = λw and u = P (w), giving us the 
desired contradiction. �
6.2. Constructing a homeomorphism H : Sn−1 → N∞

For each l ∈ {1, . . . , n} we define the l-skeleton as the union of all sets M(Z) ∩ Sn−1

with M(Z) a l′-dimensional polyhedral cone for some 1 ≤ l′ ≤ l. The skeletons will be 
used to give a recursive definition of H, but we need some preparations for this.

Lemma 6.4. The n-skeleton is all of Sn−1.

Proof. Let v ∈ Sn−1 and choose s ∈ Y such that v · cy

F (y) ≤ v · cs

F (s) for all y ∈ Y . Then 
v ∈ M({s}). �
Definition 6.5. We say a sequence {vk}k∈N ⊆ Rn is associated with a t ∈ N∞ when 
β(vk) → ∞ and

(
e−β(vk)F (s)+vk·cs

)
s∈Y

→ t

for k → ∞.

Lemma 6.6. Assume {uk}k∈N is associated with t ∈ N∞ and that uk ∈ M(Z) for all n. 
Then

(1) t
1/F (s)
s ≤ t

1/F (z)
z ∀z ∈ Z ∀s ∈ Y , and

(2) tz �= 0 and t1/F (z)
z = t

1/F (y)
y for all z, y ∈ Z.
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Proof. Since uk ∈ M(Z) it follows that uk · cs

F (s) ≤ uk · cz

F (z) and hence that

−β(uk)F (s) + uk · cs ≤ F (s)
F (z) (−β(uk)F (z) + uk · cz)

for all k when s ∈ Y and z ∈ Z. This shows that (1) holds. (2) follows from (1). �
Lemma 6.7. Let t, ̃t ∈ ΔY . If there are y, y′ ∈ Y such that ty �= 0, t̃y′ �= 0 and

t
1/F (s)
s

t
1/F (y)
y

= t̃
1/F (s)
s

t̃
1/F (y′)
y′

∀s ∈ Y,

then t = t̃.

Proof. Note that t̃s = t̃
F (s)/F (y′)
y′

(
t
1/F (s)
s /t

1/F (y)
y

)F (s)
and hence

∑

s∈Y

(
t1/F (y)
y

)F (s)
(

t
1/F (s)
s

t
1/F (y)
y

)F (s)

=
∑

s∈Y

ts = 1 =
∑

s∈Y

t̃s

=
∑

s∈Y

(
t̃
1/F (y′)
y′

)F (s)
(

t
1/F (s)
s

t
1/F (y)
y

)F (s)

. (6.2)

Since the function

]0,∞[ � x �→
∑

s∈Y

xF (s)

(
t
1/F (s)
s

t
1/F (y)
y

)F (s)

is strictly increasing it follows from (6.2) that t1/F (y)
y = t̃

1/F (y′)
y′ which yields the conclu-

sion. �
Lemma 6.8. Assume M(Z) is at least 1-dimensional and that Z ⊆ Y is maximal. There 
is a unique element t ∈ N∞ satisfying the following two conditions:

(1) ts �= 0 if and only if s ∈ Z, and
(2) t

1/F (s1)
s1 = t

1/F (s2)
s2 for all s1, s2 ∈ Z.

Furthermore, limr→∞ e−β(rv)F (s)+rv·cs = ts for all s ∈ Y when v ∈ Int(M(Z)).

Proof. Let v ∈ Int(M(Z)). Then v �= 0 and limr→∞ β(rv) = ∞ by Lemma 4.12. 
Since ΔY is compact there is a subsequence {riv}i∈N and an element t ∈ N∞ such 
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that {riv}i∈N is associated with t. It follows as in the proof of Lemma 5.1 that 
limr→∞ e−β(rv)F (s)+rv·cs = ts for all s ∈ Y . To prove (1) notice that riv ∈ M(Z)
and hence tz �= 0 for z ∈ Z by Lemma 6.6. Assume then that ts �= 0 for a s ∈ Y , and 
assume for contradiction that s /∈ Z. Fix a y ∈ Z. It follows from (2) of Lemma 6.1
that

v · cs
F (s) <

v · cy
F (y) . (6.3)

Since ts �= 0 and limr→∞ (−β(rv)F (s) + rv · cs) = log(ts), it follows that limr→∞ β(rv)/
r = v ·cs/F (s). It follows then from (6.3) that is a L > 0 such that β(rv)/r < v ·cy/F (y)
for all r > L. But this means that

e−β(rv)F (y)+rv·cy > 1,

when r > L, contradicting the definition of β(rv), cf. Lemma 4.11. Hence (1) holds, and 
(2) follows from Lemma 6.6. For uniqueness, consider an element t′ ∈ ΔY for which (1) 
and (2) hold. Let z ∈ Z and note that

1 =
∑

s∈Y

t′s =
∑

s∈Z

t′s =
∑

s∈Z

t′
F (s)/F (z)
z =

∑

s∈Z

tF (s)/F (z)
z .

Since the function ]0, ∞[� x → ∑
s∈Z xF (s)/F (y) is strictly increasing it follows that 

tz = t′z, and hence that t = t′. �
6.2.1. H on the 1-skeleton

Let M(Z) be a 1-dimensional polyhedral cone with Z chosen maximal. Then M(Z) ∩
Sn−1 consists only of one point x. We define H(x) = t, where t ∈ N∞ is the unique 
element obtained from Lemma 6.8 using M(Z).

6.2.2. H on the k-skeleton
H will be defined inductively and the basic idea is illustrated by the picture below. Ev-

erything inside the figure represents the intersection between S2 and some 3-dimensional 
polyhedral cone M(Z). The green dots (For interpretation of the references to color in 
this article, the reader is referred to the web version of this article.) are the 1-dimensional 
faces intersected with S2, the blue lines (containing the green dots) are the 2-dimensional 
faces intersected with S2. Assuming that we have defined H on the 2-skeleton, we have 
defined H on the blue lines and the green dots. As a step to define H on the 3-skeleton 
we first define H on c(M(Z)) which lies in the interior Int(M(Z)), and hence is not in 
the 2-skeleton. Then for any v �= c(M(Z)), we define H on v depending on P (v) and 
how close it lies to the center c(M(Z)). We measure the distance to c(M(Z)) by using 
the unique decomposition obtained in Lemma 6.2.
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For the procedure to work we have to impose conditions at each step. We say that H
satisfies the induction conditions on the l-skeleton if H is defined on the l-skeleton and 
has the following properties.

(1) H is continuous on the l-skeleton.
(2) If x ∈ M(Z) ∩ Sn−1 with dim(M(Z)) ≤ l, then there is a sequence {vm} ⊆ M(Z)

associated with H(x).
(3) For x in the l-skeleton, let y ∈ Y satisfy that H(x)1/F (s)

s ≤ H(x)1/F (y)
y ∀s ∈ Y . Then 

x ∈ Int(M(Z)) where

Z = {s ∈ Y : H(x)1/F (s)
s = H(x)1/F (y)

y },

and Z is maximal for M(Z).

Lemma 6.9. Assume H satisfy the induction condition on the l-skeleton. Let x ∈ M(Z)
with dim(M(Z)) ≤ l and Z chosen maximal. Then H(x)1/F (z)

z ≥ H(x)1/F (s)
s for all 

s ∈ Y and z ∈ Z. In particular H(x)z �= 0 for z ∈ Z.

Proof. Combine induction condition (2) with Lemma 6.6. �
Notice that H satisfies the induction conditions on the 1-skeleton. For the induction 

step, assume that we have defined H on the (k − 1)-skeleton for some k > 1 and that H
satisfies the induction conditions on the (k − 1)-skeleton.

Now we will define H on the k-skeleton. So let M(Z) be a polyhedral cone of dimension 
k and let Z be chosen maximal. An element v ∈ Int(M(Z)) does not lie in the k −
1-skeleton by (2) of Lemma 6.1, while a v ∈ bd(M(Z)) ∩ Sn−1 does, so we want to 
define H on Int(M(Z)) ∩Sn−1. Since M(Z) is a strongly convex polyhedral cone we can 
consider c(M(Z)) ∈ Int(M(Z)) ∩ Sn−1, and set H(c(M(Z))) = t where t is the unique 
element arising from Lemma 6.8 using M(Z).
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Lemma 6.10. For any v ∈
(
Sn−1 ∩ M(Z)

)
\{c(M(Z))} write

v = (1 − λ)c(M(Z)) + λP (v)
‖(1 − λ)c(M(Z)) + λP (v)‖ ,

where λ ∈ ]0, 1] and P (v) ∈ bd(M(Z)) are unique, cf. Lemma 6.2. There is a unique 
t ∈ N∞ such that

t1/F (s)
s = t1/F (z)

z

H(P (v))1/F (s)
s

H(P (v))1/F (z)
z

exp
(

− log(λ)c(M(Z)) ·
(

cs
F (s) − cz

F (z)

))
(6.4)

for all z ∈ Z and s ∈ Y . Furthermore, the following hold:

(1) For any {vm} associated with H(P (v)) and any subsequence of {vm−log(λ)c(M(Z))}
associated to some t′ ∈ N∞, we have that t = t′.

(2) t
1/F (z)
z ≥ t

1/F (s)
s for all s ∈ Y and all z ∈ Z.

(3) There is a sequence {wm} ⊆ M(Z) associated with t.
(4) Assume that v ∈ Int(M(Z)) and let z ∈ Z. Then {s ∈ Y : t

1/F (s)
s = t

1/F (z)
z } = Z.

Proof. It follows from (2) of the induction conditions that there is a sequence {vm}
which is associated with H(P (v)). By considering a sub-sequence we can assume that 
{vm − log(λ)c(M(Z))} is associated with some t ∈ N∞. Choose Z ′ maximal such that 
P (v) ∈ M(Z ′) with dim(M(Z ′)) ≤ k − 1. Then Z ⊆ Z ′ and Lemma 6.9 implies that 
H(P (v))z �= 0 for all z ∈ Z. Hence

H(P (v))1/F (s)
s

H(P (v))1/F (z)
z

= lim
m

(
e−β(vm)F (s)+vm·cs

)1/F (s) (
e−β(vm)F (z)+vm·cz

)−1/F (z)

= lim
m

exp
(
vm ·

(
cs

F (s) − cz
F (z)

))

for all z ∈ Z, s ∈ Y . Set wm = vm − log(λ)c(M(Z)), and note that

(
e−β(wm)F (s)+wm·cs

)1/F (s) (
e−β(wm)F (z)+wm·cz

)−1/F (z)

= exp
(

− log(λ)c(M(Z)) ·
(

cs
F (s) − cz

F (z)

))
exp

(
vm ·

(
cs

F (s) − cz
F (z)

))

for all s ∈ Y and z ∈ Z. Considering the limit m → ∞ in the last equation for a 
s ∈ Y with ts �= 0 and a z ∈ Z, we see that tz �= 0 for z ∈ Z. Hence for all s ∈ Y , 
z ∈ Z we get (6.4) by combining the two equations, proving the existence of t. The 
uniqueness follows from Lemma 6.7 since (6.4) implies that tz �= 0 for all z ∈ Z. To 
establish the additional properties, notice that (1) follows from the above. (3) follows 
from (1) and the definition of wm since we can choose vm ∈ M(Z), and (2) follows 
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from (3) and Lemma 6.6. The inclusion “⊇” in (4) follows from (2). For the opposite 
inclusion in (4), observe that c(M(Z)) · (cs/F (s) − cz/F (z)) < 0 for s /∈ Z by (2) of 
Lemma 6.1. Furthermore, log(λ) < 0 since v ∈ Int(M(Z)) and it follows from Lemma 6.9
that H(P (v))1/F (s)

s ≤ H(P (v))1/F (z)
z . Hence (6.4) shows that t1/F (s)

s /t
1/F (z)
z �= 1 for 

s /∈ Z. �
For v ∈

(
Sn−1 ∩ Int(M(Z))

)
\{c(M(Z))} we set H(v) = t, where t ∈ N∞ is the 

element determined by Lemma 6.10.

Lemma 6.11. H is continuous on M(Z) ∩ Sn−1.

Proof. Let {xm} be a sequence such that limm xm = x in M(Z) ∩ Sn−1. To prove 
limm→∞ H(xm) = H(x), consider a subsequence {mi} such that limi→∞ H(xmi

) = u

in N∞. It suffices to show that u = H(x). Assume first that x �= c(M(Z)). By using 
Lemma 6.3 it follows that

x = (1 − λ)c(M(Z)) + λP (x)
‖(1 − λ)c(M(Z)) + λP (x)‖ ,

where λ = limi→∞ λxmi
, and from (6.4) by using the continuity of H on the (k −

1)-skeleton, that

u1/F (s)
s = u1/F (z)

z

H(P (x))1/F (s)
s

H(P (x))1/F (z)
z

exp
(

− log(λ)c(M(Z)) ·
(

cs
F (s) − cz

F (z)

))

for all s ∈ Y and all z ∈ Z. Hence u = H(x) by uniqueness in Lemma 6.10. Assume 
then that x = c(M(Z)). We may then assume that xmi

�= c(M(Z)) for all i, and (2)
in Lemma 6.10 then implies that u1/F (z)

z ≥ u
1/F (s)
s for all s ∈ Y and all z ∈ Z. Hence 

u
1/F (s1)
s1 = u

1/F (s2)
s2 when s1, s2 ∈ Z. Let s ∈ Y \Z. To conclude from Lemma 6.8 that 

u = H(c(M(Z))) we need only show that us = 0. Let z ∈ Z. Then

lim
i→∞

H(xmi
)1/F (s)
s

H(xmi
)1/F (z)
z

= u
1/F (s)
s

u
1/F (z)
z

while

H ((P (xmi
)))1/F (s)

s

H ((P (xmi
)))1/F (z)

z

≤ 1

for all i by Lemma 6.9. Furthermore, as observed in the proof of Lemma 6.10, c(M(Z)) ·
(cs/F (s) − cz/F (z)) < 0 since s /∈ Z. Since limi→∞ λxmi

= 0 it follows that

lim
i→∞

exp
(

(− log(λxmi
))c(M(Z)) ·

(
cs

F (s) − cz
F (z)

))
= 0.
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Therefore, by inserting xmi
for v in (6.4) and taking the limit i → ∞, it follows that 

us = 0 as desired. �
We now have a continuous function H : Sn−1 ∩M(Z) → N∞ for every k-dimensional 

polyhedral cone M(Z). If M(Z) and M(Z ′) are two distinct k-dimensional polyhedral 
cones such that M(Z) ∩ M(Z ′) ∩ Sn−1 �= ∅, the elements of M(Z) ∩ M(Z ′) ∩ Sn−1

will lie in the (k − 1)-skeleton and hence the two H-functions, one arising from M(Z)
and the other from M(Z ′), will agree on M(Z) ∩ M(Z ′) ∩ Sn−1. In this way we have a 
well-defined function H defined on the k-skeleton. H satisfies the induction condition (1)
by Lemma 6.11, (2) by (3) in Lemma 6.10 and (3) by (4) and (2) in Lemma 6.10. Since 
the n-skeleton is all of Sn−1 by Lemma 6.4, it follows that we have defined a continuous 
map H : Sn−1 → N∞.

6.2.3. H is a homeomorphism
It remains to show that H is injective and surjective.

Lemma 6.12. H : Sn−1 → N∞ is injective.

Proof. Note first that it follows from Lemma 6.8 that H is injective on the 1-skeleton. 
Assume then that H is injective on the (k − 1)-skeleton, k ≤ n. Let x1, x2 be elements 
in the k-skeleton such that H(x1) = H(x2). Choose y ∈ Y such that H(x1)1/F (s)

s ≤
H(x1)1/F (y)

y for all s ∈ Y . Set

Z0 =
{
s ∈ Y : H(x1)1/F (s)

s = H(x1)1/F (y)
y

}
.

It follows from the induction condition (3) that x1, x2 ∈ Int(M(Z0)) and that Z0 is 
maximal for M(Z0). If dim(M(Z0)) < k it follows from the induction hypothesis that 
x1 = x2 so we assume that dim(M(Z0)) = k. If xi �= c(M(Z0)) it follows from (6.4)
that there is an s /∈ Z0 such that H(xi)s �= 0. Indeed, P (xi) ∈ M(Z ′) with Z0 � Z ′

and by (3) from the induction conditions H(P (xi))s �= 0 when s ∈ Z ′. It follows from 
(6.4) that H(xi)s �= 0 when s ∈ Z ′\Z0. Therefore, if H(x1)s = 0 for all s /∈ Z0 it follows 
that x1 = x2 = c(M(Z0)). We may therefore assume that xi �= c(M(Z0)), i = 1, 2. 
Note that there is a face M(Z ′

i) ⊆ M(Z0) such that Z0 � Z ′
i and P (xi) ∈ M(Z ′

i). 
Then Z0 ⊆ Z ′

1 ∩ Z ′
2 and in particular, y ∈ Z ′

1 ∩ Z ′
2. By symmetry we may assume that 

λx1 ≤ λx2 . It follows then from (6.4) that

H(P (x1))1/F (s)
s

H(P (x1))1/F (y)
y

exp
(

log(λx2/λx1)c(M(Z0)) ·
(

cs
F (s) − cy

F (y)

))
= H(P (x2))1/F (s)

s

H(P (x2))1/F (y)
y

(6.5)

for all s ∈ Y . Consider an element s2 ∈ Z ′
2\Z0. Since y ∈ Z ′

1,
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H(P (x1))1/F (s2)
s2

H(P (x1))1/F (y)
y

≤ 1

and since s2 ∈ Z ′
2,

H(P (x2))1/F (s2)
s2

H(P (x2))1/F (y)
y

= 1.

Furthermore, it follows from (2) in Lemma 6.1 that c(M(Z0)) ·
(

cs2
F (s2) − cy

F (y)

)
< 0, and 

(6.5) therefore implies that λx1 = λx2 . It follows then first from (6.5) and Lemma 6.7
that H(P (x1)) = H(P (x2)), and then by the induction hypothesis that P (x1) = P (x2). 
Hence x1 = x2. �

To prove that H is surjective we use the following

Definition 6.13. Let M(Z) be a polyhedral cone. We say that H is surjective on M(Z)
if for every t ∈ N∞ associated to a sequence {vm}m∈N ⊆ M(Z), there is some x ∈
Sn−1 ∩ M(Z) with H(x) = t. We then say H is surjective on the k-skeleton when it is 
surjective on all polyhedral cones of dimension ≤ k.

Lemma 6.14. H is surjective on the 1-skeleton.

Proof. Let Z ⊆ Y satisfy that M(Z) is 1-dimensional. Then Sn−1∩M(Z) = {v}. Assume 
that some t ∈ N∞ has an associated sequence {vm}m∈N ⊆ M(Z). Then vm/‖vm‖ = v

for all m and hence vm = ‖vm‖v. It follows then from Lemma 6.8 that t = H(v). �
Lemma 6.15. Let k > 1. If H is surjective on the (k− 1) skeleton, it is also surjective on 
the k-skeleton.

Proof. Let M(Z) be a k-dimensional polyhedral cone with Z maximal. Consider an 
element t ∈ N∞ with a sequence {vm} ⊆ M(Z) associated to t. If vm/‖vm‖ = c(M(Z))
for infinitely many m it follows from Lemma 6.8 as in the proof of Lemma 6.14 that 
t = H(c(M(Z))). By passing to a subsequence we may therefore assume that vm/‖vm‖ �=
c(M(Z)) for all m. Since M(Z) has a boundary consisting of a finite set of facets, 
we can by possibly going to a subsequence assume that there is some Z ′ � Z with 
M(Z ′) a facet of M(Z), and P (vm/‖vm‖) ∈ M(Z ′) for all n. Set λm = λvm/‖vm‖ and 
am = P (vm/‖vm‖). Then

vm

‖vm‖ = (1 − λm)c(M(Z)) + λmam

‖(1 − λm)c(M(Z)) + λmam‖ .

Setting
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qm := ‖vm‖
‖(1 − λm)c(M(Z)) + λmam‖

we have that

vm = qm(1 − λm)c(M(Z)) + qmλmam ∀m ∈ N.

We divide the proof into two cases.
Case 1: Assume {qm(1 − λm)}m is bounded. Passing to a subsequence we can then 

assume that there is a q ≥ 0 with limm qm(1 − λm) = q. Note that λm → 1 since 
qm → ∞. We can therefore assume that qmλmam is associated with a t̃ ∈ N∞. Since 
qmλmam ∈ M(Z ′) for all n, there is some x ∈ M(Z ′) ∩ Sn−1 with H(x) = t̃ by our 
induction hypothesis. Set λ := exp (−q) and consider

u := (1 − λ)c(M(Z)) + λx

‖(1 − λ)c(M(Z)) + λx‖ ∈ M(Z) ∩ Sn−1.

Then P (u) = x and by (1) of Lemma 6.10 H(u) is associated with some subsequence of 
wm := qmλmam + qc(M(Z)) ∈ M(Z). Fix z ∈ Z. For any s ∈ Y we have that

1
F (s) (−β(vm)F (s) + vm · cs) − 1

F (z) (−β(vm)F (z) + vm · cz) = vm ·
(

cs
F (s) − cz

F (z)

)

= qmλmam ·
(

cs
F (s) − cz

F (z)

)
+ qm(1 − λm)c(M(Z)) ·

(
cs

F (s) − cz
F (z)

)
(6.6)

and

1
F (s) (−β(wm)F (s) + wm · cs) − 1

F (z) (−β(wm)F (z) + wm · cz) = wm ·
(

cs
F (s) − cz

F (z)

)

= qmλmam ·
(

cs
F (s) − cz

F (z)

)
+ qc(M(Z)) ·

(
cs

F (s) − cz
F (z)

)
(6.7)

for all m. Note that tz �= 0 �= H(u)z by Lemma 6.6. Since qm(1 − λm) → q it follows 
from (6.6) and (6.7) that

t
1/F (s)
s

t
1/F (z)
z

= H(u)1/F (s)
s

H(u)1/F (z)
z

∀s ∈ Y. (6.8)

Then Lemma 6.7 implies that H(u) = t.
Case 2: Assume {qm(1 −λm)}m is unbounded. Passing to a subsequence we can assume 

that this sequence diverges to +∞. Fix z ∈ Z and let s /∈ Z. Then

c(M(Z)) ·
(

cs
F (s) − cz

F (z)

)
< 0 and am ·

(
cs

F (s) − cz
F (z)

)
≤ 0

and hence
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1
F (s) (−β(vm)F (s) + vm · cs) − 1

F (z) (−β(vm)F (z) + vm · cz)

= qmλmam ·
(

cs
F (s) − cz

F (z)

)
+ qm(1 − λm)c(M(Y )) ·

(
cs

F (s) − cz
F (z)

)
→ −∞.

(6.9)

Since tz �= 0 it follows from (6.9) that ts = 0. It follows from Lemma 6.6 that t1/F (z)
z =

t
1/F (s)
s when s ∈ Z and we can therefore now conclude from Lemma 6.8 that t =
H(c(M(Z)). �

Since the n-skeleton is all of Sn−1 it follows from Lemma 6.14 and Lemma 6.15 that 
H : Sn−1 → N∞ is surjective, completing the proof of Theorem 5.3.

7. Two examples

7.1. The Heisenberg group

The Heisenberg group H3 is the subgroup of Sl3(Z) of matrices of the form

(1 a c
0 1 b
0 0 1

)
. (7.1)

It is wellknown that H3 is nilpotent and finitely generated. The canonical set Y of 6 
generators consists of the elements

(1 ±1 0
0 1 0
0 0 1

)
,

(1 0 0
0 1 ±1
0 0 1

)
and

(1 0 ±1
0 1 0
0 0 1

)
.

We consider the gauge action on OY (H3), i.e. we set F (y) = 1 for all y ∈ Y . There 
is a homomorphism H3 → Z2 sending the matrix (7.1) to (a, b) and the kernel of this 
homomorphism is the commutator group in H3. It follows that Hom(H3, R) is spanned 
by c′

1 and c′
2 where

c′
1

(1 a c
0 1 b
0 0 1

)
= a and c′

2

(1 a c
0 1 b
0 0 1

)
= b.

It is then straightforward to apply the results of the previous sections to deduce the 
following.

• There are no β-KMS states for the gauge action on OY (H3) when β < log 6.
• There is a unique log 6-KMS state for the gauge action on OY (H3).
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• When β > log 6 the simplex of β-KMS states for the gauge action on OY (H3) is 
affinely homeomorphic to the simplex of Borel probability measures on the circle S1.

• The set of KMS∞ states for the gauge action on OY (H3) is a convex set affinely 
homeomorphic to the simplex of Borel probability measures on the circle S1.

7.2. The infinite dihedral group

The infinite dihedral group D∞ is generated by two elements a, b where b2 = 1, bab =
a−1. With Y = {a, b} the Cayley graph Γ (D∞, Y ) is the following graph.

. . . a−3 a−2 a−1 e0 a a2 a3 . . .

. . . a−3b a−2b a−1b b ab a2b a3b . . .

We consider the gauge action on OY (D∞), i.e. we set F (a) = F (b) = 1. When 
ψ : D∞ → R is a vector, set

ψan = xn and ψanb = yn, n ∈ Z. (7.2)

Then ψ is a β-harmonic vector iff

a) xn ≥ 0, yn ≥ 0,
b) eβxn = xn+1 + yn, and
c) eβyn = xn + yn−1

for all n ∈ Z. Note that b) and c) are equivalent to b′) and c′), where

b′) eβxn = xn+1 + xn−1

and

c′) yn+1 = xn.

The positive solutions to b′) are exactly the β-harmonic functions on Z when we choose 
Y = {−1, 1} and F (−1) = F (1) = 1 and can be found using the results from Section 4. 
In the notation used in that section, and with c′

1 ∈ Hom(Z, R) the identity map, we see 
that the u(β) of Lemma 4.8 is the solution to the equation eu(β)−β − e−u(β)−β = 0, i.e. 
u(β) = 0. We are in Case 4.1.1 when eu(β)−β +e−u(β)−β = 2e−β > 1, i.e. when β < log 2, 
in Case 4.1.2 when β = log 2 and in Case 4.1.3 when β > log 2. When β = log 2, Q(β)
contains only the zero homomorphism which means that xn = 1 for all n ∈ Z and hence 
also yn = 1 for all n ∈ Z according to c′). The corresponding log 2-KMS measure on 
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{a, b}N is the Bernoulli measure corresponding to the probability measure m0 on {a, b}
such that m0({a}) = m0({b}) = 1/2. When β > log 2,

Q(β) �
{
c ∈ R : ec + e−c = eβ

}
= {−c(β), c(β)} ,

where c(β) > 0 is the positive solution to ec + e−c = eβ . It follows therefore from 
Theorem 4.5 and c′) that the set of β-harmonic vectors on D∞ are parametrized by the 
interval [0, 1] such that 0 ≤ t ≤ 1 corresponds to the solution

xn = tec(β)n + (1 − t)e−c(β)n, yn = tec(β)(n−1) + (1 − t)e−c(β)(n−1) (7.3)

for all n ∈ Z. It follows that for β > log 2 the simplex of normalized β-KMS states is 
affinely homeomorphic to [0, 1]. By Proposition 4.6 the only abelian KMS state is the 
log 2-KMS measure.

It is not difficult to identify the set of KMS∞ states as a convex set with two ex-
treme points; limits of the two extreme β-KMS states as β → ∞. The Borel probability 
measures on Y N = {a, b}N corresponding to the extreme KMS∞ states are the Dirac 
measures at a∞ ∈ {a, b}N and ba∞ ∈ {a, b}N; the two geodesic paths emitted from e0 in 
the graph above.
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SYMMETRIES OF THE KMS SIMPLEX

JOHANNES CHRISTENSEN

Abstract. A continuous groupoid homomorphism c on a locally compact second
countable Hausdorff étale groupoid G gives rise to a C∗-dynamical system in which
every β-KMS state can be associated to a e−βc-quasi-invariant measure µ on G(0).
Letting ∆µ denote the set of KMS states associated to such a µ, we will prove
that ∆µ is a simplex for a large class of groupoids, and we will show that there is
an abelian group that acts transitively and freely on the extremal points of ∆µ.
This group can be described using the support of µ, so our theory of symmetries
can be used to obtain a description of all KMS states by describing the e−βc-
quasi-invariant measures. To illustrate this we will describe the KMS states for
the Cuntz-Krieger algebras of all finite higher rank graphs without sources and a
large class of continuous one-parameter groups.

1. Introduction

In recent years there has been a great deal of interest in describing KMS states
for C∗-dynamical systems and many articles have been written about the subject.
Often the C∗-dynamical systems investigated are given as a pair consisting of a
groupoid C∗-algebra and a continuous one-parameter group arising from a continu-
ous groupoid homomorphism. This is also the case for the articles about KMS states
on C∗-algebras of higher rank graphs that have appeared the last several years, e.g.
[aHKR1], [aHKR2], [aHLRS1] and [aHLRS2]. In [aHLRS2] the authors come to
the conclusion that the simplex of KMS states for the C∗-dynamical systems they
consider is ”highly symmetric” in the sense that there is an abelian group that acts
transitively and freely on the extremal points of the simplex. Inspired by this, the
main purpose of this article is to investigate such symmetries using the groupoid
picture of these C∗-algebras. We will do this by proving that the simplex of KMS
states is symmetric for a large class of groupoid C∗-algebras and one-parameter
groups given by continuous groupoid homomorphisms.
We will consider locally compact second countable Hausdorff étale groupoids G

that admits a continuous homomorphism Φ : G → A where A is some countable
discrete abelian group, and that satisfies that ker(Φ) ∩ Gxx = {x} for all x ∈ G(0).
Building on work of Renault, Neshveyev has described a bijection between the β-
KMS states for one-parameter groups arising from a continuous groupoid homomor-
phism c : G → R, and pairs consisting of a e−βc-quasi-invariant probability measure
µ on G(0) and a specific kind of µ-measurable field. Our main theorem describes
how each e−βc-quasi-invariant probability measure µ gives rise to a simplex ∆µ of
KMS states associated to µ, and how there for each µ is a subgroup B of A with
the dual B̂ of B acting transitively and freely on the extremal points of ∆µ. When
there is only one e−βc-quasi-invariant probability measure µ on G(0) then ∆µ is the

set of KMS states, and then our theorem implies that B̂ acts transitively and freely
on the extremal points of the simplex of KMS states.

1
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2 JOHANNES CHRISTENSEN

The subgroup B whose dual acts on the extreme points of ∆µ has a very concrete
description involving the support of the measure µ. This opens up the possibility
of using these symmetries to describe the simplex of KMS states in cases where our
methods so far have fallen short. When working with topological graphs of rank
higher than 1 it seldom happens that the preferred method used for determining the
KMS simplex is by using the description given by Neshveyev, because, even though
there are often tools for describing the relevant measures, the µ-measurable fields are
difficult to describe. However using our theory of symmetries it becomes redundant
to describe the µ-measurable fields, and then one can determine all the extremal
KMS states by determining the e−βc-quasi-invariant probability measures. We be-
lieve that this makes our main theorem a useful tool for giving concrete descriptions
of KMS states on the groupoids under consideration. To illustrate this point, we
will use the theorem to describe the KMS states for all Cuntz-Krieger algebras of
finite higher rank k-graphs without sources and all continuous one-parameter groups
obtained by taking a r ∈ Rk and mapping R into Tk by t → (eitr1 , . . . , eitrk) and
composing with the gauge-action.

Acknowledgement. The bulk of this work was done while visiting Astrid an Huef
and Iain Raeburn at the University of Otago for a longer period of time, and the
author is immensely grateful for the enlightening discussions and for the great hos-
pitality shown to him by the entire O.A. group. This stay was primarily financed
by the grant 6161-00012B Eliteforsk legat. The author also thanks Jean Renault for
sharing insight that led to an improvement of Definition 2.1, and lastly the author
thanks Klaus Thomsen for supervision.

2. Notation and setting

2.1. C∗-dynamical systems. A C∗-dynamical system is a triple (A, α, G) where
A is a C∗-algebra, G is a locally compact group and α is a strongly continuous
representation of G in Aut(A). To ease notation we will denote the systems where
G = R as (A, α), in which case we call α = {αt}t∈R a continuous one-parameter
group. For a C∗-dynamical system (A, {αt}t∈R) and a β ∈ R, a β-KMS state for α
or a α-KMSβ state is a state ω on A satisfying:

ω(xy) = ω(yαiβ(x))

for all elements x, y in a norm dense, α-invariant ∗-algebra of entire analytic elements
of α, c.f. Definition 5.3.1 in [BR]. The definition is independent of choice of norm
dense, α-invariant ∗-algebra of entire analytic elements. When there can be no
confusion to which C∗-dynamical system and β ∈ R we work with, we will denote
the set of KMS states by ∆. This is a simplex for unital C∗-algebras, and hence we
can consider extremal KMS states, the set of which we will denote by ∂∆. In general
when dealing with a compact and convex set C in a locally convex topological vector
space, we will use ∂C to denote the extremal points of C.

2.2. Groupoid C∗-algebras. Let G be a locally compact second countable Haus-
dorff étale groupoid with unit space G(0) and range and source maps r, s : G → G(0).
Since G is étale r and s are local homeomorphisms, and we call an open set W ⊆ G
a bisection when r(W ) and s(W ) are open and the maps r|W : W → r(W ) and
s|W : W → s(W ) are homeomorphisms. For x ∈ G(0) we set Gx := s−1(x) and
Gx := r−1(x). The isotropy group at x is then the set Gx ∩ Gx which we denote by
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SYMMETRIES OF THE KMS SIMPLEX 3

Gxx . Let Cc(G) denote the space of compactly supported continuous functions on G.
We can make this space into a ∗-algebra by defining a product:

(f1 ∗ f2)(g) =
∑

h∈Gr(g)

f1(h)f2(h
−1g) ∀g ∈ G

and an involution by f ∗(g) = f(g−1) for all g ∈ G. When completing Cc(G) in the
full norm, see Definition 1.12 in chapter II of [Re], we obtain the full groupoid C∗-
algebra C∗(G). Since G is second countable it follows that C∗(G) is separable. The
full norm has the property that the map Cc(G)→ Cc(G(0)) which restricts functions
to G(0) extends to a conditional expectation P : C∗(G)→ C0(G(0)).
Taking a continuous groupoid homomorphism c : G → R, i.e. a continuous

function c : G → R with c(gh) = c(g) + c(h) when s(g) = r(h), we can define an
automorphism αct of Cc(G) for all t ∈ R by setting:

αct(f)(g) = eitc(g)f(g) ∀g ∈ G
The map αct then extends to an automorphism of C∗(G), and {αct}t∈R becomes a
continuous one-parameter group. For the C∗-dynamical system (C∗(G), {αct}t∈R) the
∗-algebra Cc(G) is norm-dense, αc-invariant and consists of entire analytic elements
for αc, so it is sufficient to check the KMS condition on elements in Cc(G).
2.3. Neshveyevs Theorem. In Theorem 1.3 in [N] Neshveyev provides a useful
description of KMS states which we will outline in the following. For a continuous
groupoid homomorphism c : G → R on a locally compact second countable Hausdorff
étale groupoid G, we say that a finite Borel measure µ on G(0) is e−βc-quasi-invariant
for some β ∈ R \ {0}, if for every open bisection W of G we have:

µ(s(W )) =

∫

r(W )

eβc(r
−1
W (x)) dµ(x)

where r−1
W is the inverse of rW : W → r(W ). In the terminology used in [N] these

measures are called quasi-invariant with Radon-Nikodym cocycle e−βc. We will
need the following observation about these measures: If µ is a e−βc-quasi-invariant
measure on G(0) and E ⊆ G(0) is an invariant Borel set, i.e. r(s−1(E)) = E =
s(r−1(E)), then the Borel measure µE given by µE(B) := µ(E ∩ B) is a e−βc-quasi-
invariant measure. For a proof of this we refer the reader to the proof of Lemma 2.2
in [Th].
Let µ be a e−βc-quasi-invariant measure. We say that a collection {ϕx}x∈G(0)

consisting for each x ∈ G(0) of a state ϕx on C∗(Gxx) is a µ-measurable field if for
each f ∈ Cc(G) the function:

G(0) ∋ x→
∑

g∈Gx
x

f(g)ϕx(ug)

is µ-measurable, where ug, g ∈ Gxx , denotes the canonical unitary generators of
C∗(Gxx). We do not distinguish between µ-measurable fields which agree for µ-a.e.
x ∈ G(0). For any β ∈ R \ {0} Neshveyevs Theorem establishes a bijection between
the β-KMS states for αc on C∗(G) and the pairs (µ, {ϕx}x∈G(0)) consisting of a e−βc-
quasi-invariant Borel probability measure µ on G(0) and a µ-measurable field of states
{ϕx}x∈G(0) satisfying:

ϕx(ug) = ϕr(h)(uhgh−1) for µ-a.e x ∈ G(0) and all g ∈ Gxx and h ∈ Gx (2.1)
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4 JOHANNES CHRISTENSEN

The KMS state ω corresponding to (µ, {ϕx}x∈G(0)) satisfies:

ω(f) =

∫

G(0)

∑

g∈Gx
x

f(g)ϕx(ug) dµ(x) ∀f ∈ Cc(G)

2.4. Duality of abelian groups. For any locally compact abelian group A we

let Â denote the dual of A, which is the set of continuous characters ξ : A → T.
Setting (ξ1ξ2)(a) = ξ1(a)ξ2(a) and ξ

−1(a) = ξ(a) for a ∈ A defines a composition and

inversion on Â making it a group with the constant function 1 as the unit. Using
the compact-open topology Â becomes a locally compact abelian group. In this
article we will consider abelian groups A that are discrete and countable, and then
the compact-open topology on Â is the topology of pointwise convergence, and Â is
compact with this topology. For any locally compact abelian group A we have the

identification (̂Â) ≃ A, and for any closed subgroup H of A, defining the annihilator
H⊥ as:

H⊥ = {ξ ∈ Â | ξ(h) = 1 for all h ∈ H}
we also have that (H⊥)⊥ = H , c.f. Lemma 2.1.3 in [Ru]. When there can be no
confusion about which group A we work with, we denote its unit by e0.

2.5. Groupoids admitting an abelian valued homomorphism. We will through-
out this paper consider the following groupoids.

Definition 2.1. We say that a groupoid G admits an abelian valued homomorphism
Φ : G → A, if G is a locally compact second countable Hausdroff étale groupoid with
compact unitspace G(0), A is some countable discrete abelian group and Φ : G → A
is a continuous homomorphism satisfying that ker(Φ) ∩ Gxx = {x} for all x ∈ G(0).
Remark 2.2. For the rest of this paper all groupoids G will satisfy Definition 2.1 for
some discrete countable abelian group A and continuous homomorphism Φ : G → A.

It follows from Proposition 5.1 in chapter II in [Re] that for a groupoid G that

satisfies Definition 2.1, there is an automorphism Ψξ ∈ Aut(C∗(G)) for every ξ ∈ Â
satisfying:

Ψξ(f)(g) = ξ(Φ(g))f(g) ∀g ∈ G (2.2)

whenever f ∈ Cc(G). Letting Ψ : ξ → Ψξ then (C∗(G),Ψ, Â) is a C∗-dynamical
system. When there can be no doubt about which group A we consider, we will
often denote this action as the gauge-action.

Example 2.3. Let (Λ, d) be a compactly aligned topological k-graph for some k ∈ N,
see e.g. [Yeend]. Using (Λ, d) one can define a space of paths XΛ and for each
m ∈ Nk a map σm on {x ∈ XΛ | d(x) ≥ m} and thereby obtain a groupoid:

GΛ = {(x,m, y) ∈ XΛ × Zk ×XΛ | ∃p, q ∈ Nk with p ≤ d(x),

q ≤ d(y), p− q = m and σp(x) = σq(y)}
with composition (x,m, y)(y, n, z) = (x,m + n, z), c.f. Definition 3.4 in [Yeend].
Using Proposition 3.6 and Theorem 3.16 in [Yeend] we can equip GΛ with a topology
such that the homomorphism GΛ ∋ (x,m, y) → m ∈ Zk becomes continuous and
GΛ satisfies Definition 2.1 when XΛ is compact. So the groupoid for the Toeplitz
algebra of a compactly aligned topological k-graph with compact unitspace satisfies
Definition 2.1. Since the groupoid for the Cuntz-Krieger algebra for a compactly
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aligned topological k-graph is a reduction of GΛ, it also satisfies Definiton 2.1 when
it has a compact unitspace. This provides us with a lot of examples, see e.g. the ones
listed in Example 7.1 in [Yeend] where the unitspace is compact. Most importantly
for the content of this article, it implies that all groupoids of Cuntz-Krieger algebras
of finite higher rank graphs without sources satisfy the criterion.

Example 2.4. Let X be a compact second countable Hausdorff space and A a count-
able abelian group, and denote by End(X) the semigroup of surjective local home-
omorphisms from X to X . Let P be a subsemigroup of A cointaining the unit e0
of A with PP−1 = P−1P = A, and let θ be a right action of P on X in the sense
that θ : P → End(X) satisfies θe0 = idX and θnm = θmθn(= θnθm) for all n,m ∈ P .
Proposition 3.1 in [ER] then informs us that:

G =
{
(x, g, y) ∈ X ×A×X | ∃n,m ∈ P, g = nm−1, θn(x) = θm(y)

}

is a groupoid with composition (x, a, y)(y, b, z) = (x, ab, z). In Proposition 3.2 in
[ER] the authors define a topology that makes G a locally compact étale groupoid
which is second countable and Hausdorff since X is. The topology furthermore
makes the homomorphism G ∋ (x, a, y) → a ∈ A continuous, so since G(0) ≃ X is
compact G satisfies Definition 2.1.

3. The one-point Theorem

For this section we fix a groupoid G with an abelian valued homomorphism Φ :
G → A as in Definition 2.1. The purpose of this section is to show how there is an
interplay between the gauge-action and the KMS states.

Lemma 3.1. Let c : G → R be a continuous groupoid homomorphism and β ∈ R.
Assume that ω is a αc-KMSβ state on C∗(G) satisfying ω ◦ Ψξ = ω for all ξ ∈ Â.
Then ω = ω ◦ P .
Proof. Since Φ−1({a}) is open for each a ∈ A we can partition G into the open sets
Φ−1({a}), a ∈ A \ {e0}, G(0) and Φ−1({e0}) \ G(0). Using a partition of unity and
linearity and continuity of ω and ω ◦ P it follows that it is enough to prove that
ω(f) = ω(P (f)) for f ∈ Cc(G) supported in any of the above three kinds of sets.
Suppose first that supp(f) ⊆ Φ−1({a}) for a a 6= e0. It follows that P (f) = 0. Let

m denote the normalised Haar-measure on Â, the invariance of ω under Ψ implies
that:

ω(f) =

∫

Â

ω(Ψξ(f)) dm(ξ) =

∫

Â

ω(f)ξ(a) dm(ξ) = ω(f)

∫

Â

ξ(a) dm(ξ) = 0

If supp(f) ⊆ G(0) then P (f) = f and ω(f) = ω(P (f)). For the last case notice

that if g ∈ Φ−1({e0}) \ G(0) then r(g) = s(g) would imply that g ∈ ker(Φ) ∩ Gr(g)r(g) ,

contradicting that g /∈ G(0). Since G is étale it follows by linearity that we can
assume supp(f) is contained in an open set U with r(U) ∩ s(U) = ∅. Since G(0) is
compact we can pick h ∈ Cc(G(0)) with h = 1 on r(U) and supp(h) ⊆ s(U)

C
. It

follows using the definition of the product in Cc(G) that f = hf and fh = 0, so
using that ω is a αc-KMSβ state and h is fixed by αc we get:

ω(f) = ω(hf) = ω(fh) = 0

which proves the Lemma. �
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3.1. The one-point theorem. The purpose of the following theorem is to use the
gauge-action to gain some control over the size of the set of extremal KMS states.

Theorem 3.2. Let c : G → R be a continuous groupoid homomorphism, β ∈ R and
ω be an extremal β-KMS state for αc on C∗(G). Then for any extremal αc-KMSβ
state ψ satisfying that ψ ◦ P = ω ◦ P there is a ξ ∈ Â with ψ = ω ◦Ψξ.

Proof. First we will argue that if some ψ is a β-KMS state for αc then ψ ◦Ψξ is also

a β-KMS state for αc for all ξ ∈ Â. Equation (2.2) implies that Ψξ(Cc(G)) ⊆ Cc(G)
and that αct ◦Ψξ = Ψξ ◦ αct for any t ∈ R and ξ ∈ Â. So for f, g ∈ Cc(G) we get:

ψ ◦Ψξ(fg) = ψ(Ψξ(f)Ψξ(g)) = ψ(Ψξ(g)α
c
iβ(Ψξ(f)))

= ψ(Ψξ(g)Ψξ(α
c
iβ(f))) = ψ ◦Ψξ(gα

c
iβ(f))

and since ψ◦Ψξ is clearly a state it is a β-KMS state for αc. That ψ◦Ψξ is an extremal

αc-KMSβ state for any extremal β-KMS state ψ and ξ ∈ Â is straightforward to
check using that Ψξ has inverse Ψξ−1. Now assume for contradiction that there is an
extremal β-KMS state for αc, say ψ, with ψ ◦ P = ω ◦ P which is not on the form
ω ◦Ψξ for any ξ ∈ Â. It follows first that:

{ψ ◦Ψξ | ξ ∈ Â}

is a set of extremal β-KMS states for αc, and then that:

{ψ ◦Ψξ | ξ ∈ Â} ∩ {ω ◦Ψη | η ∈ Â} = ∅

since if ψ ◦ Ψξ = ω ◦ Ψη for some ξ, η ∈ Â, then ψ = ω ◦ Ψηξ−1 , contradicting our
choice of ψ. Denoting the β-KMS states for αc by ∆, we can define two functions
from Â to ∆:

F1(ξ) = ω ◦Ψξ F2(ξ) = ψ ◦Ψξ

Since Ψ is strongly continuous, F1 and F2 are continuous when ∆ has the weak∗-
topology, so since Â is compact F1(Â) ⊆ ∂∆ and F2(Â) ⊆ ∂∆ are two disjoint
compact sets. Define two measures:

ν1 = m ◦ F−1
1 , ν2 = m ◦ F−1

2

where m is the normalised Haar-measure on Â, then ν1 and ν2 become Borel prob-
ability measures on ∆ supported on disjoint sets, and hence ν1 6= ν2. Since ∆
is metrizable Choquet theory informs us, c.f. Theorem 4.1.11 in [BR], that since
ν1(∂∆) = 1 = ν2(∂∆) both measures are maximal. So since ∆ is a simplex they
have two different barycenters ω1 6= ω2 ∈ ∆. For all x ∈ C∗(G)+:

ω1(x) =

∫

∆

evx(γ)dν1(γ) =

∫

Â

evx(ω ◦Ψξ)dm(ξ) =

∫

Â

ω ◦Ψξ(x)dm(ξ)

Notice that setting ω′(y) :=
∫
Â
ω ◦ Ψξ(y)dm(ξ) for y ∈ C∗(G) defines a αc-KMSβ

state that is invariant under Ψ, and hence ω′(y) = ω′(P (y)). However Ψ fixes C(G(0))
pointwise and hence ω′(y) = ω′(P (y)) = ω(P (y)). So ω1(x) = ω ◦P (x), and likewise
ω2(x) = ψ ◦ P (x), contradicting that ω ◦ P = ψ ◦ P but ω1 6= ω2. �
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4. Extremal KMS states

In this section we again let G be a groupoid with an abelian valued homomorphism
Φ : G → A as in Definition 2.1. To use Theorem 3.2 we need to obtain some extremal
KMS state. The purpose of this section is to use Neshveyevs Theorem to obtain one
extremal KMS state, and then use Theorem 3.2 to obtain the rest. To ease notation
we will identify regular finite Borel measures on G(0) with positive linear functionals
on C(G(0)).
Lemma 4.1. Fix a continuous groupoid homomorphism c : G → R and a β ∈ R\{0}.
Let ∆̃ be the set of e−βc-quasi-invariant probability measures on G(0), and for any
µ ∈ ∆̃ let ∆µ be the set of αc-KMSβ states ω on C∗(G) with ω|C(G(0)) = µ. Then:

(1) ∆̃ is a compact convex set.

(2) ∆µ is a compact convex set for any µ ∈ ∆̃.
(3) A β-KMS state ω for αc is extremal in the simplex of αc-KMSβ states ∆ if

and only if µ := ω|C(G(0)) ∈ ∂∆̃ and ω ∈ ∂∆µ.

Proof. That ∆̃ is convex is straightforward to see. To see that it is closed, let
{µn}n∈N ⊆ ∆̃ be a sequence such that µn → µ in the weak∗ topology. Then
ωn(x) :=

∫
G(0) P (x)dµn defines a sequence of β-KMS states that converges in the

weak∗ topology, i.e. ωn → ω for some β-KMS state ω. It then follows that
ω|C(G(0)) = µ, so that µ ∈ ∆̃. We leave the verification of (2) to the reader.
For (3), assume that ω ∈ ∂∆ and let µ = ω|C(G(0)). By Theorem 1.3 in [N], ω

is given by a pair (µ, {ϕx}x∈G(0)) where {ϕx}x∈G(0) is a µ-measurable field of states

satisfying (2.1). Assume µ = λµ1+(1−λ)µ2 for some µ1, µ2 ∈ ∆̃ and λ ∈]0, 1[. Then
{ϕx}x∈G(0) is also µ1- and µ2-measurable and satisfies (2.1) for µ1 and µ2, and then
(µ1, {ϕx}x∈G(0)) and (µ2, {ϕx}x∈G(0)) represent two KMS states ω1 and ω2, satisfying:

ω(f) =

∫

G(0)

∑

g∈Gx
x

f(g)ϕx(ug) dµ(x) = λω1(f) + (1− λ)ω2(f)

for all f ∈ Cc(G). Since ω ∈ ∂∆ this implies ω = ω1 = ω2, and hence µ = µ1 = µ2,

proving that µ ∈ ∂∆̃, and since ∆µ is contained in ∆, we get that ω ∈ ∂∆µ. The
other implication in (3) is straightforward. �
Using Lemma 4.1 we can now find an extremal KMS state for (C∗(G), αc).

Proposition 4.2. Let c : G → R be a continuous groupoid homomorphism, β ∈
R \ {0} and assume that µ is a e−βc-quasi-invariant probability measure. Then for

any ξ ∈ Â there is a β-KMS state ωξ for α
c given by:

ωξ(f) =

∫

G(0)

∑

g∈Gx
x

f(g)ξ(Φ(g)) dµ(x)

for all f ∈ Cc(G). For the function 1 ∈ Â the state ω1 is an extremal point in ∆µ.

Proof. To prove the first claim it is enough to find a µ-measurable field of states
{ψx}x∈G(0) satisfying (2.1) such that ψx(ug) = ξ(Φ(g)) for all g ∈ Gxx and all x ∈ G(0).
To do this fix a ξ ∈ Â and define a ∗-homomorphism Hξ : C

∗(A)→ C by specifying
that Hξ(ua) = ξ(a) for all unitary generators ua and a ∈ A. In particular we have
that Hξ is a state on C∗(A). The condition that ker(Φ) ∩ Gxx = {x} implies that
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Φ : Gxx → A is an injective group homomorphism for each x ∈ G(0), which gives us
an injective unital ∗-homomorphism ιx : C∗(Gxx) → C∗(A) satisfying ιx(ug) = uΦ(g)

for all g ∈ Gxx . For each x ∈ G(0) we define a state ψx := Hξ ◦ ιx on C∗(Gxx) and claim
that {ψx}x∈G(0) is a µ-measurable field of states. It suffices to prove that

G(0) ∋ x→
∑

g∈Gx
x

f(g)ψx(ug)

is µ-measurable for f ∈ Cc(G) with supp(f) ⊆ W ⊆ W ⊆ U ⊆ Φ−1({a}) where
W is open, W is compact, U is an open bisection and a ∈ A. The set N := {g ∈
W | s(g) = r(g)} is compact in G, so r(N) is closed in G(0). However

G(0) \ r(N) ∋ x→
∑

g∈Gx
x

f(g)ψx(ug) = 0

while for x ∈ r(N) we have:
∑

g∈Gx
x

f(g)ψx(ug) =
∑

g∈Gx
x

f(g)ξ(Φ(g)) = f(r−1
W
(x))ξ(a)

So since r(N) ∋ x→ f(r−1
W
(x))ξ(a) is continuous {ψx}x∈G(0) is a µ-measurable field.

For any x ∈ G(0) and all g ∈ Gxx and h ∈ Gx we have ψr(h)(uhgh−1) = ξ(Φ(hgh−1)) =
ψx(ug), so {ψx}x∈G(0) satisfies (2.1). To prove ω1 is extremal assume that ω1 =

λϕ′ + (1− λ)ϕ̃ with ϕ′, ϕ̃ ∈ ∆µ. Now letting {ψ′
x}x∈G(0), {ψ̃x}x∈G(0) be µ-measurable

fields corresponding to respectively ϕ′ and ϕ̃, then:

ω1(f) = λϕ′(f) + (1− λ)ϕ̃(f) =
∫

G(0)

∑

g∈Gx
x

f(g)(λψ′
x + (1− λ)ψ̃x)(ug) dµ(x)

Using the uniqueness result of Neshveyev we get that λψ′
x + (1 − λ)ψ̃x = ψx for

µ-almost all x in G(0). However ψx = H1 ◦ ιx is multiplicative on an abelian C∗-
algebra, giving that it is a pure-state by Corollary 2.3.21 in [BR]. So ψ′

x and ψ̃x
has to be equal to ψx for µ-almost all x, and hence ϕ̃ = ω1 = ϕ′ which proves the
proposition. �

5. Symmetries of the KMS simplex

We now combine the results from the last two sections to obtain a description
of the extremal points of the simplex of β-KMS states for β 6= 0. Throughout
this section we again consider a groupoid G with an abelian valued homomorphism
Φ : G → A as in Definition 2.1.

Theorem 5.1. Let c : G → R be a continuous groupoid homomorphism and β ∈
R \ {0}. Then any extremal β-KMS state ω for αc is on the form:

ω(f) =

∫

G(0)

∑

g∈Gx
x

f(g)ξ(Φ(g)) dµ(x) ∀f ∈ Cc(G) (5.1)

where µ ∈ ∂∆̃ and ξ ∈ Â. Conversely any state on this form is extremal.

Proof. Let ω be given by the pair (µ, {ψx}x∈G(0)) as in Theorem 1.3 in [N], then

µ ∈ ∂∆̃ by Lemma 4.1. Constructing ω1 using µ as in Proposition 4.2 then ω1 is
extremal in ∆µ, and Theorem 3.2 then implies that ω = ω1 ◦ Ψξ for some ξ. Since
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ω1 ◦ Ψξ is equal to ωξ from Proposition 4.2 this proves the formula. Conversely the
state in (5.1) equals ω1 ◦Ψξ and hence it is extremal by Proposition 4.2. �
We will say that an extremal KMS state ω is given by a pair (µ, ξ) ∈ ∂∆̃ × Â,

when ω can be written as in (5.1). The representation of the extremal KMS state
is not necessarily unique: If a state is given by a pair (µ, ξ) and a pair (µ′, ξ′) then
clearly µ = µ′, but we might not have ξ = ξ′. In the following Theorem we will
address this issue.

Theorem 5.2. Let c : G → R be a continuous groupoid homomorphism and β ∈
R \ {0}. Let µ ∈ ∂∆̃ and let ω be the extremal β-KMS state for αc given by the pair
(µ, 1). Then:

N := {ξ ∈ Â | ω ◦Ψξ = ω}
is a closed subgroup in Â. Consider the subgroup:

B := N⊥ = {a ∈ A | ξ(a) = 1 for all ξ ∈ N} ⊆ A

Then the following is true:

(1) For any subgroup C ⊆ A the set

X(C) :=
{
x ∈ G(0) | Φ(Gxx) = C

}

is a Borel set in G(0), and:

µ (X(C)) =

{
1 if C = B

0 else

(2) ∆µ is a simplex and B̂ ≃ Â/N acts transitively and freely on ∂∆µ. This
gives rise to a homeomorphism:

B̂ ∋ ξ →


f →

∫

X(B)

∑

g∈Gx
x

f(g)ξ(Φ(g)) dµ(x)


 ∈ ∂∆µ (5.2)

Proof. Checking that N is a closed subgroup is straightforward. To prove (1), we
first claim that X(a) :=

{
x ∈ G(0) | a ∈ Φ(Gxx)

}
is a Borel set in G(0) for all a ∈ A.

Since A is countable {g ∈ Φ−1({a}) | r(g) = s(g)} is closed in G, so since G is second
countable and étale this implies that r({g ∈ Φ−1({a}) | r(g) = s(g)}) = X(a) is
Borel. Clearly X(a) is an invariant set, so if µ(X(a)) ∈]0, 1[ then X(a)C would be an
invariant Borel set with µ(X(a)C) ∈]0, 1[, which would imply that µ could be written
as a convex combination of two elements in ∆̃. However µ ∈ ∂∆̃, so µ(X(a)) = 0 or
µ(X(a)) = 1. If µ(X(a)) = 1 and µ(X(b)) = 1 then µ(X(a) ∩ X(b)) = 1, so since
X(a) ∩X(b) ⊆ X(ab) and X(a) = X(a−1) we have that:

D := {a ∈ A | µ(X(a)) = 1}
is a subgroup of A. For any subgroup C of A we can write:

X(C) =

(⋂

c∈C
X(c)

)
\


 ⋃

a∈A\C
X(a)




and hence X(C) is Borel. From this equality it also follows that µ(X(D)) = 1. Since
X(D) ∩ X(C) = ∅ for subgroups C 6= D, this implies µ(X(C)) = 0 when C 6= D.
By definition of N we have, using the notation of the proof of Proposition 4.2, that
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ξ ∈ N if and only if H1 ◦ ιx = Hξ ◦ ιx for µ almost all x ∈ G(0), so if and only if
D ⊆ Ker(ξ). However D ⊆ Ker(ξ) if and only if ξ ∈ D⊥, so combined we get that
D⊥ = N , and hence D = (D⊥)⊥ = N⊥ = B.

To prove (2) notice first that the map that sends φB⊥ ∈ Â/B⊥ to φ|B ∈ B̂ is

an isomorphism by Theorem 2.1.2 in [Ru], so since N = B⊥ this proves Â/N ≃ B̂.

Since µ is extremal in ∆̃ it follows by Theorem 5.1 that every ψ ∈ ∂∆µ is on the

form ω ◦Ψξ for some ξ ∈ Â, so by definition of N we can define a transitive and free

action of Â/N on ∂∆µ by:

Â/N × ∂∆µ ∋ (ξN, ψ)→ ψ ◦Ψξ ∈ ∂∆µ

So the map in (5.2) is a bijection, and since functions f ∈ Cc(G) supported in some
set Φ−1({a}), a ∈ A, spans Cc(G) it follows that the map is continuous, and hence a

homeomorphism since B̂ is compact. To see that ∆µ is a simplex, let µ1 and µ2 be two
different maximal regular Borel probability measures on ∆µ, and assume for contra-
diction that they have the same barycenter. Then

∫
∆µ
γ(x)dµ1(γ) =

∫
∆µ
γ(x)dµ2(γ)

for all x ∈ C∗(G). Since ∆ is metrizable µ1 and µ2 are supported on ∂∆µ, so

we consider them as measures on B̂. It follows from Stone-Weierstrass that the
span of {evb | b ∈ B} is a dense subalgebra of C(B̂), so there exist a b ∈ B with∫
B̂
ξ(b)dµ1(ξ) 6=

∫
B̂
ξ(b)dµ2(ξ). Since G is sigma-compact and Φ−1({b}) is clopen,

there is an increasing sequence of positive functions fn ∈ Cc(G) that converges point-
wise to 1Φ−1({b}), and hence the functions x→∑

g∈Gx
x
fn(g) increases pointwise to a

function f ′ with f ′ = 1 on X(B). Using monotone convergence there is a f ∈ Cc(G)
with supp(f) ⊆ Φ−1({b}) and ω(f) =

∫
X(B)

∑
g∈Gx

x
f(g) dµ(x) 6= 0, and hence for

i = 1, 2 we have:
∫

∆µ

γ(f)dµi(γ) =

∫

B̂

ω(Ψξ(f))dµi(ξ) = ω(f)

∫

B̂

ξ(b)dµi(ξ)

a contradiction. Hence ∆µ is a simplex. �

Observation 5.3. This Lemma should be compared with Proposition 11.5 in [aHLRS2].
In [aHLRS2] the authors analyse the KMS states on the Cuntz-Krieger algebras of
finite strongly connected higher-rank graphs, which are C∗-algebras of groupoids
satisfying Definition 2.1, see section 6.3 below or section 12 in [aHLRS2]. Letting
c be the continuous groupoid homomorphism giving rise to what the authors call
the preferred dynamics, Lemma 12.1 in [aHLRS2] implies that there is exactly one
e−c·1-quasi-invariant measure and that the subgroup B described in Theorem 5.2 is
the subgroup Per(Λ), see Proposition 5.2 in [aHLRS2] for the definition of Per(Λ).
Then (2) in our Theorem 5.2 becomes Proposition 11.5 in [aHLRS2].

Theorem 1.3 in [N] is very useful for giving a concrete description of the KMS
states when either the groupoids involved only have countably many points in the
unitspace with non-trivial isotropy, or when it is possible to prove that all KMS
states factors through the conditional expectation P . To illustrate how Theorem 5.2
can be used in more complex cases, we will now use it to analyse the KMS states
for Cuntz-Krieger C∗-algebras of finite higher-rank graphs without sources, where
neither of the two classical approaches suffices.
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6. Background on higher-rank graphs

6.1. The Cuntz-Krieger C∗-algebras of higher-rank graphs. For k ∈ N we
always denote the standard basis for Nk by {e1, e2, . . . , ek}, and for n,m ∈ Nk we
write n ≤ m if ni ≤ mi for all i = 1, 2, . . . , k, and n ∨m for the vector in Nk with
(n∨m)i = max{ni, mi} for all i. A higher-rank graph of rank k ∈ N is a pair (Λ, d)
consisting of a countable small category Λ and a functor d : Λ→ Nk which satisfies
the factorisation property: for every λ ∈ Λ and every decomposition d(λ) = n +m,
n,m ∈ Nk, there exists unique µ, ν ∈ Λ with d(µ) = n, d(ν) = m and λ = µν. For
all n ∈ Nk we write Λn := d−1({n}) and we identify the objects of Λ with Λ0 ⊆ Λ
and call these vertices. Elements of Λ are referred to as paths, and we use the range
and source maps r, s : Λ → Λ0 to make sense of the start s(λ) and the end r(λ)
of paths λ in Λ. For 0 ≤ l ≤ n ≤ m and λ ∈ Λm we denote by λ(0, l) ∈ Λl,
λ(l, n) ∈ Λn−l and λ(n,m) ∈ Λm−n the unique paths with λ = λ(0, l)λ(l, n)λ(n,m).
We often abbreviate and write Λ for a higher-rank graph of rank k and simply call
it a k-graph. For any X, Y ⊆ Λ we write XY for the set:

XY := {µλ | µ ∈ X, λ ∈ Y and s(µ) = r(λ)}

and we use variations on this theme to define sets throughout the next sections. We
say that a k-graph Λ is finite if Λn is finite for all n ∈ Nk and without sources if
vΛn 6= ∅ for all n ∈ Nk and v ∈ Λ0. We can define a relation on Λ0 by defining
v ≤ w if vΛw 6= ∅, i.e. if there is a path starting in w and ending in v. This gives an
equivalence relation ∼ on Λ0 by defining v ∼ w if v ≤ w and w ≤ v. We call these
equivalence classes components, and more specifically we call a component C trivial
if CΛC = {v} for some v ∈ Λ0 and non-trivial if this is not the case. The relation
≤ descends to a partial order on the set of components, i.e. C ≤ D if CΛD 6= ∅.
For sets V ⊆ Λ0 we define the closure of V to be V = {w ∈ Λ0 | wΛV 6= ∅} and the

hereditary closure to be V̂ = {w ∈ Λ0 | V Λw 6= ∅}. For any set S that is closed,
hereditary closed or a component we can define a new higher-rank graph (ΛS, d)
where ΛS = SΛS. A graph is called strongly connected if vΛw 6= ∅ for all v, w ∈ Λ0,
and we notice that (ΛC , d) is a strongly connected graph for all components C of
Λ0.
For a finite k-graph Λ we can define the Λ0 × Λ0 vertex matrices A1, . . . , Ak with

entries Ai(v, w) = |vΛeiw|. The factorisation property implies that these commute,

and defining An =
∏k

i=1A
ni
i for each n ∈ Nk one can prove that An(v, w) = |vΛnw|.

Definition 6.1. Let Λ be a finite k-graph without sources. A Cuntz-Krieger Λ-family
is a set of partial isometries {tλ | λ ∈ Λ} in a C∗-algebra satisfying:

(CK1) {tv | v ∈ Λ0} is a set of mutually orthogonal projections.
(CK2) tλtγ = tλγ for all λ, γ ∈ Λ with r(γ) = s(λ).
(CK3) t∗λtλ = ts(λ) for all λ ∈ Λ.
(CK4) tv =

∑
λ∈vΛn tλt

∗
λ for all v ∈ Λ0 and n ∈ Nk.

We let C∗(Λ) denote the C∗-algebra generated by a universal Cuntz-Krieger Λ-family.

To ease notation we define the projection pv := tv for all v ∈ Λ0, and we remind
the reader that C∗(Λ) = span{tλt∗γ | λ, γ ∈ Λ, s(λ) = s(γ)} and that the universal

property of C∗(Λ) guarantees a strongly continuous action γ : Tk → Aut(C∗(Λ)) by
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specifying that:

γz(tλ) = zd(λ)tλ =
k∏

i=1

z
d(λ)i
i tλ ∀z ∈ Tk, ∀λ ∈ Λ (6.1)

By setting:

Λmin(λ, γ) := {(δ, ν) ∈ Λ× Λ | λδ = γν and d(λδ) = d(λ) ∨ d(γ)}
for any λ, γ ∈ Λ, we furthermore have the equality:

t∗λtγ =
∑

(δ,ν)∈Λmin(λ,γ)

tδt
∗
ν (6.2)

6.2. KMS states on Cuntz-Krieger algebras of higher-rank graphs. Let Λ
be a finite k-graph without sources. For any r ∈ Rk we can define a map R ∋ t →
(eitr1 , . . . , eitrk) ∈ Tk. Composing this map with the action γ from (6.1) yields a
continuous one-parameter group {αrt}t∈R satisfying:

αrt (tλt
∗
γ) =

k∏

l=1

(eitrl)d(λ)l
k∏

l=1

(e−itrl)d(γ)ltλt
∗
γ = eitr·(d(λ)−d(γ))tλt

∗
γ

for all λ, γ ∈ Λ. We are interested in determining the β-KMS states for all β ∈ R
and all C∗-dynamical systems (C∗(Λ), αr) where r ∈ Rk, and for this it suffices to
check the KMS condition on pairs of elements on the form tλt

∗
γ with λ, γ ∈ Λ.

6.3. The path groupoid for a finite higher-rank graph without sources. For
a finite k-graph Λ without sources we can realise C∗(Λ) as a groupoid C∗-algebra.
To do this, we first need to introduce the infinite path space Λ∞ of Λ. The standard
example of a k-graph Ωk is constructed by considering morphisms:

Ωk := {(n,m) ∈ Nk × Nk | n ≤ m}
and objects Ω0

k := Nk and then defining s(n,m) = m, r(n,m) = n, d(n,m) = m− n
and (n,m)(m, q) = (n, q). An infinite path in the k-graph Λ is then a functor
x : Ωk → Λ that intertwines the degree maps, and we denote the set of infinite paths
in Λ by Λ∞. Defining for each λ ∈ Λ a set Z(λ) = {x ∈ Λ∞ | x(0, d(λ)) = λ} we get a
basis {Z(λ)}λ∈Λ of compact and open sets, making Λ∞ a second countable compact
Hausdorff space. For each p ∈ Nk we can define a continuous map σp : Λ∞ → Λ∞ by
setting σp(x) to be the infinite path σp(x)(n,m) = x(n+p,m+p) for all (n,m) ∈ Ωk,
and for any p, q ∈ Nk and x ∈ Λ∞ we then have that σp(σq(x)) = σp+q(x) =
σq(σp(x)). Setting r(x) = x((0, 0)) for x ∈ Λ∞ we can compose λ ∈ Λ and x ∈ Λ∞

when r(x) = s(λ) to get a new infinite path λx ∈ Λ∞. Using Λ∞ we can now obtain
the path groupoid by defining:

G =
{
(x,m− n, y) ∈ Λ∞ × Zk × Λ∞ | m,n ∈ Nk and σm(x) = σn(y)

}

one can check that this is in fact a groupoid when defining composition as:

(x, a, y)(y, b, z) = (x, a + b, z)

and inversion by (x, a, y)−1 = (y,−a, x) and we then obtain range and source maps
satisfying r(x, a, y) = (x, 0, x) and s(x, a, y) = (y, 0, y). The groupoid G becomes a
locally compact second countable Hausdorff étale groupoid when we consider a basis
{Z(λ, γ) | λ, γ ∈ Λ, s(λ) = s(γ)} where:

Z(λ, γ) := {(x, d(λ)− d(γ), z) ∈ G | x ∈ Z(λ), z ∈ Z(γ), σd(λ)(x) = σd(γ)(z)}
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We can therefore consider the groupoid C∗-algebra C∗(G), and it follows from Corol-
lary 3.5 in [KP] that C∗(Λ) ≃ C∗(G) under an isomorphism that maps tλt

∗
γ to 1Z(λ,γ).

Since G(0) ≃ Λ∞ we will identify the two spaces C(Λ∞) and C(G(0)). The action in-
troduced in (6.1) is then the same as the gauge-action introduced in equation (2.2),
and the continuous one-parameter group {αrt}t∈R obtained using a vector r ∈ Rk is
the same as the one obtained by considering the continuous groupoid homomorphism
cr : G → R given by cr(x, n, y) := r · n.

7. Harmonic vectors and KMS states

In this section we start our analysis of the KMS states by describing the gauge-
invariant states.

Definition 7.1. Let Λ be a finite k-graph without sources, β ∈ R and r ∈ Rk. If
ψ ∈ [0,∞[Λ

0
is a vector of unit 1-norm, i.e.

∑
v |ψv| = 1, and ψ satisfies that:

Aiψ = eβriψ for all i = 1, 2, . . . , k

we call ψ a β-harmonic vector for αr.

Lemma 7.2. Let Λ be a finite k-graph without sources, β ∈ R and r ∈ Rk. Let ω
be a β-KMS state for αr, then the vector:

{ω(pv)}v∈Λ0

is a β-harmonic vector for αr.

Proof. Set ψw = ω(pw) for all w ∈ Λ0, then clearly ψw ∈ [0,∞[Λ
0
is of unit 1-norm.

Using (CK4) we have for each i ∈ {1, 2, . . . , k} and v ∈ Λ0 that:

ψv = ω(pv) =
∑

λ∈vΛei

ω(tλt
∗
λ) =

∑

λ∈vΛei

ω(t∗λα
r
iβ(tλ)) =

∑

λ∈vΛei

e−βr·d(λ)ω(t∗λtλ)

= e−βri
∑

w∈Λ0

∑

λ∈vΛeiw

ω(pw) = e−βri
∑

w∈Λ0

Ai(v, w)ψw = e−βri(Aiψ)v

proving the Lemma. �
Inspired by Proposition 8.1 in [aHLRS2] we will now associate a measure to a

β-harmonic vector.

Proposition 7.3. Let Λ be a finite k-graph without sources, β ∈ R and r ∈ Rk.
Let ψ be a β-harmonic vector for αr, then there exists a unique Borel probability
measure Mψ on Λ∞ satisfying:

Mψ(Z(λ)) = e−βr·d(λ)ψs(λ) ∀λ ∈ Λ

Proof. For allm,n ∈ Nk withm ≤ n we define πm,n : Λn → Λm by πm,n(λ) = λ(0, m).
Since Λ is without sources the maps πm,n are surjective. Giving Λn the discrete
topology for each n ∈ Nk, it follows that (Λm, πm,n) is an inverse system of compact
topological spaces and continuous surjective maps, and hence we get a topological
space lim←−(Λ

m, πm,n). It is straightforward to check that

Λ∞ ∋ x→ {x(0, m)}m∈Nk ∈ lim←−(Λ
m, πm,n)

is a homeomorphism. For each m ∈ Nk we now define a measure Mm on Λm by:

Mm(S) = e−βr·m
∑

λ∈S
ψs(λ) for S ⊆ Λm
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For m ≤ n and λ ∈ Λm we have:

Mn(π
−1
m,n({λ})) = e−βr·n

∑

ν∈π−1
m,n({λ})

ψs(ν) = e−βr·n
∑

α∈s(λ)Λn−m

ψs(α)

= e−βr·n
∑

w∈Λ0

An−m(s(λ), w)ψw = e−βr·n(An−mψ)s(λ) = e−βr·mψs(λ)

=Mm({λ})
Combining this calculation with Lemma 5.2 in [aHKR2] gives us a regular Borel
measure Mψ on Λ∞ such that:

Mψ(Z(λ)) =Mm({λ}) = e−βr·mψs(λ) = e−βr·d(λ)ψs(λ)

for λ ∈ Λm. Since ψ is of unit 1-normMψ is a probability measure, andMψ is clearly
unique. �
For each Mψ we define a state ωψ on C∗(Λ) by:

ωψ(a) =

∫

Λ∞
P (a) dMψ

Theorem 7.4. Assume Λ is a finite k-graph without sources, β ∈ R and r ∈ Rk.
The map ψ → ωψ is an affine bijection from the β-harmonic vectors for αr to the
gauge-invariant β-KMS states for αr.

Proof. Let ψ be a β-harmonic vector for αr and let Mψ be the corresponding Borel
probability measure on Λ∞. Since the gauge-action fixes C(Λ∞) it follows that ωψ
is a gauge-invariant state. We will now argue that it is a β-KMS state for αr, so let
λ, γ, δ, ǫ ∈ Λ with s(λ) = s(γ) and s(δ) = s(ǫ) with d(δ) ≥ d(γ) and d(ǫ) ≥ d(λ).
Using equation (6.2) we have that:

ωψ(tλt
∗
γtδt

∗
ǫ ) =

∑

(η,ν)∈Λmin(γ,δ)

ωψ(tληt
∗
ǫν) =

∑

(η,ν)∈Λmin(γ,δ), λη=ǫν

e−βr·d(λη)ψs(η)

On the other hand:

ωψ(tδt
∗
ǫα

r
iβ(tλt

∗
γ)) = e−βr·(d(λ)−d(γ))

∑

(κ,τ)∈Λmin(ǫ,λ)

ωψ(tδκt
∗
γτ )

= e−βr·(d(λ)−d(γ))
∑

(κ,τ)∈Λmin(ǫ,λ), δκ=γτ

e−βr·d(γτ)ψs(τ)

=
∑

(κ,τ)∈Λmin(ǫ,λ), δκ=γτ

e−βr·d(λτ)ψs(τ)

Now we claim that (η, ν) → (ν, η) is a bijection from {(η, ν) ∈ Λmin(γ, δ) | λη =
ǫν} to {(κ, τ) ∈ Λmin(ǫ, λ) | δκ = γτ}. To see this, notice that by assumption
d(γ) ∨ d(δ) = d(δ) and d(ǫ) ∨ d(λ) = d(ǫ), so d(ν) = 0 and:

d(λη) = d(ǫν) = d(ǫ) + d(ν) = d(ǫ) = d(ǫ) ∨ d(λ)
So (ν, η) ∈ Λmin(ǫ, λ) and by choice δν = γη, proving that the map is well defined. It
is straightforward to check that it has an inverse given by (κ, τ)→ (τ, κ) and hence
it is a bijection. This implies that:

ωψ(tλt
∗
γtδt

∗
ǫ ) =

∑

(η,ν)∈Λmin(γ,δ), λη=ǫν

e−βr·d(λη)ψs(η) =
∑

(κ,τ)∈Λmin(ǫ,λ), δκ=γτ

e−βr·d(λτ)ψs(τ)
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This proves that ωψ satisfies the β-KMS condition for such pairs tλt
∗
γ , tδt

∗
ǫ . For such

a pair not necessarily satisfying d(δ) ≥ d(γ) and d(ǫ) ≥ d(λ), taking a large n and
using (CK4) yield:

ωψ(tλt
∗
γtδt

∗
ǫ ) =

∑

υ∈s(δ)Λn

ωψ(tλt
∗
γtδυt

∗
ǫυ) =

∑

υ∈s(δ)Λn

ωψ(tδυt
∗
ǫυα

r
iβ(tλt

∗
γ)) = ωψ(tδt

∗
ǫα

r
iβ(tλt

∗
γ))

proving that ωψ is a β-KMS state for αr.
So ψ → ωψ is well-defined. For injectivity, notice that:

ωψ(pv) =Mψ(Z(v)) = ψv

by definition of Mψ. To prove that it is surjective, take a gauge-invariant β-KMS
state for αr, say ω. It follows from Lemma 7.2 that setting ψv = ω(pv) then ψ is a
β-harmonic vector for αr. It follows from Lemma 3.1 that ω = ω ◦ P , so ω is given
by a Borel probability measure M on Λ∞. Since ω is a KMS state we have:

M(Z(λ)) = ω(tλt
∗
λ) = e−βr·d(λ)ω(t∗λtλ) = e−βr·d(λ)ψs(λ) =Mψ(Z(λ))

proving that ωψ = ω, and hence surjectivity. �
7.1. Decomposition of Harmonic vectors. To describe the gauge-invariant KMS
states Theorem 7.4 informs us that it is sufficient to analyse the set of harmonic vec-
tors, which we will do in the following. It turns out, much like in the case for
1-graphs, that the set of harmonic vectors is a finite simplex, and that the extremal
points in this simplex arise from certain components in the graph, see e.g. [aHLRS1]
or [CT] for the 1-graph case (but be aware that [CT] uses a different convention for
traversing paths). The technique used in [aHLRS1] required that the vertex set
was ordered such that the vertex matrix was block upper diagonal, this is however
difficult to do for graphs of rank k > 1, since one has to juggle numerous vertex
matrices at once, c.f. Section 3 of [aHKR1]. To overcome this problem we define
a new matrix AF that incorporates all the vertex matrices as follows: Let F be a
finite sequence {a1, a2, . . . , am} of elements in Nk \ {0} and set:

AF :=
∑

n∈F
An =

m∑

j=1

Aaj

Our reason for considering F as a sequence is that we allow for the same vector to
occur multiple times in F . We call such a set F well chosen if for all v, w ∈ Λ0,
AF (v, w) > 0 if and only if vΛlw 6= ∅ for some l ∈ Nk \{0}. Since An(v, w) = |vΛnw|
it follows that there always exist a well chosen set, and if F is well chosen and
S = {b1, . . . bq} is a finite sequence in Nk \ {0}, then F ∪S = {a1, . . . , am, b1, . . . , bq}
is a well chosen set as well. Similarly to the strongly connected graph case it turns
out that there is a connection between eigenvectors for AF and eigenvectors for the
vertex matrices Ai, i = 1, . . . , k, c.f. Proposition 3.1 in [aHLRS2]. Given a k-graph
Λ, a Λ0×Λ0 matrix B and S,R ⊆ Λ0 we will write BR,S for the matrix B restricted
to the rows R and columns S, and when we in the following write AR,SF we specifically
mean (AF )

R,S. Set BS := BS,S. For vectors x we will denote the restriction to a set
S by x|S.
Definition 7.5. Let F be a well chosen set for a finite k-graph Λ without sources.
We say that a non-trivial component C is F -harmonic if either C \ C = ∅ or:

ρ(ACF ) > ρ(A
C\C
F )
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We call a component C positive if ρ(ACi ) > 0 for all i ∈ {1, 2, . . . , k}.
Notice for the following Lemma that if C is a non-trivial component and F is well

chosen, then ACF is a strictly positive integer matrix, and hence ρ(ACF ) > 0.

Lemma 7.6. Let F be a well chosen set for a finite k-graph Λ without sources, and
let C be a F -harmonic component. Then there exists a unique vector xCF ∈ [0,∞[Λ

0

of unit 1-norm that satisfies:

(1) AFx
C
F = ρ(ACF )x

C
F

(2) (xCF )v = 0 for v /∈ C.
This vector will furthermore satisfy that (xCF )v > 0 for all v ∈ C and that xCF |C = cx
where c > 0 and x is the unimodular Perron-Frobenious eigenvector for ACF .

Proof. ACF is strictly positive, so there exists a unique vector x ∈]0,∞[C with unit
1-norm such that ACFx = ρ(ACF )x. If C \ C 6= ∅ it follows by choice of C that the

matrix ρ(ACF )
−1A

C\C
F has spectral radius strictly less than 1. So:

(
1C\C − ρ(ACF )−1A

C\C
F

)−1

=

∞∑

n=0

(
ρ(ACF )

−1A
C\C
F

)n

We define a vector xC ∈ [0,∞[C as follows; If C \ C = ∅ we set xC = x and if
C \ C 6= ∅ we set:

xC |C\C =
(
1C\C − ρ(ACF )−1A

C\C
F

)−1

(ρ(ACF )
−1A

C\C,C
F )x , xC |C = x

By definition of F , A
C\C,C
F is a matrix with strictly positive entries, so xCv > 0 for

all v ∈ C. If v ∈ C and w ∈ C \ C then vΛw = ∅. So AC,C\C
F = 0, and this implies

that
(
ACFx

C
)
|C = ACFx = ρ(ACF )x

C |C and:

(
ACFx

C
)
|C\C = A

C\C
F

∞∑

n=0

(
ρ(ACF )

−1A
C\C
F

)n
(ρ(ACF )

−1A
C\C,C
F )x+ A

C\C,C
F x

= ρ(ACF )
∞∑

n=0

(
ρ(ACF )

−1A
C\C
F

)n+1

(ρ(ACF )
−1A

C\C,C
F )x+ ρ(ACF )

(
ρ(ACF )

−1A
C\C,C
F

)
x

= ρ(ACF )x
C |C\C

Expand xC to a vector xCF ∈ [0,∞[Λ
0
by setting (xCF )v = 0 when v /∈ C and xCF |C to

be the normalisation of xC . Since A
Λ0\C,C
F = 0 it then follows that:

AFx
C
F = ρ(ACF )x

C
F

which proves existence.
To prove uniqueness, assume y ∈ [0,∞[Λ

0
is of unit 1-norm and satisfies (1) and

(2). Then by (2) and since A
C,C\C
F = 0 we have:

(AF y) |C = ACF (y|C)
(
ACF (y|C)

)
|C = ACF (y|C)

Combined this implies that ρ(ACF )(y|C) = (AF y)|C = ACF (y|C), and hence y|C =
λxCF |C for some λ ∈ [0,∞[. If C \C = ∅ it follows that y = xCF since they both have
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unit 1-norm, so assume C \ C 6= ∅. Now y − λxCF is a vector supported on C \ C
satisfying:

AF (y − λxCF ) = ρ(ACF )(y − λxCF )
but:

ρ(ACF )(y − λxCF )|C\C =
(
AF (y − λxCF )

)
|C\C = A

C\C
F (y − λxCF )|C\C

since ρ(A
C\C
F ) < ρ(ACF ) this implies that y = λxCF , and since they both have unit

1-norm we must have that y = xCF . �
Lemma 7.7. Let F be a well chosen set for a finite k-graph Λ without sources, and
let C be a F -harmonic component. The vector xCF from Lemma 7.6 satisfies:

Aix
C
F = ρ(ACi )x

C
F

for i = 1, . . . , k.

Proof. Since A
Λ0\C,C
i = 0 and xCF |Λ0\C = 0 we have that:

(
Aix

C
F

)
|Λ0\C = 0

Now it follows that:

AF (Aix
C
F ) = Ai(AFx

C
F ) = ρ(ACF )(Aix

C
F )

Since Aix
C
F ∈ [0,∞[Λ

0
Lemma 7.6 implies that Aix

C
F = λix

C
F for some λi ∈ [0,∞[ for

each i, and hence:
λix

C
F |C =

(
Aix

C
F

)
|C = ACi (x

C
F |C)

Since xCF |C is strictly positive we can conclude from Lemma 3.2 in [aHLRS2] that
λi = ρ(ACi ). By definition of λi this proves the Lemma. �
Combining Lemma 7.7 and Lemma 7.6 it follows that a positive F -harmonic

component C gives rise to a β-harmonic vector for αr, xCF , when r is defined by:

r :=
1

β

(
ln(ρ(AC1 )), ln(ρ(A

C
2 )), . . . , ln(ρ(A

C
k ))
)

We will now prove that all β-harmonic vectors for αr can be decomposed as convex
combinations of such vectors. To do this we will need the following technical Lemma.
Notice that it deals with graphs that might have sources, which will prove important
in its utilization.

Lemma 7.8. Let Λ be a finite k-graph for some k ∈ N, and let B ∈ MΛ0([0,∞[) be
a matrix satisfying that for all v, w ∈ Λ0 then B(v, w) > 0 if and only if there exists
a n ∈ Nk \ {0} with vΛnw 6= ∅. Then:

ρ(B) = max
C∈Λ0/∼

ρ(BC)

Proof. We will prove this by arranging the vertices of Λ0 such that B appears in a
block upper triangular form with the block matrices consisting of the matrices BC

with C ∈ Λ0/ ∼. This will prove the assertion in the Lemma, since the determinant
of a block upper triangular matrix is the product of the determinants of the blocks.
To do this we define a directed 1-graph |Λ| = (V,E, r, s) by setting V = Λ0,

E = Λe1 ∪ · · · ∪ Λek and letting s and r be the restriction of the source and range
map on Λ. Let E∗ denote the finite paths in |Λ|. Then using the factorisation
property of d it follows that for all v, w ∈ V we have vE∗w 6= ∅ if and only if
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vΛw 6= ∅. So defining a relation on V by v ≤ w if vE∗w 6= ∅ we get exactly the same
relation on V = Λ0 as defined in Section 6.1. Now we order the vertex set for the
directed graph |Λ| as it was done in Section 2.3 of [aHLRS1], giving us a numbering
of the vertices V = {v1, v2, . . . , v|V |} satisfying that if vi ≤ vj then either i ≤ j or
vi ∼ vj, and that vertices in the same component are grouped together. For this
order on Λ0 it follows that B has the desired form. �
The following proposition and its proof is inspired by Lemma 3.5 in [CT].

Proposition 7.9. Let Λ be a finite k-graph without sources and let ψ ∈ [0,∞[Λ
0
be

a β-harmonic vector for αr for some r ∈ Rk and β ∈ R. Let F be well chosen. Then
there exists a unique collection C of F -harmonic components and positive numbers
tC ∈]0, 1] , C ∈ C, such that:

ψ =
∑

C∈C
tCx

C
F

Furthermore each C ∈ C is positive with C � C ′ for C ′ ∈ C \ {C}, and each C ∈ C
satisfies:

r =
1

β
(ln(ρ(AC1 )), . . . , ln(ρ(A

C
k )))

and that xCF is a β-harmonic vector for αr.

Proof. We will first prove that such a decomposition exists. Since ψ is β-harmonic
for αr we know that Aiψ = eβriψ for all i = 1, 2, . . . , k. This implies that:

AFψ =
∑

n∈F
Anψ =

∑

n∈F
eβr·nψ

Let K :=
∑

n∈F e
βr·n, then K > 0 and we let

B := K−1AF ∈MΛ0([0,∞[)

B is then a non-negative matrix with the property that Bv,w > 0 if and only if there
is a non-trivial path from w to v, and:

Bψ = ψ

Set W := {v ∈ Λ0 | ψv > 0}. We claim W is closed, i.e. W = W . To see this, let
λ ∈ vΛw for some w ∈ W and v 6= w, then Bv,w > 0 and hence:

0 < Bv,wψw ≤ (Bψ)v = ψv ⇒ v ∈ W
For any v, w ∈ W we have Bn

v,wψw ≤ (Bnψ)v ≤ ψv, so setting

L := max{ψv/ψw | v, w ∈ W} > 0

we get that Bn
v,w ≤ L for all n ∈ N and v, w ∈ W . Using the properties of B and W

we get that (BW )nv,w = Bn
v,w for all v, w ∈ W , so ‖(BW )n‖F ≤ |W | · L for all n ∈ N

where ‖·‖F denotes the Frobenius norm. By Gelfands Formula:

ρ(BW ) = lim
n→∞
‖(BW )n‖1/nF ≤ 1

Since Bψ = ψ we get that ψ|W = (Bψ)|W = BW (ψ|W ), and hence ρ(BW ) = 1.
Using Lemma 7.8 on the graph ΛW we get:

ρ(BW ) = max
C

ρ(BC)
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where max is taking over the components C in ΛW . Let C′ be the collection of
components C in W with ρ(BC) = 1, and let C be the minimal elements of C′ with
respect to the order ≤. We now claim that C consists of F -harmonic components C
satisfying ρ(ACF ) = K. For C ∈ C we have:

1 = ρ(BC) = ρ((K−1AF )
C) = ρ(ACF )/K ⇒ ρ(ACF ) = K

Since K > 0 this also implies that C is non-trivial. Since C ⊆W we have as before
that ρ(BC\C) ≤ 1 using Gelfand. If ρ(BC\C) = 1 there must be some component
D ⊆ C \ C with ρ(BD) = 1, but since this implies that D ≤ C, D 6= C and D ∈ C′
this cannot be the case. So ρ(BC\C) < 1 and hence:

1 > ρ(BC\C) = ρ((K−1AF )
C\C) = ρ(A

C\C
F )/K ⇒ ρ(A

C\C
F ) < K = ρ(ACF )

proving that C is in fact F -harmonic.
For any D ∈ C we have that BD(ψ|D) ≤ (Bψ)|D = ψ|D, so:

ADF (ψ|D) ≤ Kψ|D = ρ(ADF )ψ|D
Since ψ|D is strictly positive the subinvariance theorem now imply that ADF (ψ|D) =
ρ(ADF )ψ|D, and hence ψ|D is a positive eigenvector for ADF with eigenvalue ρ(ADF ).
However this is also the case for xDF |D, so there is a positive number tD > 0 such
that ψ|D = tDx

D
F |D. Set:

η = ψ −
∑

D∈C
tDx

D
F

Since AFx
D
F = ρ(ADF )x

D
F = KxDF we see that BxDF = xDF and hence Bη = η. The

vector η ∈ RΛ0
has ηv = 0 for v /∈ W . By definition D,D′ ∈ C has D ∩ D′ 6= ∅ if

and only if D = D′, so we also have that ηv = 0 for v ∈ J :=
⋃
D∈C D. Set H to be

the hereditary closure of J in Λ, H = Ĵ , and consider D ∈ C. If v ∈ (H \ J) ∩ D,
then there is D′ ∈ C such that D′Λv 6= ∅ and vΛD 6= ∅, and hence by composing
paths D′ΛD 6= ∅. So D′ ≤ D. If D′ = D then v ∈ D ⊆ J , so D 6= D′, and since
C consists of minimal elements we reach a contradiction. So (H \ J) ∩ D = ∅ and
hence η|H\J = ψ|H\J ≥ 0. For any w ∈ H \ J we have a v ∈ J such that vΛw 6= ∅,
i.e. Bv,w 6= 0, and hence:

0 = ηv = (Bη)v =
∑

u∈Λ0

Bv,uηu =
∑

u∈H\J
Bv,uηu ≥ Bv,wηw ≥ 0

So η|H = 0. Since H contains all components C in W with ρ(BC) = 1, we get that
ρ(BW\H) < 1. However for v ∈ W \H we have:

(BW\Hη|W\H)v =
∑

w∈W\H
Bv,wηw =

∑

w∈W
Bv,wηw =

∑

w∈Λ0

Bv,wηw = ηv

So η|W\H = 0, and hence η = 0, proving existence.
To prove uniqueness, assume that D is a collection of F -harmonic components

and that there exists sD > 0 for all D ∈ D such that:

ψ =
∑

D∈D
sDx

D
F

So W =
⋃
D∈DD =

⋃
C∈C C and hence for any C ∈ C there is a D ∈ D with C ⊆ D.

Assume C 6= D, then there is another C ′ ∈ C such that D ⊆ C ′, and hence C ⊆ C ′

with C 6= C ′, contradicting the choice of C. So C ⊆ D and for C ∈ C the only D ∈ D
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with D∩C 6= ∅ is D = C, and hence we get ψ|C = sCx
C
F |C . By choice of C we know

C ′ ∩ C = ∅ for C ′ ∈ C \ {C} and hence we also have ψ|C = tCx
C
F |C . This implies

that tC = sC for C ∈ C, and hence:

0 = ψ − ψ =
∑

D∈D
sDx

D
F −

∑

C∈C
tCx

C
F =

∑

D∈D\C
sDx

D
F

proving the uniqueness. Lemma 7.7 implies that each xCF satisfies:

Aix
C
F = ρ(ACi )x

C
F

Fix a i ∈ {1, 2, . . . , k}. By choice, Aiψ = eβriψ, so multiplying with Aie
−βri gives:

ψ =
∑

C∈C
tCρ(A

C
i )e

−βrixCF

we now use the uniqueness result to get that:

ρ(ACi )e
−βri = 1⇒ ρ(ACi ) = eβri

for all C ∈ C. Since i was arbitrary this proves the last statements. �

Corollary 7.10. To be a positive F -harmonic component is independent of choice
of well chosen F , and the vectors xCF are independent of choice of F .

Proof. Assume that C is a positive F -harmonic component for some well chosen F ,
then there is a vector xCF such that (xCF )v = 0 for v /∈ C and that is 1-harmonic for

αr where r = (ln(ρ(AC1 )), . . . , ln(ρ(A
C
k ))). Let F̃ be another well chosen set, then by

Proposition 7.9 there is a collection D of F̃ -harmonic components with:

xCF =
∑

D∈D
tDx

D
F̃

This implies that C =
⋃
D∈DD, so C ∈ D and hence C is a F̃ -harmonic component.

If there were a D′ ∈ D with D′ 6= C, then D′ ⊆ C \C which is impossible by choice
of D. So D = {C} and since xCF and xC

F̃
have unit 1-norm xCF = xC

F̃
. �

Corollary 7.10 justifies that we drop the F and simply call it a positive harmonic
component, and denote the vectors xC . When we in the following write r1 � r2 for
vectors r1, r2 ∈ Rk we mean that r1i ≤ r2i for all i, but that r1 6= r2.

Lemma 7.11. C is a positive harmonic component if and only if it is positive and
(
ρ(AD1 ), ρ(A

D
2 ), . . . , ρ(A

D
k )
)

�
(
ρ(AC1 ), ρ(A

C
2 ), . . . , ρ(A

C
k )
)

(7.1)

for all components D ⊆ C \ C.
Proof. We will first argue that for all components D and well chosen F we have:

ρ(ADF ) =
∑

n∈F

k∏

i=1

ρ(ADi )
ni (7.2)

If D is trivial this is true since both sides equal 0, so assume D is non-trivial. Then
ADF is strictly positive and hence has a unimodular Perron-Frobenious eigenvector
z, and since AiAF = AFAi it follows that ADF and ADi commute, so ADFA

D
i z =
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ρ(ADF )A
D
i z. Hence ADi z = λiz with λi ≥ 0 for all i. Lemma 3.2 in [aHLRS2] then

implies that λi = ρ(ADi ), and hence:

ρ(ADF )z = ADF z =
(∑

n∈F

k∏

i=1

Ani
i

)D
z =

∑

n∈F

( k∏

i=1

Ani
i

)D
z

So if we can argue that (
∏

iA
ni
i )

D =
∏

i(A
D
i )

ni this proves (7.2). This equality
follows from a straightforward induction argument on l = n1 + · · ·nk and the fact
that if B1, . . . , Br is a set of matrices over Λ0 satisfying that Bi(v, w) > 0 implies
vΛw 6= ∅, then B1B2 · · ·Br has the same property.
Assume that C is a positive harmonic component, then for any well chosen F :

ρ(A
C\C
F ) = max

D⊆C\C
ρ(ADF )

so ρ(ADF ) < ρ(ACF ) for every component D ⊆ C \ C no matter the choice of well
chosen F . Now fix a well chosen F = {a1, . . . , am}. Assume for contradiction that
there is a component D ⊆ C \ C and a j with ρ(ADj ) > ρ(ACj ), and notice that this
implies that D is non-trivial. Define for s, l ∈ N, Fs = {a1 + sej, . . . , am + sej} and:

Fl,s := F ∪
l⋃

i=1

Fs

Then Fl,s is well chosen, and hence using (7.2) we get that:

ρ(ADF ) + ρ(ADj )
sρ(ADF ) · l = ρ(ADFl,s

) < ρ(ACFl,s
) = ρ(ACF ) + ρ(ACj )

sρ(ACF ) · l
for all l, s ∈ N. This implies that:

ρ(ADF ) ≤
1 + ρ(ACj )

s · l
1 + ρ(ADj )

s · l ρ(A
C
F )

for all l, s and hence letting l →∞ we get that for all s:

ρ(ADF ) ≤
ρ(ACj )

s

ρ(ADj )
s
ρ(ACF )

and hence letting s → ∞ and using ρ(ADj ) > ρ(ACj ) we get that ρ(ADF ) = 0, in

contradiction to the fact that ADF is a strictly positive integer matrix. If there
were a D ⊆ C \ C with ρ(ADi ) = ρ(ACi ) for each i then (7.2) would imply that
ρ(ADF ) = ρ(ACF ), also a contradiction.
Assume on the other hand that C is positive and satisfies (7.1), then (7.2) implies

that ρ(ADF ) ≤ ρ(ACF ) for any D ⊆ C \ C and well chosen F . Fix a well chosen

F = {a1, . . . , am} and define Fi = {a1 + ei, . . . , am + ei} for i = 1, . . . , k and F̃ :=

F ∪ F1 ∪ · · · ∪ Fk. By definition of F̃ , any component D ⊆ C \ C satisfies:

ρ(AD
F̃
) = ρ(ADF ) +

k∑

i=1

ρ(ADi )ρ(A
D
F ) < ρ(ACF ) +

k∑

i=1

ρ(ACi )ρ(A
C
F ) = ρ(AC

F̃
)

Since this is true for all D ⊆ C \ C we get that ρ(A
C\C
F̃

) < ρ(AC
F̃
) and hence C is a

positive F̃ -harmonic component. �
Fix some r ∈ Rk. For each β ∈ R we set Cr(β) to be the set of positive harmonic

components C satisfying that βr = (ln(ρ(AC1 )), . . . , ln(ρ(A
C
k ))).
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Theorem 7.12. Let Λ be a finite k-graph without sources and let r ∈ Rk and β ∈ R.
There is an affine bijective correspondence between the gauge-invariant β-KMS states
ω for αr and the functions f : Cr(β) → [0, 1] with

∑
C∈Cr(β) f(C) = 1. A state ω

corresponding to a function f is given by:

ω(tλt
∗
γ) = δλ,γe

−βr·d(λ)ψs(λ)

for all λ, γ ∈ Λ, where ψ ∈ [0,∞[Λ
0
is given by:

ψ =
∑

C∈Cr(β)
f(C)xC

Proof. Let ω be a gauge-invariant β-KMS state for αr and ψ be the corresponding
unique β-harmonic vector for αr given by Theorem 7.4, then for any λ, γ ∈ Λ:

ω(tλt
∗
γ) =

∫

Λ∞
P (tλt

∗
γ) dMψ = δλ,γMψ(Z(λ)) = δλ,γe

−βr·d(λ)ψs(λ)

That it is an affine bijection follows from Proposition 7.9 and the definition of Cr(β).
�

8. The non gauge-invariant KMS states

We will now use Theorem 7.12 and the symmetries of the KMS-simplex to obtain
a description of all the KMS states. The map ψ → Mψ is an affine bijection from
the β-harmonic vectors for αr to the set of e−βcr-quasi-invariant measures, where
cr(x, a, y) = a · r. So the extreme points of the simplex ∆̃ of e−βcr-quasi-invariant
probability measures are the measures MC := MxC , where C ∈ Cr(β). To use
Theorem 5.2 we first have to analyse the paths in Λ∞. For a subset S ⊆ Λ0 we say
that a path x ∈ Λ∞ eventually lies in S if there exists a n ∈ Nk such that:

r(σm(x)) ∈ S ∀m ≥ n

This concept proves important for describing the measures MC , C ∈ Cr(β).
Lemma 8.1. Let Λ be a finite k-graph without sources. For any component D the
set:

ND := {x ∈ Λ∞ | x eventually lies in D}
is a Borel set in Λ∞. For any r ∈ Rk, β ∈ R and D ∈ Cr(β) we have MD(ND) = 1.

Proof. We first want to argue that:

NC := {x ∈ Λ∞ | x eventually lies in C}
is a closed set for all components C. So let y ∈ Λ∞ \ NC . Then there is a m ∈ Nk

such that r(σm(y)) /∈ C, and we set λ := y(0, m) ∈ Λ. We claim that Z(λ) ∩NC =
∅. To see this, assume z ∈ Z(λ) ∩ NC , then there exists a N ≥ m such that
r(σN(z)) ∈ C, however then z(m,N) is a path with r(z(m,N)) = s(λ) = r(σm(y))
and s(z(m,N)) = r((σN(z)) ∈ C, in contradiction to the fact that r(σm(y)) /∈ C.
To prove that ND is Borel, it suffices to prove that:

ND = ND \


 ⋃

components C⊆D\D

NC




If ND ∩ NC 6= ∅ for some C ⊆ D, we must have C ∩ D 6= ∅, which implies that
D = C. This proves ” ⊆ ”. For a path z in the right hand side, numerate the
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finite collection of components C1, C2, . . . , Cl ⊆ D \D, and let N1, . . . , Nl ∈ Nk be

numbers such that r(σNi(z)) /∈ Ci. It then follows that r(σN(z)) /∈ ⋃l
i=1Ci for all

N ≥ N1 ∨ · · · ∨ Nl. There is a N ≥ N1 ∨ · · · ∨ Nl such that r(σm(z)) ∈ D for all
m ≥ N , so r(σm(z)) ∈ D for all m ≥ N , and hence z ∈ ND.
Let r ∈ Rk, β ∈ R and D ∈ Cr(β). We will first prove that MD(ND) = 1. It is

enough to prove that MD(Z(λ)) = 0 for λ ∈ Λ with s(λ) /∈ D. By definition:

MD(Z(λ)) = e−βr·d(λ)xDs(λ)

however xD is supported on D, so MD(Z(λ)) = 0, proving that MD(ND) = 1. Now
assume for contradiction that MD(NC) 6= 0 for a C ⊆ D \D. If MD(NC) = 1 then
MD(Z(v)) = 0 for v ∈ D, since then Z(v)∩NC = ∅, howeverMD(Z(v)) = xDv > 0, so
MD(NC) ∈]0, 1[. Notice that clearly NC is invariant in the sense that r(s−1(NC)) =
s(r−1(NC)) = NC , and hence as noted earlier we can decompose MD as a non-trivial
convex combination of two e−βcr -quasi-invariant measures, contradicting thatMD is
extremal. So MD(NC) = 0 which proves MD(ND) = 1. �

Given a componentD ∈ Cr(β) consider the graph ΛD which is a strongly connected
k-graph. Hence as in [aHLRS2] it has a Periodicity-group Per(ΛD) ⊆ Zk associated
with it. We denote this subgroup of Zk as Per(D) := Per(ΛD), and remind the
reader that:

Per(D) = {m− n | m,n ∈ Nk, σm(x) = σn(x) for all x ∈ Λ∞
D }

c.f. Proposition 5.2 in [aHLRS2]. We let Φ : G → Zk denote the map (x, a, y)→ a.
We can now obtain the entire description of KMS states.

Theorem 8.2. Let Λ be a finite k-graph without sources and r ∈ Rk and β ∈ R.

There is a bijection from the pairs (C, ξ) consisting of a C ∈ Cr(β) and a ξ ∈ P̂er(C)
to the set of extremal β-KMS states for αr given by:

(C, ξ)→ ωC,ξ

where:

ωC,ξ(f) =

∫

X(Per(C))

∑

g∈Gx
x

f(g)ξ(Φ(g)) dMC(x) ∀f ∈ Cc(G)

Proof. To use Theorem 5.2 we assume for now that β 6= 0. We will prove that for
a D ∈ Cr(β), the unique subgroup of Zk described in (1) in Theorem 5.2 for the
measure MD is Per(D). Assume that y ∈ ND, then there is a m ∈ Nk such that
r(σl(y)) ∈ D for all l ≥ m, and hence σm(y) can be considered as an infinite path
in the graph ΛD. It follows that for n1 − n2 ∈ Per(D) we have:

σn1+m(y) = σn1(σm(y)) = σn2(σm(y)) = σn2+m(y)

hence (y, n1 − n2, y) ∈ Gyy . So:
1 =MD(ND) =MD({x ∈ Λ∞ | {x} × Per(D)× {x} ⊆ Gxx})

and hence the subgroup B from Theorem 5.2 satisfies Per(D) ⊆ B. Assume for a
contradiction that Per(D) ( B, then for l ∈ B \ Per(D) we have:

MD({x ∈ ND | (x, l, x) ∈ Gxx}) = 1
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Since MD(Z(v)) = xDv > 0 for a v ∈ D and since:

{x ∈ vND | (x, l, x) ∈ Gxx} ⊆
⋃

n,m∈Nk, n−m=l

{x ∈ vND | σn(x) = σm(x)}

there must be a n1, n2 ∈ Nk with MD({x ∈ vND | σn1(x) = σn2(x)}) > 0 and
n1 − n2 = l. Now consider the measure M defined on the strongly connected graph
ΛD as in [aHLRS2], since l /∈ Per(D) we have by Proposition 8.2 in [aHLRS2] that:

M({x ∈ vΛ∞
D | σn1(x) = σn2(x)}) = 0

Since this set is compact we can choose an arbitrary ε > 0 and find a finite number
of paths δi ∈ ΛD, i = 1, . . . , n such that letting ZD(δi) = {x ∈ Λ∞

D | x(0, d(δi)) = δi}
for each i we have ZD(δi) ∩ ZD(δj) = ∅ for i 6= j and:

{x ∈ vΛ∞
D | σn1(x) = σn2(x)} ⊆

n⋃

i=1

ZD(δi) ,
n∑

i=1

M(ZD(δi)) ≤ ε

The paths δi ∈ ΛD can be considered as paths in Λ, and hence denoting by Z(δi) =
{x ∈ Λ∞ | x(0, d(δi)) = δi} it is straightforward to check that:

{x ∈ vND | σn1(x) = σn2(x)} ⊆
n⋃

i=1

Z(δi)

By definition of MD and xD there is a c ∈]0, 1] such that xD|D = cx where x is
the unimodular Perron-Frobenious eigenvector for ADF . Since Aix

D = ρ(ADi )x
D it

follows that ADi (x
D|D) = ρ(ADi )(x

D|D), so since AD1 , . . . , A
D
k are the vertex matrices

for ΛD, it follows that x is the unimodular Perron-Frobenius eigenvector of ΛD, c.f.
Definition 4.4 in [aHLRS2]. So by definition of M in Section 8 of [aHLRS2] we get:

MD

(
n⋃

i=1

Z(δi)

)
≤

n∑

i=1

MD(Z(δi)) =

n∑

i=1

e−βr·d(δi)xDs(δi) = c

n∑

i=1

e−βr·d(δi)xs(δi)

= c
n∑

i=1

M(ZD(δi)) ≤ cε ≤ ε

since ε was arbitrary, we reach our contradiction, and hence B = Per(D). In the
case where β = 0 we notice that the β-KMS states for αr are the same as the 1-KMS
states for α0, with 0 ∈ Rk, since α0 is the trivial one-parameter group. However
Cr(0) = C0(1), so we also have a bijection in this case. �

Remark 8.3. In our setting the C∗-algebra C∗(Λ) is simple if and only if Λ is cofinal
and has no local periodicity, c.f. Theorem 3.1 in [RS]. Since Λ has no sources it has
to contain some positive component C, and since it is cofinal C has to be the only
positive component and it has to satisfy Ĉ = C. Since Λ has no local periodicity it
follows that Per(C) is trivial. To see that C is a harmonic component, assume D is
another component and i ∈ {1, 2, . . . , k}. Since C is the only positive component,
there exists a n ∈ Nk such that Λn = ΛnC. Setting N := |DΛn| and letting l ∈ N
be arbitrary, it follows for each v, w ∈ D and fixed γ ∈ wΛn that the map:

vΛleiw ∋ λ ϕ−→ (λγ)(n, n+ lei) ∈ CΛleiC
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has at mostN points in ϕ−1({ν}) for each ν ∈ CΛleiC, so |vΛleiw| ≤ N |ϕ
(
vΛleiw

)
| ≤

N |C|2 · ‖(ACi )l‖max. It follows that:

‖(ADi )l‖F ≤ |Λ0|‖(ADi )l‖max ≤ |Λ0|N |C|2 · ‖(ACi )l‖F
By Gelfand’s formula ρ(ADi ) ≤ ρ(ACi ), so since D is not positive we conclude that
C is harmonic, and Theorem 8.2 then implies that there is exactly one β-KMS state
for αr if r = 1

β
(ln(AC1 ), . . . , ln(A

C
k )) and no β-KMS states for αr any other choices

of β.
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KMS states on the Toeplitz algebras of higher-rank

graphs

Johannes Christensen

Institut for Matematik, Aarhus University, Denmark

Abstract

The Toeplitz algebra T C∗(Λ) for a finite k-graph Λ is equipped with a con-
tinuous one-parameter group αr for each r ∈ Rk, obtained by composing
the map R 3 t → (eitr1 , . . . , eitrk) ∈ Tk with the gauge action on T C∗(Λ).
In this paper we give a complete description of the β-KMS states for the
C∗-dynamical system (T C∗(Λ), αr) for all finite k-graphs Λ and all values of
β ∈ R and r ∈ Rk.

1. Introduction

An easy way to construct a C∗-dynamical system is by considering the
C∗-algebra of a directed graph and a continuous one-parameter group defined
using the gauge action on the graph C∗-algebra. Describing the KMS states
for such a system is a difficult but rewarding task - the KMS states usually
remembers thought-provoking information about the C∗-dynamical system,
and the insight obtained can frequently be generalised to a much broader class
of C∗-dynamical systems. Higher-rank graphs is a natural generalisation of
directed graphs, and since one would expect that they give rise to equally
intriguing C∗-dynamical systems, the question of describing their KMS states
has been studied intensely in recent years.

For the Toeplitz algebra of a finite strongly connected k-graph Λ without
sources and sinks the simplex of KMS states was described in [5] for a spe-
cific dynamics defined using the vertex matrices of Λ (this dynamics is called
”preferred” in [5]). Since then there has been contributions from a handful
of papers where the objective has been to describe the KMS states for more
general graphs and more general continuous one-parameter groups. The most
recent contribution is [2], where the authors describe an algorithm for deter-
mining the β-KMS simplex on the Toeplitz algebra of a finite k-graph Λ and
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a continuous one-parameter group defined using a vector r ∈ Rk subject to
the conditions:

1. Λ has no sinks and no sources.

2. β > 0, r ∈ (0,∞)k and r has rationally independent coordinates.

3. There are no trivial strongly connected components and no isolated
subgraphs in Λ

4. For all components C in Λ the graph restricted to C, ΛC , is coordinate-
wise irreducible and each vertex matrix for Λ restricted to a component
C has spectral radius greater than 1.

5. If two components C and D are connected by an edge of any color in
the skeleton of Λ, then they are connected by edges of all k colors.

The aim of this paper is to describe the simplex of β-KMS states on the
Toeplitz algebra T C∗(Λ) for the continuous one-parameter group αr for all
values of β ∈ R, r ∈ Rk and all finite k-graphs Λ. Our results reveal that some
of the above restrictions imposed in [2] greatly reduce the size and complexity
of the simplex of β-KMS states, for example they imply that the simplex is
finite-dimensional, while our more general approach gives rise to simplexes
with uncountably many extreme points. Furthermore our description does
not involve any repeated algorithm, and we believe that this makes it much
easier to use in concrete calculations.

To describe the KMS states on T C∗(Λ) for a finite k-graph Λ we pro-
ceed as follows: In section 2 we present the theory on higher-rank graphs,
groupoids and C∗-dynamical systems that we will need in the paper. Section
3 is devoted to a linear algebraic result concerning vectors that are almost
invariant under a family of commuting matrices. In section 4 we use the
general result from section 3 to describe a bijection between certain vectors
over Λ0 and gauge-invariant KMS states on the Toeplitz algebra. We then
proceed in section 5 to describe a decomposition of the gauge-invariant KMS
states, which in section 6 allows us to use the theory developed in [1] to
describe all KMS states. To illustrate our results we use section 7 to present
a few examples and compare our results with the literature.

The techniques and approach in this paper are similar to the ones used in
[1] to describe the KMS states on the Cuntz-Kriger algebras of finite higher-
rank graphs without sources, and especially the analysis in section 6 that
describes the non gauge-invariant KMS states is heavily inspired by ideas
in [1]. The description of the gauge-invariant KMS states uses many ideas
and techniques already described in the literature on the subject (e.g. in [3],

2
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[4] and [5]). We do however find the new insight obtained regarding gauge-
invariant KMS states both interesting and non-trivial, and we consider this
the main contribution of this paper.

2. Background

Higher-rank graphs and their Toeplitz algebra

Throughout N denotes the natural numbers including zero. For k ∈ N
with k ≥ 1 we write {e1, . . . , ek} for the standard generators for Nk and
for n,m ∈ Nk we write n ∨ m for the pointwise maximum of n and m. A
higher-rank graph (Λ, d) of rank k ∈ N with k ≥ 1 is a pair consisting
of a countable small category Λ and a functor d : Λ → Nk that has the
factorisation property, i.e. if d(λ) = n + m for some λ ∈ Λ and n,m ∈ Nk,
then there exists unique µ, η ∈ Λ with d(µ) = n, d(η) = m and λ = µη. We
define Λn := d−1({n}) for each n ∈ Nk. The factorisation property guarantees
that we can identify the objects of the category Λ with Λ0, and we call them
vertexes. Likewise we think of elements λ of Λ as paths in a graph with
degree d(λ), and we use the range and the source maps r, s : Λ → Λ0 to
make sense of the start s(λ) and the end r(λ) of our path. Some times we
will write Λ instead of (Λ, d) and simply call it a k-graph, in which case it
is implicit that k ≥ 1. Whenever X, Y ⊆ Λ we let XY denote the set of
composed paths, and we use the usual conventions for defining sets of paths,
e.g. vΛw := {w}Λ{w} for v, w ∈ Λ0. For I ⊆ {1, . . . , k} we set:

ΛI := {λ ∈ Λ : d(λ)j = 0 for all j ∈ {1, . . . , k} \ I}

When I 6= ∅ ΛI can then be considered as a |I|-graph by defining a d′ : ΛI →
N|I| in the obvious way, but to make the notation more fluid we will let the
degree functor be the restriction of d to ΛI , i.e. we identify N|I| with

NI := {n ∈ Nk : nj = 0 for j /∈ I}

Keeping in line with this notation, we will identify Nk with NI⊕NJ whenever
we have a partition I t J = {1, . . . , k}, and write d(x) = (d(x)I , d(x)J). For
each subset I ⊆ {1, . . . , k} we can define a relation ≤I on Λ0 by letting
v ≤I w if vΛIw := {w}ΛI{w} 6= ∅, and we can then define an equivalence
relation ∼I on Λ0 by defining v ∼I w when v ≤I w and w ≤I v. We write ∼
instead of ∼{1,...,k}, and when there can be no confusion about which relation
∼I we refer to we call the equivalence classes components. When a graph

3
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only has one component in ∼ we call it strongly connected. Our k-graph Λ is
finite when Λn is a finite set for each n ∈ Nk, and without sources when for
each v ∈ Λ0 and n ∈ Nk there is a λ ∈ Λn with r(λ) = v, i.e vΛn 6= ∅. If Λ
is a finite k-graph, then ΛI is a finite |I|-graph for each I ⊆ {1, . . . , k} with

I 6= ∅. For I ⊆ {1, . . . , k} and V ⊆ Λ0 we define the I-closure V
I

of V and

the hereditary I-closure V̂ I as:

V
I

:= {w ∈ Λ0 : ∃v ∈ V, w ≤I v} , V̂ I := {w ∈ Λ0 : ∃v ∈ V, v ≤I w}

We write V := V
{1,...,k}

and V̂ := V̂ {1,...,k} and call it the closure and the
hereditary closure of V . Letting MS(F) be the set of matrices over the
finite set S with entries in F, the vertex matrices A1, . . . , Ak ∈ MΛ0(N) for
a finite k-graph Λ are the matrices with entries Ai(v, w) = |vΛeiw|. They
commute pairwise, and setting An :=

∏k
i=1 A

ni
i for n ∈ Nk it follows that

An(v, w) = |vΛnw|.
For a finite k-graph Λ, a Toeplitz-Cuntz-Krieger Λ-family consists of par-

tial isometries {Sλ : λ ∈ Λ} subject to the conditions:

1. {pv := Sv : v ∈ Λ0} are mutually orthogonal projections.

2. When λ, µ ∈ Λ with s(λ) = r(µ) we have Sλµ = SλSµ.

3. S∗λSλ = ps(λ) for every λ ∈ Λ.

4. pv ≥
∑

λ∈vΛn SλS
∗
λ for all v ∈ Λ0 and n ∈ Nk.

5. S∗µSλ =
∑

(κ,η)∈Λmin(µ,λ) SκS
∗
η for all µ, λ ∈ Λ.

where Λmin(µ, λ) := {(κ, η) ∈ Λ × Λ : µκ = λη, d(µκ) = d(µ) ∨ d(λ)}.
The Toeplitz algebra T C∗(Λ) of Λ is then the C∗-algebra generated by a
universal Toeplitz-Cuntz-Krieger Λ-family. It follows from the definition of
T C∗(Λ) that T C∗(Λ) = span{SλS∗µ : λ, µ ∈ Λ} and that we have a strongly
continuous action γ : Tk → Aut(T C∗(Λ)) with:

γz(Sλ) = zd(λ)Sλ for all z ∈ Tk and λ ∈ Λ

where zd(λ) :=
∏k

i=1 z
d(λ)i
i .

C∗-dynamical systems and KMS states

In this paper a C∗-dynamical system is a pair (A, α) consisting of a C∗-
algebraA and a continuous one-parameter group α, i.e. a strongly continuous
representation of R in Aut(A). An element a ∈ A is analytic for α when
there is an analytic extension of the map R 3 t → αt(a) ∈ A to the entire

4
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complex plane C, and we then denote the value of this map at z ∈ C as
αz(a). A β-KMS state for the C∗-dynamical system (A, α) is a state ω on A
satisfying:

ω(xy) = ω(yαiβ(x))

for all elements x, y in a norm dense, α-invariant ∗-algebra of A consisting
of analytic elements for α.

For any r ∈ Rk we can compose the map R 3 t → eitr := (eitrj)kj=1 ∈ Tk
with the gauge action γ on T C∗(Λ) to obtain a continuous one-parameter
group αr. For all λ, µ ∈ Λ the map:

R 3 t→ αrt (SλS
∗
µ) = eitr·(d(λ)−d(µ))SλS

∗
µ

has an analytic extension to C, and hence SλS
∗
µ is an analytic element for

(T C∗(Λ), αr).

Realising T C∗(Λ) as a groupoid C∗-algebra

We follow [3] when introducing the groupoid of the Toeplitz algebra.
We write n ≤ m for elements n,m ∈ (R ∪ {∞})k when ni ≤ mi for all
i ∈ {1, . . . , k} and n � m when n ≤ m and n 6= m, and we use the same
notation for the relation restricted to the subsets (N ∪ {∞})k and Nk. Ωk =
{(p, q) ∈ Nk × Nk : p ≤ q} is the standard example of a k-graph Λ without
sources, and for n ∈ (N ∪ {∞})k we set Ωk,n equal to the subgraph {(p, q) ∈
Ωk : q ≤ n}. For a finite k-graph Λ and each n ∈ (N ∪ {∞})k we let Λn

denote the set of degree preserving functors x : Ωk,n → Λ and set d(x) := n
and r(x) := x(0, 0). When n has finite entries this set can be identified with
d−1({n}), so the notation does not collide with the one already introduced.
Let:

Λ∗ :=
⋃

n∈(N∪{∞})k
Λn

and define for each λ ∈ Λ the cylinder set Z(λ) := {x ∈ Λ∗ : x(0, d(λ)) = λ}.
For each finite set F ⊆ s(λ)Λ set

Z(λ \ F ) := Z(λ) \
(⋃

µ∈F
Z(λµ)

)

The sets Z(λ\F ) then form a basis of compact open sets for a second count-
able locally compact Hausdorff topology on Λ∗, and since Λ∗ =

⋃
v∈Λ0 Z(v) it

5

154 Paper D. KMS states on the Toeplitz algebras of higher-rank graphs



follows that Λ∗ is compact. Whenever we have a partition I tJ = {1, . . . , k}
we write ∞I := (∞)i∈I ∈ (N ∪ {∞})I for the element with (∞I)i = ∞ for
all i ∈ I and for m ∈ NJ we set:

Λ∞I ,m := {x ∈ Λ∗ : d(x) = (∞I ,m)}

which is a Borel set by Proposition 3.2 in [3], and we set ∂IΛ :=
⋃
m∈NJ Λ∞I ,m.

When I = ∅ then Λ∞I ,m = Λm and ∂IΛ = Λ. When I = {1, . . . , k} then
Λ∞ := Λ∞I ,0 is the infinite path space of Λ. It follows that we have a Borel
partition of Λ∗, i.e.:

Λ∗ =
⊔

I⊆{1,...,k}
∂IΛ

For each n ∈ Nk the formula σn(x)(p, q) = x(p + n, q + n) defines a map σn

on {x ∈ Λ∗ : d(x) ≥ n} which we call the shift map. We can then define a
groupoid GΛ as:

GΛ := {(x, p− q, y) ∈ Λ∗ × Zk × Λ∗ : p ≤ d(x), q ≤ d(y), σp(x) = σq(y)}

with the usual composition and inverse. We equip GΛ with a topology such
that it becomes a locally compact second countable Hausdorff étale groupoid,
satisfying that the full groupoid C∗-algebra C∗(GΛ) is isomorphic to T C∗(Λ),

that the unitspace G(0)
Λ is isomorphic to Λ∗ with the topology generated

by the sets Z(λ \ F ), and that C(Λ∗) ' span{SλS∗λ : λ ∈ Λ} under an
isomorphism that maps 1Z(λ) → SλS

∗
λ for each λ ∈ Λ. Furthermore the

continuous one-parameter group αr corresponds to the one arising from the
groupoid homomorphism cr(x, n, y) = r·n in the groupoid picture of T C∗(Λ),
and the topology on GΛ makes the map Φ : GΛ → Zk given by Φ(x, n, y) := n
continuous. Since the definition of the topology on GΛ is not crucial for our
exposition, we refer the reader to Appendix B in [3] for the details.

When considering the groupoid picture of T C∗(Λ) every KMS state ω on
T C∗(Λ) gives rise to a Borel probability measure m on Λ∗ by using the Riesz
Representatiom Theorem on ω restricted to C(Λ∗). We say that this measure
is the measure associated to ω, and by Theorem 1.3 in [7] such measure
are exactly the probability measures that are quasi-invariant with Radon-
Nikodym cocycle e−βcr . Since any such measure restricted to an invariant
Borel subset of Λ∗, i.e. a Borel set B with s(r−1(B)) = B, is again a quasi-
invariant measure with Radon-Nikodym cocycle e−βcr , it follows that the
extremal quasi-invariant probability measure with Radon-Nikodym cocycle
e−βcr maps invariant sets of Λ∗ into {0, 1}.

6
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3. Decomposition of almost invariant vectors

To decompose our KMS states it is necessary to decompose certain vectors
over the set of vertexes, and since our solution to this problem is purely linear
algebraic and works for very general sets and vectors, we have devoted this
section to present it in its full generality. Regarding notation R+ = {r ∈ R :
r ≥ 0} and we write

∏l
i=1Hix for matrices Hi and an expression x to mean

H1 · · ·Hlx.

Definition 3.1. Let S be a finite set and B1, . . . , Bk ∈ MS(R+) be pairwise
commuting, i.e. BiBj = BjBi for all i, j. We say a vector ψ ∈ [0,∞[S is
almost invariant for the family {Bi}ki=1 if:

∏

i∈I
(1S −Bi)ψ ≥ 0 for each subset I ⊆ {1, . . . , k} (3.1)

Proposition 3.2. Let S be a finite set, B1, . . . , Bk ∈ MS(R+) be pairwise
commuting and ψ be an almost invariant vector for the family {Bi}ki=1. For
each subset I ⊆ {1, 2, . . . , k} there exists a vector hI that is almost invariant
for the family {Bi}ki=1 such that:

1. Bih
I = hI for all i ∈ I.

2. limn→∞Bn
j h

I = 0 for j ∈ {1, . . . , k} \ I.

3. ψ =
∑

I⊆{1,...,k} h
I

Furthermore this decomposition is unique in the sense that there is only one
family of almost invariant vectors satisfying 1-3.

Proof. Fix a i ∈ {1, . . . , k} and let ψ be some almost invariant vector. Using
(3.1) with I = {i} we get Biψ ≤ ψ. It follows from the Riesz decomposition
of vectors (see e.g. Theorem 5.6 [8]) that we can write ψ = ψ1 + ψ2 where:

ψ1 := lim
n→∞

Bn
i ψ , ψ2 :=

∞∑

n=0

Bn
i (ψ −Biψ)

Clearly Biψ1 = ψ1 and limn→∞Bn
i ψ2 = 0. To see that ψ1 and ψ2 are almost

invariant let J ⊆ {1, 2, . . . , k} be arbitrary. Since:

∏

j∈J
(1S −Bj) [Bn

i ψ] = Bn
i

∏

j∈J
(1S −Bj)ψ ≥ 0

7
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for each n ∈ N it follows that ψ1 is almost invariant. If i /∈ J , then:

∏

j∈J
(1S −Bj)

∞∑

n=0

Bn
i (ψ −Biψ) =

∞∑

n=0

Bn
i

∏

j∈J∪{i}
(1S −Bj)ψ

Every vector in the sum is non-negative by assumption, so this is a non-
negative vector. If i ∈ J then:

∏

j∈J
(1S −Bj)

∞∑

n=0

Bn
i (ψ −Biψ) = (1S −Bi)

∞∑

n=0

Bn
i

∏

j∈J
(1S −Bj)ψ

=
∏

j∈J
(1S −Bj)ψ ≥ 0

Hence ψ1 and ψ2 are almost invariant. If Bjψ = ψ for some j then clearly
Bjψl = ψl for l = 1, 2. If limn→∞Bn

j ψ = 0 the same would be true for ψl for
l = 1, 2 since 0 ≤ Bn

j ψl ≤ Bn
j ψ for each n. Hence repeated decomposition

gives us the existence of the family hI , I ⊆ {1, . . . , k}.
To prove that the decomposition is unique, assume that the functions h̃I ,

I ⊆ {1, . . . , k} are almost invariant for the family {Bi}ki=1 and satisfies 1-3.
It then follows that the expression:

lim
n1→∞

Bn1
1 lim

n2→∞
Bn2

2 · · · lim
nk→∞

Bnk
k ψ

is equal to both h{1,...,k} and h̃{1,...,k}. Assume now that hI = h̃I for all subsets
I ⊆ {1, . . . , k} with |I| ≥ n for some 1 ≤ n ≤ k, and take a set J ⊆ {1, . . . , k}
with |J | = n− 1. We write J = {j1, . . . , jn−1}. Taking the limits:

lim
m1→∞

Bm1
j1

lim
m2→∞

Bm2
j2
· · · lim

mn−1→∞
B
mn−1

jn−1
ψ

we get from 1 and 2 that: ∑

I⊇J
h̃I =

∑

I⊇J
hI

By assumption h̃I = hI for all I 6= J in this sum, so we must have that
h̃J = hJ . It now follows from induction that the family hI is unique.

8
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4. A description of the gauge-invariant KMS states

The first step in our analysis of the KMS states on the Toeplitz algebra
of a finite k-graph Λ is to describe the ones that are gauge-invariant. In this
section we will reduce the problem of finding gauge-invariant KMS states to
the much simpler problem of finding certain invariant vectors over Λ0. We
remind the reader that for a finite set S the 1-norm for a vector ψ ∈ RS is
given by ‖ψ‖1 =

∑
s∈S|ψs|.

Lemma 4.1. Let Λ be a finite k-graph and let r ∈ Rk and β ∈ R. Let ω be a
β-KMS state for αr and set ψv := ω(pv) for each v ∈ Λ0. Then ψ ∈ [0,∞[Λ

0

is an almost invariant vector for the family {e−βriAi}ki=1 of unit 1-norm.

Proof. When β ≥ 0, r ∈]0,∞[k and Λ has no sources this statement is part
(a) of Proposition 4.1 in [4]. When interpreting empty sums a 0 the proof
given there works for general β ∈ R, r ∈ Rk and finite k-graphs, so we will
not give it here.

Lemma 4.1 gives us an affine map from the set of gauge-invariant β-KMS
states for αr on T C∗(Λ) to the set of non-negative almost invariant vectors
for the family {e−βriAi}ki=1 of unit 1-norm. Proposition 4.3 below implies
that it is a bijection. To prove this we need the following description of
Λ∞I ,m when we have a partition I t J = {1, . . . , k} with I 6= ∅. Set:

Λ0(I) := {v ∈ Λ0 : vΛ(n,0) 6= ∅ for all n ∈ NI}

i.e. Λ0(I) are the vertexes that are not sources in ΛI . For (n,m) ∈ NI ⊕ NJ
we set:

U (n,m)
I = {λ ∈ Λ(n,m) : s(λ(0, l)) ∈ Λ0(I) for each 0 ≤ l ≤ (n,m)}

Giving U (n,m)
I the discrete topology we can for each n, l ∈ NI with n ≤ l

define a continuous map πl,n : U (l,m)
I → U (n,m)

I by πl,n(λ) = λ(0, (n,m)).

Lemma 4.2. Assume I 6= ∅. Then Λ0(I) is closed in Λ, πl,n is surjective

and lim←n∈NI U (n,m)
I is homeomorphic to Λ∞I ,m.

Proof. To see that Λ0(I) is closed, let λ ∈ vΛw with w ∈ Λ0(I) and let
n ∈ NI . For µ ∈ wΛ(n,0) then λµ ∈ vΛ(n,0)+d(λ), and hence by the unique
factorisation property there are paths λ′ ∈ vΛ(n,0) and µ′ ∈ Λd(λ) such that

9
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λµ = λ′µ′, so vΛ(n,0) 6= ∅. It follows that Λ0(I) is closed. When µ ∈
U (n,m)
I then s(µ) ∈ Λ0(I), so for each s ∈ N we can choose λs ∈ s(µ)Λ with
d(λs) = l − n +

∑
i∈I sei. Since Λl−n is finite, there is a λ ∈ s(µ)Λl−n with

λs(0, l−n) = λ for infinitely many s, and it follows that µλ ∈ U (l,m)
I , proving

that πl,n is surjective.
Denote by π̃l,n the map Λ(l,m) → Λ(n,m) given by π̃l,n(λ) = λ(0, (n,m)),

so π is a restriction of π̃. The map:

lim
←n∈NI

Λ(n,m) 3 {λn}n∈NI → {λn}n∈NI ∈ lim
←n∈NI

U (n,m)
I (4.1)

is well defined, because for each n, n′ ∈ NI the element λn ∈ Λ(n,m) satisfies
that λn+n′ ∈ Λ(n+n′,m) can be decomposed λn+n′ = λnµ with µ ∈ s(λn)Λ(n′,0),
so since n′ was arbitrary s(λn) ∈ Λ0(I). Standard arguments imply that (4.1)
is a continuous bijection, and so since lim←n∈NI Λ(n,m) is compact it is also a
homeomorphism. Since Proposition 3.2 in [3] implies that lim←n∈NI Λ(n,m) is
homeomorphic to Λ∞I ,m this proves the Lemma.

The construction of the KMS state in the proof of Proposition 4.3 has a
predecessor in Theorem 5.1 in [3].

Proposition 4.3. Let Λ be a finite k-graph, r ∈ Rk, β ∈ R and let ψ ∈
[0,∞[Λ

0
be an almost invariant vector for the family {e−βriAi}ki=1 of unit 1-

norm. Then there exists a unique gauge-invariant β-KMS state ωψ for αr on
T C∗(Λ) such that ωψ(pv) = ψv for each v ∈ Λ0.

Proof. Assume ω and ω′ are gauge-invariant β-KMS states for αr with ω(pv) =
ω′(pv) for all v ∈ Λ0. Lemma 3.1 in [1] implies that both ω and ω′ is then
determined by their values on the elements SλS

∗
λ, λ ∈ Λ. Since:

ω(SλS
∗
λ) = e−βr·d(λ)ω(ps(λ)) = e−βr·d(λ)ω′(ps(λ)) = ω′(SλS

∗
λ)

we must have ω = ω′, which proves that if the state ωψ exists it is unique.
Proposition 3.2 implies that it is enough to prove that ωψ exists when there
is a partition I t J = {1, 2, . . . , k} with e−βriAiψ = ψ for i ∈ I and
limn→∞(e−βrjAj)nψ = 0 for j ∈ J , so we assume this is the case. We now
define a vector φ by:

φ :=
∏

j∈J
(1Λ0 − e−βrjAj)ψ

10
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When J = ∅ we interpret this as φ := ψ. Notice φ ∈ [0,∞[Λ
0

since ψ is
almost invariant, it is however not clear yet that φ 6= 0. We will now define
measures νm on Λ∞I ,m for each m ∈ NJ using φ. When I = ∅, we define νm

on Λ∞I ,m = Λm by νm({λ}) = e−βr·mφs(λ). When I 6= ∅ give the finite set

U (n,m)
I the discrete topology for each (n,m) ∈ NI ⊕NJ , and define a measure

νn,m on U (n,m)
I by:

νn,m({λ}) = e−βr·(n,m)φs(λ) for λ ∈ U (n,m)
I (4.2)

Since the vertex matrices commute it follows from the definition of φ that
e−βriAiφ = φ for i ∈ I. For v ∈ Λ0\Λ0(I) there is a n ∈ NI with A(n,0)(v, u) =
0 for all u, and hence φv = e−βr·(n,0)(A(n,0)φ)v = 0. Since Λ0(I) is closed by

Lemma 4.2 we get for any λ ∈ U (n,m)
I :

νl,m(π−1
l,n ({λ})) =

∑

µ∈π−1
l,n({λ})

e−βr·(l,m)φs(µ) =
∑

η∈s(λ)U(l−n,0)
I

e−βr·(l,m)φs(η)

=
∑

w∈Λ0

∑

η∈s(λ)U(l−n,0)
I w

e−βr·(l,m)φw =
∑

w∈Λ0

∑

η∈s(λ)Λ(l−n,0)w

e−βr·(l,m)φw

= e−βr·(l,m)(A(l−n,0)φ)s(λ) = e−βr·(n,m)φs(λ) = νn,m({λ})

A standard argument (using e.g. Lemma 5.2 in [3]) gives the existence of a

measure νm on lim←n∈NI U (n,m)
I . We consider νm as a Borel measure on Λ∗

with νm(Λ∞I ,m) = νm(Λ∗) and by construction it satisfies:

νm(Z(λ) ∩ Λ∞I ,m) = νn,m({λ}) = e−βr·d(λ)φs(λ) (4.3)

for each λ ∈ U (n,m)
I . If λ ∈ Λ(n,m)\U (n,m)

I then (4.3) still holds true since both
sides are 0. The measure νm constructed when I = ∅ also satisfies (4.3). We
will now construct a measure ν on ∂IΛ by summing all of the measures νm,
m ∈ NJ . When J = ∅ we have only constructed a measure ν0 on Λ∞I ,0, so
we set ν = ν0 and notice that by (4.3) ν(Z(v)) = ψv for each v ∈ Λ0. When
J 6= ∅ we can use (4.3) for any µ ∈ Λ with l := d(µ)J ≤ m to see that:

νm(Z(µ)) = νm(Z(µ) ∩ Λ∞I ,m) =
∑

λ∈s(µ)Λ(0,m−l)

νm(Z(µλ) ∩ Λ∞I ,m) (4.4)

=
∑

λ∈s(µ)Λ(0,m−l)

e−βr·(d(µ)I ,m)φs(λ) = e−βr·(d(µ)I ,m)(A(0,m−l)φ)s(µ)

11
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In particular, we have that νm(Z(v)) = e−βr·(0,m)(A(0,m)φ)v for all v ∈ Λ0.
Taking a M ∈ NJ we see that:

∑

0≤m≤M
e−βr·(0,m)A(0,m)φ =

∑

0≤m≤M

∏

j∈J

(
e−βrjAj

)mj
φ =

∏

j∈J

Mj∑

mj=0

(
e−βrjAj

)mj
φ

=


∏

j∈J

Mj∑

mj=0

(
e−βrjAj

)mj
(1Λ0 − e−βrjAj)


ψ =

[∏

j∈J
(1Λ0 − (e−βrjAj)

Mj+1)

]
ψ

=

[∑

L⊆J
(−1)|L|

∏

j∈L
(e−βrjAj)

Mj+1

]
ψ

By choice of J we have that
∏

j∈L(e−βrjAj)Mj+1ψ → 0 for Mj →∞ for any
j ∈ L, so when we consider the limit all terms in the sum except for the one
where L = ∅ vanishes, so:

∑

m∈NJ

e−βr·(0,m)A(0,m)φ = ψ

This implies φ 6= 0 and it implies that we can define a Borel probability
measure ν on Λ∗ by ν =

∑
m∈NJ νm that as in the case where J = ∅ satisfies

ν(Z(v)) = ψv for each v ∈ Λ0. Since ν is a Borel probability measure on
the second countable locally compact Hausdorff space Λ∗ it is also a regular
measure. We define a state ωψ by:

ωψ(a) =

∫

Λ∗
P (a) dν ∀a ∈ T C∗(Λ)

where P : T C∗(Λ) → C(Λ∗) is the canonical conditional expectation. Since
P (SλS

∗
µ) = 0 when µ 6= λ it follows that ωψ is gauge-invariant. For any path

λ ∈ Λ(n,l) for some n ∈ NI and l ∈ NJ we have by (4.4) when J 6= ∅:

ν(Z(λ)) =
∑

m∈NJ

νm(Z(λ)) =
∑

m≥l
νm(Z(λ)) =

∑

m≥l
e−βr·(n,m)(A(0,m−l)φ)s(λ)

=
∑

m∈NJ

e−βr·(n,m+l)(A(0,m)φ)s(λ) = e−βr·d(λ)
∑

m∈NJ

e−βr·(0,m)(A(0,m)φ)s(λ)

= e−βr·d(λ)ν(Z(s(λ)))

12
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When J = ∅ we also have ν(Z(λ)) = e−βr·d(λ)ν(Z(s(λ))), so in both cases
this implies that:

ωψ(SλS
∗
µ) = δλ,µν(Z(λ)) = δλ,µe

−βr·d(λ)ν(Z(s(λ))) = δλ,µe
−βr·d(λ)ψs(λ)

It now follows, for example as in the proof of part (b) of Proposition 3.1 in
[4], that ωψ is a β-KMS state for αr.

The proof of Proposition 4.3 yields the following corollary.

Corollary 4.4. In the setting of Proposition 4.3 assume that there exist
sets I, J such that I t J = {1, 2, . . . , k} and e−βriAiψ = ψ for i ∈ I and
limn→∞(e−βrjAj)nψ = 0 for j ∈ J . Then the measure mψ on Λ∗ associated
to ωψ satisfies mψ(∂IΛ) = 1.

5. Decomposition of gauge-invariant KMS states

In this section we will analyse the gauge-invariant KMS states by analysing
the almost invariant vectors. The first step in this analysis is to construct
almost invariant vectors using components in different equivalences ∼I in the
k-graph. The next step is to prove that all invariant vectors can be realised
as convex combinations of the invariant vectors constructed.

First let us introduce some notation. For a set S ⊆ Λ0 and B ∈ MΛ0(R)
we let BS ∈MS(R) denote the restriction of B to S × S and for any matrix
B we write ρ(B) for its spectral radius. Whenever we have a k-graph Λ with
vertex matrices A1, . . . , Ak and some S ⊆ Λ0 we set:

ρ(AS) := (ρ(AS1 ), ρ(AS2 ), . . . , ρ(ASk )) ∈ Rk

Definition 5.1. Let Λ be a finite k-graph, r ∈ Rk, β ∈ R and let I ⊆
{1, . . . , k}. A component C in ΛI (i.e. an equivalence class for ∼I) is called
a (I, β, r)-subharmonic component, if it satisfies:

1. All equivalence classes D in ∼I with D 6= C and D ⊆ C
I

satisfies:

ρ(AD)I � ρ(AC)I

2. ρ(ACi ) = eβri for i ∈ I.

3. ρ(ACj ) < eβrj for j ∈ J := {1, . . . , k} \ I.

13
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When I = ∅ then ΛI = Λ0 and the different equivalence classes are just
the sets {v}, v ∈ Λ0, so condition 3 is the only one that is not trivially
fulfilled. We will need some results from [1] regarding the construction of
vectors over Λ0 which we will summarise in the following Lemma 5.2.

Lemma 5.2. Let Λ be a finite k-graph and let r ∈ Rk and β ∈ R. For
each ({1, . . . , k}, β, r)-subharmonic component C there exists a unique vector
zC ∈ [0,∞[Λ

0
of unit 1-norm satisfying 1. and 2.:

1. zCv = 0 for v /∈ C.

2. Aiz
C = eβrizC for all i ∈ {1, . . . , k}.

Furthermore zCv > 0 for v ∈ C. For any x ∈ [0,∞[Λ
0

of unit 1-norm with
Aix = eβrix for all i ∈ {1, . . . , k} there is a unique collection of ({1, . . . , k}, β, r)-
subharmonic components C in Λ and numbers tC > 0, C ∈ C, such that:

x =
∑

C∈C
tCz

C

Proof. Since the construction of the vectors in [1] is for graphs with no
sources, we will start by proving the Lemma when Λ is without sources.
Let C be a ({1, . . . , k}, β, r)-subharmonic component in Λ, then C satisfies
the criterion in Lemma 7.11 in [1]. Choosing a finite set F ⊆ Nk \ {0} with
the property that for all v, w ∈ Λ0 then

∑
n∈F A

n(v, w) > 0 if and only if
vΛlw 6= ∅ for some l ∈ Nk \{0} (such a set is called well chosen in [1]), Corol-
lary 7.10 implies that C in the terminology of [1] is F -harmonic. By Lemma
7.6 in [1] a F -harmonic component gives rise to a unique vector χC ∈ [0,∞[Λ

0

of unit 1-norm, and by Lemma 7.6 and Lemma 7.7 χC satisfies 1 and 2 and
χCv > 0 for v ∈ C, proving existence of zC . If z′ ∈ [0,∞[Λ

0
is a vector of unit

1-norm satisfying 1 and 2, then by Proposition 7.9 in [1] there is a unique
collection of F -harmonic components C such that z′ is a convex combination
of the vectors χD, D ∈ C, and furthermore ρ(AD) = eβr for each D ∈ C.
Combining 1 and the fact that χD is positive on D, we get that each D ∈ C
satisfies D ⊆ C, but then condition 1 and 2 in Definition 5.1 combined with
ρ(AD) = eβr imply that C = {C}, so z′ = χC , proving uniqueness. For the
unique decomposition of x, notice that by Lemma 7.11 in [1] a component
C is ({1, . . . , k}, β, r)-subharmonic if and only if ρ(AC) = eβr and C is F -
harmonic. The statement therefore follows from Proposition 7.9 in [1] and
the construction of the vectors zC .

14
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Assume now that Λ is a general finite k-graph, and let C be a ({1, . . . , k}, β, r)-
subharmonic component in Λ. Then ACi 6= 0 for all i, so taking a v ∈ C and a
i ∈ {1, . . . , k} there is a µ ∈ vΛC with d(µ)i > 0. The factorisation property
then implies that vΛeiC 6= ∅. Since this is true for all v ∈ C, it follows that

C ⊆ Λ̃0 := Λ0({1, . . . , k}), and hence by Lemma 4.2 it follows that C ⊆ Λ̃0.

Since Λ̃0 is closed we can consider the finite k-graph Λ̃ := ΛΛ̃0, which has

vertex matrices AΛ̃0

1 , . . . , AΛ̃0

k . To see that Λ̃ has no sources take v ∈ Λ̃0,
m ∈ Nk and λl ∈ vΛle1+·+lek+m for each l ∈ N. Since λl(0,m) ∈ vΛm for each
l ∈ N, there is a λ ∈ vΛm with λl(0,m) = λ for infinitely many l, which im-

plies that s(λ) ∈ Λ̃0 and hence vΛ̃m 6= ∅. Since components in Λ̃ are exactly

components in Λ contained in Λ̃0, C is a ({1, . . . , k}, β, r)-subharmonic com-

ponent in Λ̃, so there exists a unique vector z̃C ∈ [0,∞[Λ̃
0

of unit 1-norm with

z̃Cv = 0 when v ∈ Λ̃0 \ C and AΛ̃0

i z̃
C = eβri z̃C for all i. Furthermore z̃Cv > 0

for v ∈ C. It is now straightforward to check that defining zC ∈ [0,∞[Λ
0

by

zC |
Λ̃0 = z̃C and zCv = 0 for v /∈ Λ̃0 gives the desired vector.

Assume z′ ∈ [0,∞[Λ
0

satisfies 1 and 2 and is of unit 1-norm, then z′|
Λ̃0 ∈

[0,∞[Λ̃
0

also has unit 1-norm. By 1 (z′|
Λ̃0)v = 0 for v ∈ Λ̃0 \ C and:

AΛ̃0

i z
′|

Λ̃0 = (Aiz
′)|

Λ̃0 = eβriz′|
Λ̃0 for all i

It follows that z′|
Λ̃0 = z̃C , which proves uniqueness.

For the last statement let x ∈ [0,∞[Λ
0

of unit 1-norm satisfy Aix = eβrix
for all i. If vΛn = ∅ for some n ∈ N then xv = e−βr·n(Anx)v = 0, so xv = 0

for v /∈ Λ̃0 and hence AΛ̃0

i x|Λ̃0 = eβrix|
Λ̃0 for all i. Using the Lemma on x|

Λ̃0

we get a unique collection C of ({1, . . . , k}, β, r)-subharmonic component in
Λ̃ with corresponding unique vectors z̃C , C ∈ C, and numbers tC > 0, C ∈ C,
such that:

x|
Λ̃0 =

∑

C∈C
tC z̃

C

Since C is an ({1, . . . , k}, β, r)-subharmonic component in Λ̃ if and only if
it is a ({1, . . . , k}, β, r)-subharmonic component in Λ, it follows from the
definition of zC that we have a unique decomposition:

x =
∑

C∈C
tCz

C

which proves the Lemma.

15
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Lemma 5.3. Let Λ be a finite k-graph, r ∈ Rk, β ∈ R, I ⊆ {1, . . . , k}
and C be a (I, β, r)-subharmonic component. There exists a unique vector
xC ∈ [0,∞[Λ

0
of unit 1-norm satisfying 1. and 2.:

1. xCv = 0 for v /∈ CI
.

2. Aix
C = eβrixC for all i ∈ I.

Furthermore xCv > 0 for v ∈ CI
.

Proof. If I = ∅ then C = {v} for some v ∈ Λ0, and xC is the vector with
xCw = 0 for w 6= v and xCv = 1. If I 6= ∅ consider the finite graph ΛI with
vertex matrices (Ai)i∈I . Setting rI = (ri)i∈I ∈ RI , it follows from Definition
5.1 that C is a ({i}i∈I , β, rI)-subharmonic component in the I-graph ΛI , and
hence we get the unique vector from Lemma 5.2.

Proposition 5.4. Let Λ be a finite k-graph, r ∈ Rk, β ∈ R, ItJ = {1, . . . , k}
be a partition and C be a (I, β, r)-subharmonic component. Denote by xC ∈
[0,∞[Λ

0
the unique vector given in Lemma 5.3 using C. Set:

x̃C |C :=
∏

j∈J
(1C − e−βrjACj )−1xC |C (5.1)

and x̃C |Λ0\C = 0. Then x̃C is almost invariant for the family {e−βriAi}ki=1.

Proof. If J = ∅ then x̃C = xC which is clearly invariant for {e−βriAi}ki=1, so
assume J 6= ∅. Notice first that condition 3 in Definition 5.1 implies that
(1C − e−βrjACj )−1 exists for each j ∈ J , so (5.1) makes sense. To express x̃C

differently, assume that J0 ⊆ J is an arbitrary non-empty subset, then for
any N ∈ NJ0 we have that:

∑

0≤n≤N

∏

j∈J0
e−βrjnj(ACj )nj =

∏

j∈J0




Nj∑

nj=0

e−βrjnj(ACj )nj




Hence as N →∞ in NJ0 we get that:

∏

j∈J0
(1C − e−βrjACj )−1 =

∑

n∈NJ0

∏

j∈J0
e−βrjnj(ACj )nj (5.2)

Let L ⊆ {1, . . . , k}, to prove that x̃C is almost invariant we then want to
verify (3.1) for the set L and the family {e−βriAi}ki=1. Since xC ∈ [0,∞[Λ

0

16
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it follows from (5.2) with J = J0 that x̃C ∈ [0,∞[Λ
0
, proving (3.1) when

L = ∅. Assume then that L 6= ∅. If y ∈ [0,∞[Λ
0

is a vector with y|Λ0\C= 0
and B ∈MΛ0(R+) has the property that B(v, w) > 0 implies v ≤ w, then it
follows that:

(By)|Λ0\C= 0 , (By)|C= BC(y|C) (5.3)

This implies that (Anx̃C)|Λ0\C = 0 for all n ∈ Nk, and hence for v ∈ Λ0 \ C
we get:

[∏

l∈L
(1Λ0 − e−βrlAl)x̃C

]

v

=

[∑

S⊆L
(−1)|S|

∏

l∈S
e−βrlAlx̃

C

]

v

= x̃Cv ≥ 0

Using the second equality in (5.3) we obtain:

[∏

l∈L
(1Λ0 − e−βrlAl)x̃C

]

C

=

[∑

S⊆L
(−1)|S|

∏

l∈S
e−βrlAlx̃

C

]

C

=
∑

S⊆L
(−1)|S|

∏

l∈S
e−βrlACl (x̃C |C)

=
∏

l∈L
(1C − e−βrlACl )(x̃C |C) (5.4)

It now follows from (5.1) that if there is a i ∈ L ∩ I, then since ACi x
C |C =

(Aix
C)|C = eβrixC |C we get that (1C − e−βriACi )x̃C |C = 0, and hence the

expression in (5.4) is zero. If L ∩ I = ∅ then L ⊆ J , and:

∏

l∈L
(1C − e−βrlACl )(x̃C |C) =

∏

j∈J\L
(1C − e−βrjACj )−1xC |C

It follows from (5.2) with J0 = J \ L that this is a non-negative vector, and
combined with (5.4) this implies that x̃C is almost invariant.

Definition 5.5. When C is a (I, β, r)-subharmonic component we set yC :=
x̃C/‖x̃C‖1.

The notation in Definition 5.5 is not well defined since a set C ⊆ Λ0

can both be a (I, β, r)-subharmonic component and a (I ′, β′, r′)-subharmonic
component with (I, β, r) 6= (I ′, β′, r′). If however C is (I, β, r)-subharmonic

and i ∈ I then Ai(v, w) = 0 for v ∈ C and w ∈ CI
, so we get that ρ(ACi ) ≥

17
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ρ(AC
I

i ), and since Ai(v, w) = 0 for v ∈ C and w ∈ CI
we furthermore get that

ρ(AC
I

i ) ≥ ρ(ACi ), so by Definition 5.1 C can not be (I ′, β, r)-subharmonic for
an I ′ 6= I. Since we will formulate our results for some fixed values of r and
β, we therefore abuse notation and simply write yC .

Proposition 5.4 implies that a (I, β, r)-subharmonic component gives rise
to a gauge-invariant β-KMS state ω for αr. To prove that all gauge-invariant
states are given by convex combinations of states arising from such compo-
nents, it becomes essential that we can rediscover the vector xC from ω. To
do this we need the following technical result.

Lemma 5.6. Let Λ be a finite k-graph and let ω be a β-KMS state for αr

for some r ∈ Rk and β ∈ R. Let m be the measure on Λ∗ associated to ω
and I t J ⊆ {1, . . . , k} be some partition. For each λ ∈ Λ the set:

λΛ∞I ,0 = {x ∈ Λ∗ : x = λx′ for some x′ ∈ Λ∞I ,0}
is Borel and:

m(λΛ∞I ,0) = e−βr·d(λ)m(s(λ)Λ∞I ,0)

Proof. To see that λΛ∞I ,0 is Borel set p := 1I ∈ NI if I 6= ∅ and set p = 0 if
I = ∅, then:

λΛ∞I ,0 =
⋂

n∈N

⋃

µ∈s(λ)Λn·p


Z(λµ) \


⋃

j∈J

⋃

e∈s(λ)Λej

Z(λe)






Since we take the union over decreasing sets we get that:

m(λΛ∞I ,0) = lim
n→∞

∑

µ∈s(λ)Λn·p

m


Z(λµ) \


⋃

j∈J

⋃

e∈s(λ)Λej

Z(λe)






= lim
n→∞

∑

µ∈s(λ)Λn·p

m


Z(λµ) \


⋃

j∈J

⋃

e∈s(µ)Λej

Z(λµe)




 (5.5)

Set eL =
∑

l∈L el for any L ⊆ J and ψv = ω(pv) for v ∈ Λ0. We claim that
for any path η ∈ Λ:

m


Z(η) \


⋃

j∈J

⋃

e∈s(η)Λej

Z(ηe)




 =

∑

L⊆J
(−1)|L|e−βr·d(η)e−βr·eL(AeLψ)s(η)

(5.6)

18
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The Lemma follows from (5.6), because using it twice on (5.5) yields:

m(λΛ∞I ,0) = lim
n→∞

∑

µ∈s(λ)Λn·p

∑

L⊆J
(−1)|L|e−βr·d(λµ)e−βr·eL(AeLψ)s(µ)

= e−βr·d(λ) lim
n→∞

∑

µ∈s(λ)Λn·p

∑

L⊆J
(−1)|L|e−βr·d(µ)e−βr·eL(AeLψ)s(µ)

= e−βr·d(λ)m(s(λ)Λ∞I ,0)

To prove (5.6) setM(ej) :=
⋃
e∈s(η)Λej Z(ηe). We use that Z(ηe) ⊆ Z(η) for

each e ∈ s(η)Λej and j ∈ J to get the equality:

1Z(η)\(
⋃

j∈JM(ej)) =
∏

j∈J
(1Z(η) − 1M(ej)) =

∑

L⊆J
(−1)|L|

∏

j∈L
1M(ej) (5.7)

Since
∏

j∈L 1M(ej) = 1⋂
j∈LM(ej) we get (5.6) by combining (5.7) with:

m

(⋂

j∈L
M(ej)

)
= m


 ⋃

e∈s(η)ΛeL

Z(ηe)


 =

∑

e∈s(η)ΛeL

m(Z(ηe))

= e−βr·(d(η)+eL)(AeLψ)s(η)

Lemma 5.7. Let Λ be a finite k-graph, r ∈ Rk and β ∈ R. Let I ⊆ {1, . . . , k}
and C be a (I, β, r)-subharmonic component. Let ω be the KMS state asso-
ciated to the vector yC, and let mC be the measure associated to ω, then:

xCv = ‖x̃C‖1mC(vΛ∞I ,0) ∀v ∈ Λ0

Proof. Since mC(∂IΛ) = 1 by Corollary 4.4, the formula (5.6) implies:

mC(vΛ∞I ,0) = mC

(
Z(v) \

(⋃

j∈J

⋃

e∈vΛej

Z(e)

))
=
∑

L⊆J
(−1)|L|e−βr·eL(AeLyC)v

for each v ∈ Λ0. When v /∈ C then (AeLyC)v = 0 for each L, and hence

mC(vΛ∞I ,0) = 0. When v ∈ C then (AeLyC)v = ((AC)eLyC |C)v and hence:

mC(vΛ∞I ,0) =
∑

L⊆J
(−1)|L|e−βr·eL((AC)eLyC |C)v

= ‖x̃C‖−1
1

[∏

j∈J
(1C − e−βrjACj )x̃C |C

]

v

= ‖x̃C‖−1
1 xCv

Since xCv = 0 for v /∈ C this proves the Lemma.
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By Proposition 3.2 we already have a decomposition of a general almost
invariant vector, so we can focus on decomposing the vectors appearing in
Proposition 3.2.

Proposition 5.8. Let Λ be a finite k-graph, r ∈ Rk and β ∈ R. Let ψ ∈
[0,∞[Λ

0
be an almost invariant vector for the family {e−βriAi}ki=1 and assume

that there is a partition I t J = {1, . . . , k} such that e−βriAiψ = ψ for i ∈ I
and limn→∞(e−βrjAj)nψ = 0 for j ∈ J . There exists a unique collection of
(I, β, r)-subharmonic components C and numbers tC > 0, C ∈ C, such that:

ψ =
∑

C∈C
tCy

C

Proof. Let ωψ be the gauge-invariant β-KMS state for αr given by ψ, and let
mψ be the associated measure on Λ∗. Define a vector ψ′ ∈ [0,∞[Λ

0
by:

ψ′v = mψ(vΛ∞I ,0) for v ∈ Λ0

If I = ∅ then we can uniquely write ψ′ as in (5.8) below where each zC is
the indicator function for the v with C = {v}. When I 6= ∅ it follows from
Lemma 5.6 that for each i ∈ I and v ∈ Λ0:

ψ′v = mψ

( ⋃

µ∈vΛei

µΛ∞I ,0

)
= e−βri

∑

w∈Λ0

Ai(v, w)mψ(wΛ∞I ,0) = e−βri(Aiψ
′)v

So Aiψ
′ = eβriψ′ for each i ∈ I, and if ψ′ 6= 0 considering the graph ΛI and

the action given by rI = (ri)i∈I , Lemma 5.2 gives us a unique collection C of
({i}i∈I , β, rI)-subharmonic components in ΛI and numbers t′C > 0 for C ∈ C
such that:

ψ′ =
∑

C∈C
t′Cz

C (5.8)

If ψ′ = 0, we set C = ∅ and (5.8) holds true.

We now want to prove that eβrj > ρ(ACj ) for all j ∈ J and C ∈ C, since
that would imply that each C ∈ C was (I, β, r)-subharmonic and that each
vector zC from (5.8) was equal to xC from Lemma 5.3. When J = ∅ this is
trivial, so assume this is not the case. Since mψ(∂IΛ) = 1, we get for any
v ∈ Λ0 that:

ψv = mψ(Z(v)) = mψ

( ⋃

n∈NJ

vΛ∞I ,n

)
=
∑

n∈NJ

mψ (vΛ∞I ,n)

20
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Looking at just one of the terms in the sum and using Lemma 5.6 we get:

mψ (vΛ∞I ,n) =
∑

w∈Λ0

mψ


 ⋃

µ∈vΛ(0,n)w

µΛ∞I ,0


 =

∑

w∈Λ0

∑

µ∈vΛ(0,n)w

mψ

(
µΛ∞I ,0

)

=
∑

w∈Λ0

e−βr·(0,n)A(0,n)(v, w)ψ′w = e−βr·(0,n)
(
A(0,n)ψ′

)
v

Let v ∈ C and w ∈ C
I

for a C ∈ C, then ψ′w > 0, and by the above
calculations:

ψv =
∑

n∈NJ

∑

u∈Λ0

e−βr·(0,n)A(0,n)(v, u)ψ′u

This implies that
∑

n∈NJ e−βr·(0,n)A(0,n)(v, w) <∞ for such w and v. Now let

u ∈ C, then there exists a m ∈ NJ and w ∈ CI
such that A(0,m)(u,w) > 0.

For each n ∈ NJ and v ∈ C we have:

e−βr·(0,n)A(0,n)(v, u)A(0,m)(u,w) ≤ eβr·(0,m)
(
e−βr·(0,n+m)A(0,n+m)(v, w)

)

So
∑

n∈NJ e−βr·(0,n)A(0,n)(v, u) < ∞ for all v, u ∈ C, and hence the sum∑∞
l=0(e−βrjACj )l converges for each j ∈ J , proving ρ(ACj ) < eβrj .
We now know that each C ∈ C is a (I, β, r)-subharmonic component, so

the vectors yC exist for each such C. For any v ∈ Λ0:

ψv =
∑

n∈NJ

e−βr·(0,n)
(
A(0,n)ψ′

)
v

=
∑

C∈C
t′C
∑

n∈NJ

e−βr·(0,n)
(
A(0,n)xC

)
v

=
∑

C∈C,v∈C

t′C

[(∑

n∈NJ

∏

j∈J

(
e−βrjACj

)nj

)
xC |C

]

v

=
∑

C∈C
t′C x̃

C
v =

∑

C∈C
tCy

C
v

where tC = t′C‖x̃C‖1 > 0. We have now proved that the decomposition exists.

To prove the uniqueness statement assume that D is a collection of
(I, β, r)-subharmonic components and that there exists sD > 0 for each
D ∈ D such that:

ψ =
∑

D∈D
sDy

D

Let mD be the measure on Λ∗ associated to yD for each D ∈ D, since mψ =∑
D∈D sDmD it follows by Lemma 5.7 that considering these measures on
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Λ∞I ,0 give:

ψ′ =
∑

D∈D
sD‖x̃D‖−1

1 xD

When I 6= ∅ thenD can be considered a collection of ({i}i∈I , β, rI)-subharmonic
components in ΛI and xD are then by construction the unique vectors from
Lemma 5.2. For all I uniqueness of the decomposition in (5.8) of ψ′ then
gives D = C and sC‖x̃C‖−1

1 = t′C , and hence tC = sC , for each C ∈ C.

Combining Proposition 5.8, Proposition 4.3 and Proposition 3.2 we get
the following

Theorem 5.9. Let Λ be a finite k-graph, r ∈ Rk and β ∈ R. For I ⊆
{1, . . . , k} let CIr (β) be the (I, β, r)-subharmonic components and set:

Cr(β) :=
⊔

I⊆{1,...,k}
CIr (β)

There is an affine bijective correspondence between functions f : Cr(β) →
[0, 1] with

∑
C∈Cr(β) f(C) = 1 and the gauge-invariant β-KMS states for αr.

A KMS state ω corresponding to a function f is given by:

ω(SλS
∗
µ) = δλ,µe

−βr·d(λ)ψs(λ)

where:
ψ =

∑

C∈Cr(β)

f(C)yC

Remark 5.10. Notice that the face of the simplex of gauge-invariant KMS
states given by components in CIr (β) corresponds to the face in the simplex
of almost invariant vectors of unit 1-norm satisfying Aix = eβrix for i ∈ I and
(e−βrjAj)lx → 0 for l → ∞ for j /∈ I, which again corresponds to the face
in the simplex of quasi-invariant Borel probability measures m with Radon
Nikodym derivative e−βcr satisfying m(∂IΛ) = 1.

Remark 5.11. Theorem 5.9 is already an improvement of the results obtained
in [2]. To see this, notice that if r and β satisfies condition 2 mentioned in
the introduction and ω is a β-KMS state for αr, then for any λ, µ ∈ Λ and
t ∈ R we get:

ω(SλS
∗
µ) = ω(αrt (SλS

∗
µ)) = eitr·(d(λ)−d(µ))ω(SλS

∗
µ)
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If ω(SλS
∗
µ) 6= 0 then this is only possible if r · (d(λ) − d(µ)) = 0, implying

that d(λ) = d(µ). So SλS
∗
λ and SµS

∗
µ are mutually orthogonal when λ 6= µ,

and since ω(SλS
∗
µ) = e−βr·d(λ)ω(S∗µSλ), we get that ω(SλS

∗
µ) = 0 when λ 6= µ.

This implies that ω is gauge-invariant, so Theorem 5.9 gives a complete
description of the β-KMS states for finite k-graphs satisfying condition 2
from the introduction.

6. Including the non gauge-invariant KMS states

We are now interested in determining the KMS states that are not gauge-
invariant. To do this we will use the ideas developed in [1]. Theorem 5.9
gives us a complete description of the gauge-invariant KMS states, but by
Lemma 3.1 in [1] this is exactly the KMS states ω satisfying ω ◦ P = ω. So
in the terminology of [7] we can consider Theorem 5.9 as a description of
the quasi-invariant Borel probability measures with Radon-Nikodym cocycle
e−βcr , where cr is the 1-cocycle cr(x, n, y) := r ·n. Hence we can use Theorem
5.2 in [1] to obtain a description of all KMS states. We follow the outline
and ideas in [1] to do this, and start by analysing the relationship between
the paths in Λ∗ and the measures associated to extremal KMS states.

Definition 6.1. We say that a path x ∈ Λ∗ eventually lies in S for some set
S ⊆ Λ0, if there exists n n ∈ Nk with n ≤ d(x) such that r(σm(x)) ∈ S for
all m ∈ Nk with n ≤ m ≤ d(x).

Lemma 6.2. Let Λ be a finite k-graph, r ∈ Rk, β ∈ R and let I ⊆
{1, 2, · · · , k}. If D is an equivalence class in the relation ∼I , then the set:

N I
D = {x ∈ ∂IΛ : x eventually lies in D}

is a Borel set. If D is a (I, β, r)-subharmonic component, then the measure
mD associated to the corresponding β-KMS state for αr satisfies mD(N I

D) =
1.

Proof. If I = ∅ then ∂IΛ = Λ, D = {v} for some vertex v ∈ Λ0 and the set
N I
D is the countable set of paths λ ∈ Λ with s(λ) = v, hence in particular it

is a Borel set. Assume that I 6= ∅, and set:

N I

D
I := {x ∈ ∂IΛ : x eventually lies in D

I} (6.1)
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Take x ∈ ∂IΛ with x /∈ N I

D
I . In particular there is a m ∈ Nk with (0, d(x)J) ≤

m ≤ d(x) such that r(σm(x)) /∈ DI
. Setting λ = x(0,m) ∈ Λm and letting

E := {e ∈ s(λ)Λ : d(e) = ej for some j /∈ I}, we see that:

[
Z(λ) \

(⋃

e∈E
Z(λe)

)]
∩N I

D
I = ∅

however x is contained in the set we intersect with N I

D
I , so

[
Λ∗ \N I

D
I

]
∩∂IΛ

is an open set in ∂IΛ, which implies that N I

D
I is a Borel set. Letting M be

the set of equivalence classes in ∼I contained in D
I \D, then:

N I
D = N I

D
I \
( ⋃

C∈M
N I

C
I

)

and hence N I
D is Borel. The sets N I

D, where D is an equivalence set in ∼I , is a
disjoint Borel partition of ∂IΛ, also when I = ∅. It follows from Theorem 5.9
that mD is extremal in the set of quasi-invariant Borel probability measures
with Radon-Nikodym cocycle e−βcr , and hence mD maps invariant Borel
sets to {0, 1}. Since mD(∂IΛ) = 1 there must therefore exist exactly one
equivalence class C in ∼I such that mD(N I

C) = 1. We know from Lemma

5.7 that mD(vΛ∞I ,0) > 0 if and only if v ∈ D
I
. However this must imply

that for each v ∈ D
I

we have mD(vΛ∞I ,0 ∩ N I
C) > 0, which implies that

v ∈ CI
, so that in particular D ⊆ C

I
. Considering a v ∈ D, it follows since

mD(vΛ∞I ,0 ∩N I
C) > 0 that there is an α ∈ vΛC such that mD(αΛ∞I ,0) > 0,

and hence using Lemma 5.6 we get that mD(s(α)Λ∞I ,0) > 0. This implies

that s(α) ∈ DI
, so we also get C ⊇ D

I
, and hence C = D.

To describe the non gauge-invariant KMS states, fix a β ∈ R and r ∈ Rk,
and let C be a (I, β, r)-subharmonic component for some I ⊆ {1, . . . , k}.
When I 6= ∅ we define the Periodicity group PerI(C) as:

{(m, 0)− (n, 0) : m,n ∈ NI , σ(m,0)(x) = σ(n,0)(x) for all x ∈ CΛ∞I ,0 ∩N I
C}

Since C is a component in the |I|-graph ΛI , CΛIC is a strongly connected
|I|-graph without sources and sinks, and hence it has an infinite path space
(CΛIC)∞ consisting of functors from Ω|I| to CΛIC. By identifying Ω|I| with
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Ωk,(∞I ,0) we get a homeomorphism from (CΛIC)∞ to CΛ∞I ,0∩N I
C that sends

the shift map of degree n ∈ NI on (CΛIC)∞ to the shift σ(n,0) on CΛ∞I ,0∩N I
C ,

and that sends a cylinder set in (CΛIC)∞ given by λ ∈ CΛIC to the relatively
open set Z(λ) ∩

(
CΛ∞I ,0 ∩N I

C

)
. It follows from this that our periodicity

group PerI(C) is isomorphic to the periodicity group Per(CΛIC) for the I-
graph CΛIC introduced in Section 5 in [5], and so by Proposition 5.2 in [5]
it is in fact a group. When I = ∅, we let PerI(C) = {0} with 0 ∈ Zk. Using
the continuous map Φ : GΛ → Zk defined in section 2 we can now describe
the non gauge-invariant KMS states.

Theorem 6.3. Let Λ be a finite k-graph and fix r ∈ Rk and β ∈ R \ {0}.
There is a bijection between pairs (C, ξ), where C ∈ CIr (β) for some I ⊆
{1, . . . , k} and ξ lies in the dual P̂erI(C) of PerI(C), to the set of extremal
β-KMS states for αr:

(C, ξ)→ ωC,ξ

where:

ωC,ξ(f) =

∫

Λ∗

∑

g∈Gxx

f(g)ξ(Φ(g)) dmC(x)

Remark 6.4. The observation made after Definition 5.5 is also true here; The
notations ωC,ξ and mC are only well defined because we have fixed β and r.

Remark 6.5. Theorem 6.3 also gives a complete description of the 0-KMS
states for αr. The 0-KMS states are the tracial states on T C∗(Λ), but choos-
ing 0 ∈ Rk this is the same as the 1-KMS states for α0.

Proof of Theorem 6.3. Let C be (I, β, r)-subharmonic. Let A denote the
subgroup of Zk ensured by Theorem 5.2 in [1] that satisfies:

mC({x ∈ Λ∗ : Φ(Gxx) = A}) = 1

and denote this Borel set by X(A). Using Lemma 4.1 and Theorem 5.2 in
[1] it is enough to prove that A = PerI(C) to prove the Theorem. Since
mC(X(A) ∩ N I

C) = 1, we can pick a x ∈ X(A) ∩ N I
C , then setting J =

{1, . . . , k} \ I there is a m ∈ Nk such that (0, d(x)J) ≤ m ≤ d(x) and
r(σl(x)) ∈ C for all m ≤ l ≤ d(x), i.e. σm(x) ∈ CΛ∞I ,0∩N I

C . For l ∈ PerI(C)
we can write l = (s, 0) − (p, 0) for some s, p ∈ NI such that σ(s,0)(σm(x)) =
σ(p,0)(σm(x)), so l ∈ Φ(Gxx). Since x ∈ X(A) this implies that PerI(C) ⊆ A.

For the other inclusion, let x ∈ X(A) ∩ N I
C and assume that there is a

a ∈ A with aj > 0 for a j ∈ J . Since a ∈ A there exists n,m such that a =
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n−m, nj > mj and σn(x) = σm(x). This implies that d(σn(x)) = d(σm(x)),
so d(x)j = ∞. Since j ∈ J and x ∈ N I

C ⊆ ∂IΛ this is a contradiction. So
aj = 0 for j ∈ J , which in particular proves the Theorem when I = ∅. So
assume I 6= ∅ and that there exists a ∈ A \ PerI(C). Now fix v ∈ C, then:

vΛ∞I ,0 ∩X(A) ⊆
⋃

n,m∈Nk,n−m=a

{x ∈ vΛ∞I ,0 : σn(x) = σm(x)}

so sincemC(vΛ∞I ,0∩X(A)) > 0 we can find a n1, n2 ∈ NI with (n1−n2, 0) = a
and

mC({x ∈ vΛ∞I ,0 : σ(n1,0)(x) = σ(n2,0)(x)}) > 0 (6.2)

For the vector yC corresponding to mC we have Aiy
C = eβriyC = ρ(ACi )yC

for i ∈ I, which implies that

ACi y
C |C = eβriyC |C = ρ(ACi )yC |C

Since (ACi )i∈I are the vertex matrices for CΛIC, it follows from (b) in Corol-
lary 4.2, Proposition 8.1 and Proposition 8.2 in [5] that there is a Borel
probability measure M on (CΛIC)∞ ' CΛ∞I ,0 ∩N I

C , with

M({x ∈ CΛ∞I ,0 ∩N I
C : σ(n1,0)(x) = σ(n2,0)(x)}) = 0

and that for each λ ∈ CΛIC satisfies:

M( CΛ∞I ,0 ∩N I
C ∩ Z(λ)} = e−βr·d(λ)yCs(λ)‖yC |C‖−1

1

Let ε > 0. By compactness there are paths δ1, . . . , δq ∈ CΛIC of the same
degree such that:

{x ∈ CΛ∞I ,0 ∩N I
C : σ(n1,0)(x) = σ(n2,0)(x)} ⊆

q⊔

i=1

Z(δi) ∩ CΛ∞I ,0 ∩N I
C

and such that
∑q

i=1 M(Z(δi) ∩CΛ∞I ,0 ∩N I
C) < ε. Since ε was arbitrary the

calculation:

n∑

i=1

mC(Z(δi)) =
n∑

i=1

e−βr·d(δi)mC(Z(s(δi))) =
n∑

i=1

e−βr·d(δi)yCs(δi)

= ‖yC |C‖1

n∑

i=1

M(Z(δi) ∩ CΛ∞I ,0 ∩N I
C) < ε
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implies that:

mC({x ∈ CΛ∞I ,0 ∩N I
C : σ(n1,0)(x) = σ(n2,0)(x)}) = 0

Combining this with (6.2) gives us a contradiction since any x ∈ vΛ∞I ,0 with
x /∈ N I

C satisfies x ∈ Z(α) for some α with mC(Z(α)) = 0. In conclusion
A = PerI(C).

7. Examples and comparison with the literature

7.1. Examples

To illustrate how to describe the KMS states for a given graph we will use
our machinery on a few examples. The first graph we consider is from Exam-
ple 9.1 in [2] where the KMS states for the action given by r = (ln(5), ln(4))
were calculated. We have included this example to illustrate that our results
give the same KMS states as the ones in [2], but also to show the strength
of our approach when it comes to concrete calculations.

Example 7.1. Consider a 2-graph given by the graph below, where normal
edges have degree e1 and dashed edges have degree e2, and the number at
each edge denote the number of edges:

u

v

w

1

2

2

3

2

2

3

4

5

4
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No matter which I ⊆ {1, 2} we choose there are three components {u},
{v} and {w} for ∼I , so we will analyse for which β and r each is (I, β, r)-
subharmonic. For this, notice that {v} = {u, v}, {u} = {u} and {w} =
{u,w}. Considering the graph it follows that:

ρ(A
{v}
1 ) = ρ(A

{v}
1 ) = 4 , ρ(A

{v}
2 ) = ρ(A

{v}
2 ) = 3

ρ(A
{u}
1 ) = ρ(A

{u}
1 ) = 2 , ρ(A

{u}
2 ) = ρ(A

{u}
2 ) = 2

ρ(A
{w}
1 ) = ρ(A

{w}
1 ) = 5 , ρ(A

{w}
2 ) = ρ(A

{w}
2 ) = 4

Hence by Definition 5.1 the different components give KMS states for βr in
the sets as indicated in the table below.

I�C {v} {u} {w}
∅ ] ln(4),∞[×] ln(3),∞[ ] ln(2),∞[×] ln(2),∞[ ] ln(5),∞[×] ln(4),∞[
{1} {ln(4)}×] ln(3),∞[ {ln(2)}×] ln(2),∞[ {ln(5)}×] ln(4),∞[
{2} ] ln(4),∞[×{ln(3)} ] ln(2),∞[×{ln(2)} ] ln(5),∞[×{ln(4)}
{1, 2} {ln(4)} × {ln(3)} {ln(2)} × {ln(2)} {ln(5)} × {ln(4)}

As in [2] we now consider the action given by r = (ln(5), ln(4)) which has
rationally independent coordinates. Theorem 5.9 then implies that we get a
complete description of the β-KMS states for αr by describing the (I, β, r)-
subharmonic components for different I ⊆ {1, 2}. So we go through each
entry of the table and consider for which value of β that βr lies in the set at
that entry. This gives the following result (notice ln(2)/ ln(4) = 1/2):

I�C {v} {u} {w}
∅ ] ln(4)/ ln(5),∞[ ]1/2,∞[ ]1,∞[
{1} {ln(4)/ ln(5)} ∅ ∅
{2} ∅ {1/2} ∅
{1, 2} ∅ ∅ {1}

This is exactly the same as obtained in Example 9.1 in [2].

Example 7.2. Using Theorem 5.9 we will give an example of a strongly con-
nected graph without sources and sinks and a one-parameter group αr with
two different gauge-invariant β-KMS states for αr for the critical temperature
β. To do this consider the following skeleton:
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v w

p

q

l l

The full edges have degree e1 and the dashed edges have degree e2, and
the numbers l, p, q ≥ 1 denote the number of edges . Since A1 = l1{v,w}
then A1 and A2 must commute, and hence there exists a 2-graph with this
skeleton, c.f. Section 6 in [6]. In the equivalence relation ∼{1} both {v}
and {w} are components, and choosing r = (ln(l), ln(2

√
p · q)) we see that

e1r1 = ρ(A
{v}
1 ) = ρ(A

{w}
1 ). Since {v} = {w} = {v, w}, and since ρ(A2) =√

p · q, both {v} and {w} are ({1}, 1, r)-subharmonic components, and since
there are no (∅, 1, r)- and ({1, 2}, 1, r)-subharmonic components, Theorem
5.9 implies that they give rise to only gauge-invariant 1 -KMS states for αr.
Ordering the set of vertexes by {v, w} then the vectors given in Proposition
5.4 are:

x̃{v} =
2

3

(
2√
q/
√
p

)
, x̃{w} =

2

3

( √
p/
√
q

2

)

Both vectors are, as predicted, invariant for the family {l−1A1, (2
√
p · q)−1A2}.

Hence their normalizations y{v} and y{w} give rise to two different gauge-
invariant 1-KMS states for αr. When l > 1 then Per{1}({v}) = Per{1}({w}) =
{0}, and the 1-KMS states for αr are given by convex combinations of the
two states ωy{v} and ωy{w} , with:

ωy{v}(SλS
∗
µ) = δλ,µe

−βr·d(λ)y{v} , ωy{w}(SλS
∗
µ) = δλ,µe

−βr·d(λ)y{w}

If l = 1 then Per{1}({v}) = Per{1}({w}) = Z × {0}, so letting mv and mw

be the measures corresponding to respectively {v} and {w}, then Φ(Gxx) =
Z× {0} for almost all x ∈ Λ∗ and the extremal 1-KMS states for αr are:

ω{u},λ(f) =

∫

Λ∗

∑

(x,(n,m),x)∈Gxx

f(x, (n,m), x)λn dmu(x)

for all λ ∈ T and u = v, w.
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7.2. Comparison with the literature

We will now compare our results to the ones in [2]. To do this we will
need the following Lemma:

Lemma 7.3. Let Λ be a finite k-graph without sources that has the property,
that when v, w ∈ Λ0 satisfies vΛmw 6= ∅ for some m ∈ Nk\{0}, then they also
satisfy vΛmw 6= ∅ for some m ∈ N{i} \ {0} for each i ∈ {1, . . . , k}. Assume
C is a component in ∼ with ρ(ACj ) > 0 for each j ∈ {1, . . . , k}, then:

1. If ρ(AD) � ρ(AC) for each D ⊆ C \ C, then for all i ∈ {1, . . . , k}:

ρ(ADi ) < ρ(ACi ) for all components D ⊆ C \ C (7.1)

2. If C satisfies (7.1) for some i then it satisfies it for all i ∈ {1, . . . , k}.

Proof. Fix an i. The condition on the graph implies that we can find a finite
set of numbers F ⊆ N{i} \ {0} such that AF (v, w) :=

∑
n∈F A

n(v, w) > 0 if
and only if vΛmw 6= ∅ for some m ∈ Nk. Such a set is called well-chosen in the
terminology of [1], and it follows from Lemma 7.11 and Definition 7.5 in that

article that ρ(A
C\C
F ) < ρ(ACF ). Using Lemma 7.8 in [1] on the graph ΛC \ C

we get ρ(ADF ) < ρ(ACF ) for each D ⊆ C \ C. Since ρ(ADF ) =
∑

n∈F ρ(ADi )ni

by equation (7.2) in [1] (7.1) follows.
To prove 2 assume C satisfies (7.1) for a i and choose F as above for this

i. Equation (7.2) in [1] gives ρ(ADF ) < ρ(ACF ) for all components D ⊆ C \ C,
and hence combining Lemma 7.8, Definition 7.5 and Lemma 7.11 in [1] imply
that C satisfies the criterion in 1.

To follow the set-up in [2] we consider a finite k-graph Λ and a r ∈ Rk
satisfying condition 1−5 from the introduction, and we assume that KtL =
{1, . . . , k} is a partition with ri = ln(ρ(Ai)) for i ∈ K 6= ∅ and rl > ln(ρ(Al))
for l ∈ L. We let Ccrit be the components C in ∼ with ln(ρ(ACj )) = rj for
some j, and Cmincrit be the minimal elements in Ccrit for the order ≤. Notice
that condition 4 and 5 imply that the condition imposed on Λ in Lemma 7.3
is satisfied, and that the relations ≤I , I 6= ∅ are all equal.

Let C ∈ Cmincrit and set I = {i : ln(ρ(ACi )) = ri} then I 6= ∅. For i ∈ I C
satisfies 2 in Lemma 7.3, so ρ(AD)I � ρ(AC)I for all D ⊆ C \C, and by (7.1)

then ρ(ACj ) = ρ(ACj ) < erj for j /∈ I, so C is (I, 1, r)-subharmonic. Assume
on the other hand that C is a (I, 1, r)-subharmonic component for a I 6= ∅,
then for i ∈ I we have ln(ρ(ACi )) = ri, so C ∈ Ccrit. If C /∈ Cmincrit then there
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is a (J, 1, r)-subharmonic component D with D ⊆ C \ C and J ⊆ {1, . . . , k}
not empty. If l /∈ I then:

ρ(ADl ) ≤ ρ(ACl ) < erl

so then l /∈ J , giving J ⊆ I. Since ΛI as an I-graph satisfies the criterion of

Lemma 7.3, C satisfies the criterion in 1 for the graph ΛI and D ⊆ C
I \C we

get that ρ(ADi ) < ρ(ACi ) for all i ∈ I. For i ∈ J this implies eri = ρ(ADi ) <
ρ(ACi ) = eri , a contradiction. So Cmincrit is the set of (I, 1, r)-subharmonic
components with I 6= ∅.

If {v} is a (∅, 1, r)-subharmonic component, then ρ(A
{v}
j ) < erj for each

j ∈ {1, . . . , k}, so {v} contains no components from Ccrit, and hence v /∈ Ĉcrit.
If on the other hand v /∈ Ĉcrit then {v} contains no critical components,

so ρ(A
{v}
j ) < erj for each j ∈ {1, . . . , k}, implying that {v} is (∅, 1, r)-

subharmonic.
Comparing Theorem 5.9 with Section 7 in [2] we now see that the vertexes

and components giving rise to extremal 1-KMS states for αr are the same
in the two expositions. To see that the states also agree it suffices to argue
that the corresponding vectors over Λ0 agree. For v /∈ Ĉcrit this follows
from comparing the vector defined in Proposition 5.4 when considerind {v}
a (∅, 1, r)-subharmonic component with the one constructed in Theorem 6.1
in [4]. For C ∈ Cmincrit define H ⊆ Λ0 as in Proposition 3.4 in [2], then the
vector z of unit 1-norm constructed in [2] corresponding to C satisfies zv = 0
for v /∈ C and for all i ∈ {1, . . . , k} that:

A
Λ0\H
i z|Λ0\H = ρ(ACi )z|Λ0\H

For I := {i : ri = ln(ρ(ACi ))} we get Aiz = eriz for i ∈ I, so z is the unique

vector xC from Lemma 5.3. Since x̃C is supported on C = C
I

and satisfies
Aix̃

C = erix̃C , it has to be a scalar of xC , so yC = z. This proves that the
states obtained in [2] are the same as the ones obtained in Theorem 5.9.
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ABSTRACT. We show that in many cases a one-parameter group of automor-
phisms on a C∗-algebra of an étale groupoid is given by a real-valued ho-
momorphism on the groupoid if and only if the KMS weights of the one-
parameter group is given by measures on the unit space. The results are ap-
plied to graph C∗-algebras.

KEYWORDS: KMS weights, one-parameter groups, diagonality, graph C∗-algebras.

MSC (2010): 46L55, 46L60, 46L30.

1. INTRODUCTION

Recent years have seen an increasing interest in the investigation of KMS
states for one-parameter actions on C∗-algebras. While the original motivation
for the introduction of KMS states came from the interpretation of these states as
equilibrium states in models from quantum statistical mechanics, the renewed in-
terest stems also from more purely mathematical considerations, where the KMS
states have been related to objects and structures from other fields, such as num-
ber theory or dynamical systems. In the present paper we investigate relations
between properties of the KMS states and properties of the one-parameter action
giving rise to them. As we shall now explain, we show that the existence of a
“diagonal” KMS state or weight implies that the action itself must be “diagonal”.

For most if not all the one-parameter actions on C∗-algebras for which we
have been able to determine the structure of the KMS states or KMS weights, the
underlying C∗-algebra can be presented as the C∗-algebra of a locally compact
groupoid, as introduced by Renault in [9], and the action described as arising
from a continuous real-valued homomorphism on the groupoid by a canonical
procedure also introduced in [9]. For this reason the results of Neshveyev, [7],
which extend results of Renault and give a general and abstract description of the
KMS states for such actions on a groupoid C∗-algebra are of utmost importance.
In the following we call these actions diagonal.
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When the groupoid and the associated C∗-algebra is fixed, it is certainly not
all one-parameter actions that are diagonal. It follows from Neshveyev’s theo-
rem, Theorem 1.3 in [7], that a diagonal action has the property that if a KMS
state exists, there will also be one which factorizes through the canonical condi-
tional expectation onto the abelian C∗-subalgebra generated by the continuous
compactly supported functions on the unit space. In the following we call these
states diagonal. The present work sprang from the realization that in many cases
the property that there is a diagonal KMS state characterizes the diagonal actions.
That is, for many groupoid C∗-algebras a one-parameter action is diagonal if and
only if the action admits a diagonal KMS state. The simplest example of this is
perhaps the following.

Consider the C∗-algebra Mn of complex n by n matrices. A continuous one-
parameter group α of automorphisms on Mn is inner in the sense that there is a
self-adjoint matrix A ∈ Mn such that

αt(B) = eitABe−itA

for all t ∈ R and all B ∈ Mn. For each β ∈ R there is a unique β-KMS state ωβ for
α given by

ωβ(B) =
Tr(e−βAB)
Tr(e−βA)

.

It can be shown that for β 6= 0 the state ωβ factorizes through the canonical (and
unique) conditional expectation from Mn onto the C∗-subalgebra of diagonal ma-
trices if and only if A is diagonal. It is this fact we will generalize. For this
note that Mn is the groupoid C∗-algebra of the groupoid G = {1, 2, 3, . . . , n} ×
{1, 2, 3, . . . , n} with operations

(a, b)(b, c) = (a, c) and (a, b)−1 = (b, a).

When Mn is identified with the C∗-algebra C∗(G) of G, the diagonal matrices
in Mn constitute the C∗-algebra C(G(0)) of (continuous) functions on G whose
support is contained in the unit space

G(0) = {(k, k) : k ∈ {1, 2, . . . , n}}
of G. In this picture the conditional expectation onto the diagonal matrices is the
map

P : C∗(G)→ C(G(0))
which restricts functions to G(0). Furthermore, the matrix A will be diagonal if
and only if there is a groupoid homomorphism c : G → R such that

(1.1) αt( f )(a, b) = eic(a,b)t f (a, b)

for all t ∈ R, (a, b) ∈ G and all f ∈ C∗(G). Because the whole setup is so trans-
parent in this case, we can easily conclude that there is an equivalence between
the following conditions:
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(1) α is diagonal in the sense that there is a groupoid homomorphism c : G →
R such that (1.1) holds.

(2) There is a β 6= 0 and a β-KMS state ωβ for α which is diagonal in the sense
that it factorizes through the conditional expectation C∗(G)→ C(G(0)).

(3) αt( f ) = f for all t ∈ R and all f ∈ C(G(0)).
(4) All β-KMS states of α, for β 6= 0, are diagonal.

Our main result is that these equivalences hold much more generally as we
shall now explain.

2. NOTATION AND MAIN RESULT

Let G be a second countable locally compact Hausdorff étale groupoid with
unit space G(0). Let r : G → G(0) and s : G → G(0) be the range and source
maps, respectively. For x ∈ G(0) put Gx = r−1(x), Gx = s−1(x) and Gx

x =
s−1(x) ∩ r−1(x). Note that Gx

x is a group, the isotropy group at x. The space Cc(G)
of continuous compactly supported functions is a ∗-algebra when the product is
defined by

( f1 ∗ f2)(g) = ∑
h∈Gr(g)

f1(h) f2(h−1g)

and the involution by f ∗(g) = f (g−1). To define the reduced groupoid C∗-algebra
C∗r (G), let x ∈ G(0). There is a representation πx of Cc(G) on the Hilbert space
l2(Gx) of square-summable functions on Gx given by

πx( f )ψ(g) = ∑
h∈Gr(g)

f (h)ψ(h−1g).

C∗r (G) is the completion of Cc(G) with respect to the norm

‖ f ‖r = sup
x∈G(0)

‖πx( f )‖.

Note that C∗r (G) is separable since we assume that the topology of G is second
countable.

We shall here be concerned not only with KMS states, but more generally
with KMS weights. Let A be a C∗-algebra and A+ the convex cone of positive
elements in A. A weight on A is a map ψ : A+ → [0, ∞] with the properties that
ψ(a+ b) = ψ(a)+ψ(b) and ψ(λa) = λψ(a) for all a, b ∈ A+ and all λ ∈ R, λ > 0.
By definition ψ is densely defined when {a ∈ A+ : ψ(a) < ∞} is dense in A+ and
lower semi-continuous when {a ∈ A+ : ψ(a) 6 α} is closed for all α > 0. We will
use [5], [6] as our source for information on weights, and we say that a weight is
proper when it is non-zero, densely defined and lower semi-continuous. Let ψ be
a proper weight on A. Set Nψ = {a ∈ A : ψ(a∗a) < ∞} and note that

Mψ = Span{a∗b : a, b ∈ Nψ}
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is a dense ∗-subalgebra of A, and that there is a unique well-defined linear map
Mψ → C which extends ψ : Mψ ∩ A+ → [0, ∞). We denote also this densely
defined linear map by ψ.

Let α : R→ Aut A be a continuous one-parameter group of automorphisms
on A. Let β ∈ R. Following [2] we say that a proper weight ψ on A is a β-KMS
weight for α when

(i) ψ ◦ αt = ψ for all t ∈ R, and
(ii) for every pair a, b ∈ Nψ ∩N ∗ψ there is a continuous and bounded function

F defined on the closed strip Dβ in C consisting of the numbers z ∈ C whose
imaginary part lies between 0 and β, and is holomorphic in the interior of the
strip and satisfies that

F(t) = ψ(aαt(b)), F(t + iβ) = ψ(αt(b)a)

for all t ∈ R.
Compared to [2] we have changed the orientation in order to have the same

sign convention as in [1], for example. It will be important for us that there is an
alternative characterization of when a proper weight is a β-KMS weight. Specifi-
cally, by Proposition 1.11 in [6] a proper weight ψ is a β-KMS weight for α if and
only if it is α-invariant (as in (i) above) and

(2.1) ψ(a∗a) = ψ(αiβ/2(a)αiβ/2(a)∗)

for all a in the domain D(αiβ/2) of αiβ/2; the closure of the restriction of αiβ/2 to
the analytic elements for α, cf. [5]. A β-KMS weight ψ with the property that

sup{ψ(a) : 0 6 a 6 1} = 1

will be called a β-KMS state.
Returning to the case A = C∗r (G), note that the map Cc(G) → Cc(G(0))

which restricts functions to G(0) extends to a conditional expectation P : C∗r (G)→
C0(G(0)). Via P a regular Borel measure m on G(0) gives rise to a weight ϕm :
C∗r (G)+ → [0, ∞] defined by the formula

(2.2) ϕm(a) =
∫

G(0)
P(a) dm.

It follows from Fatou’s lemma that ϕm is lower semi-continuous. Since ϕm( f a f )
< ∞ for every non-negative function f in Cc(G(0)), it follows that ϕm is also
densely defined, i.e. ϕm is a proper weight on C∗r (G) if and only if m is not the
zero measure. In the following we say that a proper weight ψ on C∗r (G) is di-
agonal when ψ = ϕm for some regular Borel measure m on G(0). By the Riesz
representation theorem this occurs if and only if ψ ◦ P = ψ.

Given a continuous homomorphism c : G → R there is a continuous one-
parameter group σc on C∗r (G) such that

(2.3) σc
t (g)(ξ) = eitc(ξ)g(ξ)
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for all t ∈ R, all g ∈ Cc(G) and all ξ ∈ G, cf. [9]. A one-parameter action of this
kind will be called diagonal in the following. We can then formulate our main
result as follows.

THEOREM 2.1. Let G be a locally compact second countable Hausdorff étale
groupoid such that for at least one element x ∈ G(0) the isotropy group Gx

x is trivial,
i.e. Gx

x = {x}, and that G is minimal in the sense that s(r−1(y)) is dense in G(0) for all
y ∈ G(0). Furthermore, assume that G(0) is totally disconnected.

Let α = (αt)t∈R be a continuous one-parameter group of automorphisms on C∗r (G)
and assume that for some β0 6= 0 there is a β0-KMS weight for α.

The following are equivalent:
(i) There is a β1 6= 0 and a diagonal β1-KMS weight for α.

(ii) Whenever β 6= 0 and there is a β-KMS weight for α, there is also a diagonal
β-KMS weight for α.

(iii) αt( f ) = f for all t ∈ R and all f ∈ C0(G(0)).
(iv) αt(C0(G(0))) ⊆ C0(G(0)) for all t ∈ R.
(v) α is diagonal.

Some of the (non-trivial) implications hold with fewer assumptions. Specif-
ically, (i)⇒(iii) holds without the assumption that the unit space is totally dis-
connected by Proposition 4.1, and the implication (iii)⇒(v) holds assuming only
that the points with trivial isotropy are dense in G(0) (i.e. if G is topologically
principal) by Proposition 4.3. The implication (v)⇒(ii) holds whenever G(0) is
totally disconnected, without any further assumptions, as it follows from Corol-
lary 3.4. It may be that this implication is true in general and if so the theorem
with (iv) removed is true also when G(0) is not totally disconnected. However,
the first two assumptions on G which are equivalent to topological principal-
ity and minimality of G are certainly necessary for the implication (iii)⇒(i) to
hold, cf. Example 4.9. Finally, the gauge action on the C∗-algebra of a strongly
connected (row-finite) graph with infinite Gurevich entropy does not admit any
KMS weights at all, cf. [14], showing that it is necessary to assume the existence
of some KMS-weight for the implication (v)⇒(i) to hold.

3. NESHVEYEV’S THEOREM FOR KMS WEIGHTS

LEMMA 3.1. Let A be a C∗-algebra, α a continuous one-parameter group of auto-
morphisms on A and ψ a KMS weight for α. Let p ∈ A be a projection in the fixed point
algebra of α. Then ψ(p) < ∞.

Proof. Assume that a > 0, ψ(a) < ∞ and that a1/2 is analytic for α. Then
Proposition 1.11 in [6] applies to conclude that

(3.1) ψ(pap)=ψ(αiβ/2(a1/2)pαiβ/2(a1/2)∗)6ψ(αiβ/2(a1/2)αiβ/2(a1/2)∗)=ψ(a).
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Let {bk} be a sequence of positive elements in A such that lim
k→∞

bk = p and ψ(bk) <

∞ for all k. For each n ∈ N, set

ck,n =

√
n
π

∫

R

αt(bk)e
−nt2

dt.

Then ck,n is analytic for α and ψ(c2
k,n) 6 ‖ck,n‖ψ(ck,n) 6 ‖ck,n‖ψ(bk) < ∞ for all

k, n. It follows therefore from (3.1) that ψ(pc2
k,n p) 6 ψ(c2

k,n) < ∞ for all k, n. Note
that

lim
k→∞

lim
n→∞

c2
k,n = lim

k→∞
b2

k = p2 = p.

It follows that there are k, n such that ‖p− pc2
k,n p‖ 6 1/2, and then spectral theory

tells us that pc2
k,n p > (1/2)p. Hence ψ(p) 6 2ψ(pc2

k,n p) < ∞.

Let G be a locally compact second countable Hausdorff étale groupoid and
c : G → R a continuous homomorphism. Let µ be a regular Borel measure on
G(0) and β ∈ R a real number. We say that µ is (G, c)-conformal with exponent β, as
in [14], or that µ is quasi-invariant with Radon–Nikodym cocycle e−βc, as in [7], when

(3.2) µ(s(W)) =
∫

r(W)

eβc(r−1
W (x)) dµ(x)

for every open bi-section W ⊆ G, where r−1
W denotes the inverse r : W → r(W).

For each x ∈ G(0) we can consider the full group C∗-algebra C∗(Gx
x ) of the discrete

group Gx
x , the isotropy group at x. As in [7] we denote for g ∈ Gx

x by ug the char-
acteristic function of the element g when we consider C∗(Gx

x ) as a completion of
Cc(Gx

x ). Thus ug, g ∈ Gx
x , are the canonical unitary generators of C∗(Gx

x ). Follow-
ing [7] we say that a collection ϕx, x ∈ G(0), of states on C∗(Gx

x ) is a µ-measurable
field when the function

G(0) 3 x 7→ ∑
g∈Gx

x

f (g)ϕx(ug)

is µ-measurable for all f ∈ Cc(G). We identify two µ-measurable fields {ϕx}x∈G(0)
and {ϕ′x}x∈G(0) when ϕx = ϕ′x for µ-almost every x.

The following theorem is a version for weights of Theorem 1.3 in [7]. Note
that it deals with the full groupoid C∗-algebra C∗(G) which is an extension of the
reduced groupoid C∗r (G). We refer to [9] for the definition of the full groupoid C∗-
algebra. To understand the following theorem and its proof it suffices to know
that C∗(G), like C∗r (G), is a completion of Cc(G) and that a continuous homomor-
phism c : G → R also defines a continuous one-parameter group σc on C∗(G) via
the formula (2.3).

THEOREM 3.2 (Neshveyev’s theorem for weights). Let G be a locally compact
second countable Hausdorff étale groupoid and let c : G → R be a continuous homomor-
phism. Assume that the unit space G(0) of G is totally disconnected.
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There is a bijective correspondence between the β-KMS weights for σc on C∗(G)
and the pairs (µ, {ϕx}x∈G(0)), where µ is a regular Borel measure on G(0) and {ϕx}x∈G(0)
is a µ-measurable field of states ϕx on C∗(Gx

x ) such that:
(i) µ is quasi-invariant with Radon–Nikodym cocycle e−βc,

(ii) ϕx(ug) = ϕr(h)(uhgh−1) for µ-almost every x ∈ G(0) and all g ∈ Gx
x , h ∈ Gx,

and
(iii) ϕx(ug) = 0 for µ-almost every x ∈ G(0) and all g ∈ Gx

x\c−1(0).
The β-KMS weight φ corresponding to the pair (µ, {ϕx}x∈G(0)) has the properties

that Cc(G) ⊆Mφ and

(3.3) φ( f ) =
∫

G(0)
∑

g∈Gx
x

f (g)ϕx(ug) dµ(x)

when f ∈ Cc(G).
Proof. Let φ be a β-KMS weight for σc. Since G(0) is totally disconnected by

assumption there is a sequence p1 6 p2 6 p3 6 · · · of projections in Cc(G(0))
with the property that {pn} is an approximate unit for C∗(G). It follows from
Lemma 3.1 that φ(pn) < ∞ for all n. Since φ 6= 0 we can assume, without loss of
generality, that φ(pn) > 0 for all n. Since φ( f ) < ∞ for every non-negative func-
tion in Cc(G(0)) it follows that Cc(G) ⊆ Mφ and from the Riesz representation
theorem that there is a unique regular Borel measure µ on G(0) such that

φ( f ) =
∫

G(0)
f (x) dµ(x)

for all f ∈ Cc(G(0)). Let Un be the compact and open support of pn, and set

Gn = G|Un = {ξ ∈ G : r(ξ), s(ξ) ∈ Un}

and cn = c|Gn . Note that φ(pn)−1φ restricts to a β-KMS state on pnC∗(G)pn =
C∗(Gn). It follows from Neshveyev’s theorem [7] that there is a probability mea-
sure µn on Un, and a µn-measurable field {ϕn

x}x∈Un of states such that:

(an) µn is quasi-invariant on Gn with cocycle e−βcn ,
(bn) ϕn

x(ug) = ϕn
r(h)(uhgh−1) for µn-almost every x ∈ Un and all g ∈ Gx

x , h ∈
(Gn)x,

(cn) ϕn
x(ug) = 0 for µn-almost every x ∈ Un and all g ∈ Gx

x\c−1
n (0),

and

φ(pn)
−1φ( f ) =

∫

Un

∑
g∈Gx

x

f (g)ϕn
x(ug) dµn(x)
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when f ∈ Cc(Gn). For every f ∈ Cc(Un) we get that:

φ(pn)
−1
∫

Un

f (x) dµ(x) = φ(pn)
−1

∫

G(0)
f (x) dµ(x) = φ(pn)

−1φ( f )

=
∫

Un

∑
g∈Gx

x

f (g)ϕn
x(ug) dµn(x) =

∫

Un

f (x) dµn(x)

so µ|Un = φ(pn)µn. Notice that since φ(pn) > 0, being a µ null set in Un is the
same as being a µn null set. For a Borel set V ⊆ Un ⊆ Un+1 we have that:

φ(pn+1)µn+1(V) = µ(V) = φ(pn)µn(V).

So µn = φ(pn+1)/φ(pn)µn+1|Un . For every f ∈ Cc(Gn) we get that:
∫

Un

∑
g∈Gx

x

f (g)ϕn
x(ug) dµn(x) = φ(pn)

−1φ( f ) =
φ(pn+1)

φ(pn)
φ(pn+1)

−1φ( f )

=
φ(pn+1)

φ(pn)

∫

Un+1

∑
g∈Gx

x

f (g)ϕn+1
x (ug) dµn+1(x)

=
∫

Un

∑
g∈Gx

x

f (g)ϕn+1
x (ug) dµn(x).

Since µn by choice satisfy (an), and since it is easily seen that {ϕn+1
x }x∈Un satisfy

(bn) and (cn), the uniqueness statement in Neshveyev’s theorem gives that ϕn
x =

ϕn+1
x for a.e. x ∈ Un. Hence for a.e. x ∈ G(0) we can define a state on C∗(Gx

x ) by:

ϕx(d) = lim
n→∞

ϕn
x(d).

For every f ∈ Cc(G) there is a N ∈ N such that f ∈ Cc(GN), and hence:

φ( f ) = φ(PN)
∫

UN

∑
g∈Gx

x

f (g)ϕN
x (ug) dµN(x) =

∫

G(0)
∑

g∈Gx
x

f (g)ϕx(ug) dµ(x).

The properties (i)–(iii) follow from (an)–(cn), and measurability of x 7→
∑

g∈Gx
x

f (g)ϕx(ug) follows from measurability of x 7→ ∑
g∈Gx

x

f (g)ϕn
x(ug).

For the converse, assume we are given a pair (µ, {ϕx}x∈G(0)) for which (i),
(ii) and (iii) hold. As shown by Neshveyev in the proof of Theorem 1.1 in [7]
every x gives rise to a state ψx on C∗(G) such that

ψx( f ) = ∑
g∈Gx

x

f (g)ϕx(ug)

when f ∈ Cc(G). Note that x → ∑
g∈Gx

x

f (g)ϕx(ug) is µ-measurable by assumption,

and then x → ψx(a) is also for each a ∈ C∗(G). For a > 0 we can therefore define

φ(a) =
∫

G(0)
ψx(a) dµ(x).
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φ is a lower semi-continuous weight by Fatous lemma and by regularity

φ(pnapn) =
∫

Un

ψx(a) dµ(x) 6 ‖a‖µ(Un) < ∞

for all n, so it is also densely defined. Note that Cc(G) ⊆Mφ and that (3.3) holds
by construction. Since the pair (φ(pn)−1µ, {ϕx}x∈Un) represents φ(pn)−1φ in the
sense of Theorem 1.1 in [7] it follows from Theorem 1.3 in [7] that φ is a bounded
β-KMS weight on pnC∗(G)pn. Since

ψx(pnapn) =

{
ψx(a) x ∈ Un,
0 x /∈ Un,

we find that lim
n→∞

φ(pnapn) = lim
n→∞

∫
Un

ψx(a) dµ(x) = φ(a) for all a > 0 in C∗(G).

Now note that for every a in the domain of σc
−iβ/2,

φ(pna∗apn) = φ(σc
−iβ/2(apn)σ

c
−iβ/2(apn)

∗) = φ(σc
−iβ/2(a)pnσc

−iβ/2(a)∗)

since φ is a bounded β-KMS weight on pnC∗(G)pn. Since

lim
n→∞

φ(σc
−iβ/2(a)pnσc

−iβ/2(a)∗) = φ(σc
−iβ/2(a)σc

−iβ/2(a)∗)

by the lower semi-continuity of φ, we conclude that

φ(a∗a) = φ(σc
−iβ/2(a)σc

−iβ/2(a)∗),

showing that φ is indeed a β-KMS weight for σc.
If (µ, {ϕx}x∈G(0)) and (µ′, {ϕ′x}x∈G(0)) represent the same β-KMS weight it

follows from the uniqueness part of the Riesz representation theorem that µ = µ′.
By using (3.3) we find that

(3.4)
∫

G(0)
k(x) ∑

g∈Gx
x

f (g)ϕx(ug) dµ(x) =
∫

G(0)
k(x) ∑

g∈Gx
x

f (g)ϕ′x(ug) dµ(x)

when f ∈ Cc(G) and k ∈ Cc(G(0)). It follows from this that

∑
g∈Gx

x

f (g)ϕx(ug) = ∑
g∈Gx

x

f (g)ϕ′x(ug)

for µ-almost all x ∈ G(0) and all f ∈ Cc(G). Thanks to the separability of C∗(G)
we conclude that ϕx = ϕ′x for µ-almost all x.

COROLLARY 3.3. Let G be a locally compact second countable Hausdorff étale
groupoid and let c : G → R be a continuous homomorphism. Assume that the unit
space G(0) of G is totally disconnected and that the isotropy groups Gx

x , x ∈ G(0), are all
amenable.

There is a bijective correspondence between the β-KMS weights for σc on C∗r (G)
and the pairs (µ, {ϕx}x∈G(0)), where µ is a regular Borel measure on G(0) and {ϕx}x∈G(0)
is a µ-measurable field of states ϕx on C∗r (Gx

x ) such that:
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(i) µ is quasi-invariant with cocycle e−βc,
(ii) ϕx(ug) = ϕr(h)(uhgh−1) for µ-almost every x ∈ G(0) and all g ∈ Gx

x , h ∈ Gx,
and

(iii) ϕx(ug) = 0 for µ-almost every x ∈ G(0) and all g ∈ Gx
x\c−1(0).

The β-KMS weight φ corresponding to the pair (µ, {ϕx}x∈G(0)) has the properties
that Cc(G) ⊆Mφ and

(3.5) φ( f ) =
∫

G(0)
∑

g∈Gx
x

f (g)ϕx(ug) dµ(x)

when f ∈ Cc(G).
Proof. It suffices to show that the assumption on the isotropy groups im-

plies that every β-KMS weight φ on C∗(G) factorises through C∗r (G). To this
end note that it follows from Lemma 2.1 in [13] that for each n ∈ N there is a
bounded β-KMS weight φ̃n on pnC∗r (G)pn such that φ̃n(pnπ(a)pn) = φ(pnapn)
for all a ∈ C∗(G) where π : C∗(G) → C∗r (G) is the canonical surjection. Then
φ̃n(pnbpn) 6 φ̃n+1(pn+1bpn+1) for all b > 0 in C∗r (G) and we can define a lower
semi-continuous weight φ̃ on C∗r (G) such that φ̃(b) = lim

n→∞
φ̃n(pnbpn). It follows

that φ̃ ◦ π = φ.

It is an interesting problem if Corollary 3.3 remains true without the
amenability assumption on the isotropy groups. For the proof of our main re-
sult the following suffices.

COROLLARY 3.4. Let G be a locally compact second countable Hausdorff étale
groupoid and let c : G → R be a continuous homomorphism. Assume that the unit space
G(0) of G is totally disconnected. If there is a β-KMS weight for σc on C∗r (G) there is also
one which is diagonal.

Proof. Let φ be a β-KMS weight for σc on C∗r (G) and let π : C∗(G)→ C∗r (G)
be the canonical surjection. Then φ ◦ π is a β-KMS weight for σc on C∗(G) and
we can consider the corresponding regular Borel measure µ. Since µ is quasi-
invariant with cocycle e−βc it follows from Proposition 2.1 in [14] that µ defines a
diagonal β-KMS weight by the formula (2.2).

4. CONDITIONS ON A KMS WEIGHT THAT IMPLY DIAGONALITY OF THE ACTION

4.1. WHEN KMS WEIGHTS FACTOR THROUGH THE CONDITIONAL EXPECTATION

ONTO AN ABELIAN SUBALGEBRA. A weight ω is faithful when a > 0, ω(a) =
0⇒ a = 0.

PROPOSITION 4.1. Let A be a C∗-algebra and γ a continuous one-parameter
group of automorphisms on A. Let D ⊆ A be an abelian C∗-subalgebra and P : A→ D
a conditional expectation.
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Assume that ω is a faithful β-KMS weight for γ, β 6= 0, such that ω ◦ P = ω. It
follows that γt(d) = d for all t ∈ R and all d ∈ D.

Proof. Let f ∈ D, f > 0. Since ω is densely defined there is a sequence {an}
of positive elements in A such that lim

n→∞
an = f and ω(an) < ∞ for all n. Then

lim
n→∞

P(an) = f and ω(P(an)) = ω(an) < ∞. It suffices therefore to consider

f ∈ D, f > 0 such that ω( f ) < ∞ and show that γt( f ) = f for all t ∈ R.
We find that

(4.1) ω(a f ) = ω(P(a) f ) = ω( f P(a)) = ω( f a)

for all a ∈ Mω. Since f ∈ Mω and this is a subalgebra, the desired conclusion
follows from Result 6.29 in [5].

COROLLARY 4.2. Let A be a simple C∗-algebra and γ a continuous one-parameter
group of automorphisms on A. Let D ⊆ A be an abelian C∗-subalgebra and P : A→ D
a conditional expectation.

Assume that ω is a β-KMS weight for γ, β 6= 0, such that ω ◦ P = ω. It follows
that γt(d) = d for all t ∈ R and all d ∈ D.

Proof. It suffices to show that ω is faithful. For a ∈ A and k ∈ N, set:

Qk(a) =

√
k
π

∫

R

e−kt2
γt(a)dt.

Note that Qk(a) is analytic for γ and that lim
k→∞

Qk(a) = a. Standard approximation

arguments establish the following orservation: Assume that a ∈ Mω. It follows
that √

k
π

∫

R

e−k(t+is)2
γt(a)dt ∈ Mω

for all s ∈ R.
This will be used to show that ω is faithful in the following way: Assume

that b = b∗ ∈ A and that ω(b2) = 0. For a c ∈ Mω it follows from the observation
that Qk(c), γiβ(Qk(c)∗) ∈ Mω, hence by an application of the Cauchy–Schwarz
inequality

|ω(Qk(c)∗b2Qk(c))|2 = |ω(b2Qk(c)γiβ(Qk(c)∗))|2 6 0.

Lower semi-continuity now implies that ω(c∗b2c) = 0 and by using Cauchy–
Schwarz again we deduce that

(4.2) ω(SpanMωb2Mω) = {0}.
Since Mω is dense in A the closure of SpanMωb2Mω is a (closed two sided)
ideal in A. If b 6= 0 this ideal must be all of A because we assume that A
is simple. But then we reach a contradiction the following way: let a > 0.
Choose a sequence {xn} ⊆ SpanMωb2Mω such that lim

n→∞
xn =

√
a. Since
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xnx∗n ∈ SpanMωb2Mω and lim
n→∞

xnx∗n = a, it follows from (4.2) and the lower

semi-continuity of ω that ω(a) = 0. This is a contradiction because ω 6= 0. Hence
b = 0.

4.2. ONE-PARAMETER GROUPS TRIVIAL ON THE DIAGONAL. The following re-
sult has a predecessor in the von Neumann algebra setting in Theorem 2 of [3].

PROPOSITION 4.3. Let G be a locally compact Hausdorff étale groupoid and α =
(αt)t∈R a continuous one-parameter group of automorphisms on C∗r (G) such that

αt( f ) = f

for all f ∈ C0(G(0)) and all t ∈ R. Assume that the elements of G(0) with trivial isotropy
group in G are dense in G(0). There is a continuous homomorphism c : G → R such that

αt(g)(ξ) = eitc(ξ)g(ξ)

for all t ∈ R, all g ∈ Cc(G) and all ξ ∈ G.

Proof. We shall use the continuous linear embedding j : C∗r (G) → C0(G)
introduced by Renault in Proposition 4.2 in [9].

OBSERVATION 4.4. Let f ∈ Cc(G) be supported in an open subset U ⊆ G
such that r : U → G(0) is injective. Assume that f (ξ) = 0 for some ξ ∈ U. It
follows that j(αt( f ))(ξ) = 0 for all t ∈ R.

To prove this, let ε > 0. There is an open bisection W of ξ such that W ⊆ U
and | f (µ)| 6 ε for all µ ∈ W. Let ϕ ∈ Cc(G(0)) be such that 0 6 ϕ 6 1, supp ϕ ⊆
r(W) and ϕ(r(ξ)) = 1. By use of Proposition 4.2 in [9] we find that

(4.3) j(αt( f ))(ξ) = ϕ(r(ξ))j(αt( f ))(ξ) = j(ϕαt( f ))(ξ) = j(αt(ϕ f ))(ξ).

Note that supp(ϕ f ) ⊆W and that ‖ϕ f ‖∞ 6 ε. It follows that

‖j(αt(ϕ f ))‖∞ 6 ‖αt(ϕ f )‖ = ‖ϕ f ‖ = ‖ϕ f ‖∞ 6 ε,

where the last identity follows from Lemma 2.4 in [12]. In particular, |j(αt(ϕ f ))(ξ)|
6 ε, and then (4.3) shows that |j(αt( f ))(ξ)| 6 ε. This proves Observation 4.4.

In the same way we obtain the following.

OBSERVATION 4.5. Let f ∈ Cc(G) be supported in an open subset U ⊆ G
such that s : U → G(0) is injective. Assume that f (ξ) = 0 for some ξ ∈ U. It
follows that j(αt( f ))(ξ) = 0 for all t ∈ R.

OBSERVATION 4.6. Let ξ ∈ G, and let h, h′ ∈ Cc(G) be supported in (not
necessarily the same) open bisections in G. Assume that h(ξ) = h′(ξ) = 1. Then

(4.4) j(αt(h))(ξ) = j(αt(h′))(ξ)

for all t ∈ R.
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To show this, let h · h′ be the point wise product of h and h′. It follows from
Observation 4.4 that

j(αt(h · h′ − h′))(ξ) = j(αt(h · h′ − h))(ξ) = 0,

which yields (4.4): j(αt(h))(ξ) = j(αt(h · h′))(ξ) = j(αt(h′))(ξ).
It follows from Observation 4.6 that we can define a map Gt : G → C such

that
Gt(ξ) = j(αt(h))(ξ),

where h is any element of Cc(G) which is supported in an open bisection and
takes the value 1 at ξ. Note that Gt is continuous by construction.

OBSERVATION 4.7. For every f ∈ Cc(G) and every ξ ∈ G,

(4.5) j(αt( f ))(ξ) = Gt(ξ) f (ξ).

To show this, we may assume that there are open bisections U ⊆ V such
that supp f ⊆ U and U ⊆ V. Assume first that ξ /∈ U. We must show that
j(αt( f ))(ξ) = 0 in this case. By continuity and the assumption on G we may
assume that s(ξ) has trivial isotropy. If µ ∈ U and r(µ) = r(ξ), s(µ) = s(ξ), we
see that

r(µ−1ξ) = s(µ) = s(ξ) and s(µ−1ξ) = s(ξ)

which is impossible since ξ 6= µ. It follows that we can write f as a finite sum

f = ∑
i

fi

such that each fi ∈ Cc(U) is supported in an open set Wi ⊆ U such that either
s(ξ) /∈ s(Wi) or r(ξ) /∈ r(Wi). It follows that j(αt( fi))(ξ) = 0; in the first case
thanks to Observation 4.5, in the second thanks to Observation 4.4. Hence

j(αt( f ))(ξ) = ∑
i

j(αt( fi))(ξ) = 0,

as desired. Assume then that ξ ∈ U ⊆ V. Choose ε > 0 such that f (ξ) + ε 6= 0
and a function ϕ ∈ Cc(V) such that ϕ(ξ) = 1. Then

j(αt( f + εϕ))(ξ) = j
(

αt

( f + εϕ

f (ξ) + ε

))
(ξ)( f (ξ) + ε) = Gt(ξ)( f (ξ) + ε).

Letting ε→ 0 we obtain (4.5).
Note that it follows from Observation 4.7 that αt(Cc(G)) ⊆ Cc(G), and

αt( f )(ξ) = Gt(ξ) f (ξ)

for all f ∈ Cc(G) and all ξ ∈ G. Since ‖ f ‖ = ‖αt( f )‖ this implies that |Gt(ξ)| = 1.
Furthermore, if h ∈ Cc(G) is supported in a bisection and h(ξ) = 1, we find that

Gt+s(ξ) = αt(αs(h))(ξ) = αs(h)(ξ)αt

( αs(h)
αs(h)(ξ)

)
(ξ)

= αs(h)(ξ)Gt(ξ) = Gs(ξ)Gt(ξ).
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Since t 7→ Gt(ξ) is continuous, this implies that there is a unique real-valued
function c : G → R such that

(4.6) Gt(ξ) = eitc(ξ).

To show that c is a homomorphism, let γ1, γ2 ∈ G such that s(γ1) = r(γ2). Set
γ = γ1γ2. Let U be an open bisection containing γ and Ui an open bisection
containing γi, i = 1, 2, such that µ1µ2 ∈ U when (µ1, µ2) ∈ G(2) ∩ (U1 × U2).
Choose hi ∈ Cc(Ui) such that hi(γi) = 1. Then h1h2(γ) = 1 and

Gt(γ) = j(αt(h1h2))(γ) = αt(h1)αt(h2)(γ)

= αt(h1)(γ1)αt(h2)(γ2) = Gt(γ1)Gt(γ2).
(4.7)

Hence Gt is a homomorphism as asserted. Combining (4.6) and (4.7) and taking
derivatives with respect to t, it follows that c is a homomorphism, i.e.

c(γ1γ2) = c(γ1) + c(γ2)

when s(γ1) = r(γ2).
Finally, to show that c is continuous, let ξ ∈ G and ε > 0 be given. Choose

open bisections U ⊆ V such that ξ ∈ U ⊆ U ⊆ V and h ∈ Cc(V) a function such
that h = 1 on U. Then

Gt(γ) = αt(h)(γ)

for all t ∈ R and all γ ∈ U. Let K ⊆ R be a compact set. There are finitely many
points ti ∈ K, i = 1, 2, . . . , N, such that for every t ∈ K there is an i such that

‖αt(h)− αti (h)‖∞ = ‖αt(h)− αti (h)‖ 6 ε.

By continuity of αti (h) there is an open neighborhood W ⊆ U of ξ such that

|αti (h)(γ)− αti (h)(ξ)| 6 ε

for all γ ∈W and i = 1, 2, . . . , N. It follows that |Gt(γ)− Gt(ξ)| 6 3ε for all t ∈ K
and all γ ∈W. By Pontryagin duality this implies that c is continuous.

THEOREM 4.8. Let G be a locally compact Hausdorff étale groupoid such that for
at least one element x ∈ G(0) the isotropy Gx

x is trivial, i.e. Gx
x = {x}, and that G is

minimal in the sense that s(r−1(y)) is dense in G(0) for all y ∈ G(0). Let α = (αt)t∈R
be a continuous one-parameter group of automorphisms on C∗r (G) and assume that for
some β ∈ R\{0} there is a diagonal β-KMS weight for α. Then α is diagonal, i.e. there
is a continuous homomorphism c : G → R such that

(4.8) αt(g)(ξ) = eitc(ξ)g(ξ)

for all t ∈ R, all g ∈ Cc(G) and all ξ ∈ G.

Proof. Combine Corollary 4.2 and Proposition 4.3, using that in the presence
of a single unit with trivial isotropy group the minimality of G is equivalent to the
simplicity of C∗r (G) by Corollary 2.18 in [12].
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We can now put the pieces together for a Proof of Theorem 2.1. (i)⇒(iii) fol-
lows from Proposition 4.1. That (iii) is equivalent to (iv) follows from a standard
argument using that G(0) is totally disconnected. The implication (iii)⇒(v) fol-
lows from Proposition 4.3 and (v)⇒(ii) from Corollary 3.4. This gives the equiv-
alence of all five conditions since (ii)⇒(i) is trivial.

EXAMPLE 4.9. Let G = F2 be the free group on two generators. Then C∗r (F2)

is a simple C∗-algebra and C0(G(0)) = C1. Let A = A∗ ∈ C∗r (F2) and set

αt(a) = eitAae−itA.

Note that αt acts trivially on C0(G(0)) = C1. Let Ux, x ∈ F2, be the canonical
unitaries generating C∗r (F2). Assume that there is a homomorphism c : F2 →
R such that αt(Ux) = eitc(x)Ux for all t, x. By differentiation this leads to the
conclusion that AUx −Ux A = c(x)Ux and hence that U∗x AUx = A + c(x)1. The
last equation implies that the spectrum σ(A) of A satisfies σ(A) = σ(A) + c(x),
i.e. c(x) = 0. But then αt(Ux) = Ux for all t, x, i.e. αt = id for all t ∈ R. This
implies by differentiation that AX = XA for all X ∈ C∗r (F2), i.e. A is in the
center of C∗r (F2). So by choosing A /∈ R1, we have an example showing that
Proposition 4.3 does not always hold when there are no units with trivial isotropy
in G. In relation to Theorem 2.1 note that there are β-KMS weights for α for all
β ∈ R. Indeed, when ω is the tracial state on C∗r (F2), the functional

C∗r (F2) 3 a 7→ ω(e−βAa)

is a bounded β-KMS weight. Since condition (iii) in Theorem 2.1 holds while (v)
does not, it follows that it is necessary, in Theorem 2.1, to assume the existence of
a unit with trivial isotropy group.

Similarly, by considering a disjoint union F2 tH, whereH is an appropriate
groupoid, it is easy to obtain examples showing that the implication (iv)⇒(i) in
Theorem 2.1 fails in general if G is not minimal.

5. APPLICATIONS TO GRAPH C∗-ALGEBRAS

In this section we apply the results obtained above to the study of KMS
weights on graph C∗-algebras. For this we first show how a graph C∗-algebra can
be realized as the groupoid C∗-algebra of a locally defined local homeomorphism
as it was introduced by Renault in [10]. Recall that graph C∗-algebras were origi-
nally introduced for row-finite graphs in [4] as the C∗-algebra of the left-shift on
the space of infinite paths in the graph. We show that in general, when the graph
may have infinite emitters, its C∗-algebra is still the groupoid C∗-algebra of a lo-
cal homeomorphism which is generally only defined on a dense open subset of a
locally compact Hausdorff space.
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5.1. THE RENAULT GROUPOID OF A LOCAL HOMEOMORPHISM. Let X be a lo-
cally compact second countable Hausdorff space. Let U ⊆ X be an open subset
and ϕ : U → X a local homeomorphism, i.e. for every u ∈ U there is an open sub-
set V ⊆ U such that u ∈ V, ϕ(V) is open and ϕ : V → ϕ(V) is a homeomorphism.
Set ϕ0 = idX (with domain D(ϕ0) = X) and for n > 1, set

D(ϕn) = U ∩ ϕ−1(U) ∩ ϕ−2(U) ∩ · · · ∩ ϕ−n+1(U)

and let ϕn be the map

ϕn = ϕ ◦ ϕ ◦ · · · ◦ ϕ : D(ϕn)→ X.

Set

Gϕ = {(x, n−m, y) ∈ X×Z× X : x ∈ D(ϕn), y ∈ D(ϕm), ϕn(x) = ϕm(y)}
which is a groupoid with product (x, k, y)(y, l, z) = (x, k + l, z) and inversion
(x, k, y)−1 = (y,−k, x). Sets of the form

{(x, n−m, y) : ϕn(x) = ϕm(y), x ∈W, y ∈ V}
for some open subsets W ⊆ D(ϕn), V ⊆ D(ϕm), constitute a basis for a topol-
ogy in Gϕ which turns it into a locally compact second countable Hausdorff étale
groupoid.

Let F : X → R be a function which is continuous on U. We can then define
cF : Gϕ → R such that

cF(x, n−m, y) =
n

∑
i=0

F(ϕi(x))−
m

∑
i=0

F(ϕi(y)).

Note that cF is a continuous homomorphism, and if F′ : X → R is a function
which agrees with F on U, then cF′ = cF.

PROPOSITION 5.1. Let c : Gϕ → R be a continuous homomorphism. There is a
map F : X → R which is continuous on U such that c = cF.

Proof. Define F : X → R such that

F(x) =

{
c(x, 1, ϕ(x)) x ∈ U,
0 x /∈ U.

It is straightforward to verify that F is continuous on U and that c = cF.

It follows that the continuous homomorphisms Gϕ → R are in bijective
correspondence with the continuous maps U → R.

A point x ∈ X is aperiodic under ϕ when

x ∈ D(ϕn) ∩ D(ϕm), ϕn(x) = ϕm(x) ⇒ n = m.

Under the identification of X with the unit space of Gϕ the aperiodic points are the
elements with trivial isotropy group. We can therefore combine Proposition 5.1
with Proposition 4.3 to obtain the following.
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PROPOSITION 5.2. Let X be a locally compact second countable Hausdorff space,
U ⊆ X an open subset and ϕ : U → X a local homeomorphism. Assume that α =
(αt)t∈R is a continuous one-parameter group of automorphisms on C∗r (Gϕ) such that

αt( f ) = f

for all f ∈ C0(X) ⊆ C∗r (Gϕ) and all t ∈ R. Assume also that the aperiodic points of ϕ
are dense in X.

There is a continuous map F : U → R such that

αt(g)(ξ) = eitcF(ξ)g(ξ)

for all t ∈ R, all g ∈ Cc(Gϕ) and all ξ ∈ Gϕ.

For n, m ∈ N∪ {0}, set

ϕ−m(ϕn(x)) =

{
∅ when x /∈ D(ϕn),
{y ∈ D(ϕm) : ϕm(y) = ϕn(x)} when x ∈ D(ϕn).

We say that ϕ is minimal when

(5.1)
⋃

n,m∈N∪{0}
ϕ−m(ϕn(x))

is dense in X for all x ∈ X. Note that (5.1) is the orbit of x under the action of Gϕ

on its unit space. Thus ϕ is minimal if and only if Gϕ is.

PROPOSITION 5.3. Let X be a locally compact second countable Hausdorff space,
U ⊆ X an open subset and ϕ : U → X a local homeomorphism. Assume that ϕ
is minimal and that there is at least one aperiodic point for ϕ. Let α = (αt)t∈R be a
continuous one-parameter group of automorphisms on C∗r (Gϕ).

If, for some β 6= 0, there is a diagonal β-KMS weight for α, then there is a contin-
uous map F : U → R such that

(5.2) αt(g)(ξ) = eitcF(ξ)g(ξ)

for all t ∈ R, all g ∈ Cc(Gϕ) and all ξ ∈ Gϕ.

Proof. In view of Corollary 4.2 and Proposition 5.2 it suffices to observe that
C∗r (Gϕ) is simple under the present assumptions, cf. Proposition 2.5 in [10].

5.2. A LOCAL HOMEOMORPHISM FROM AN INFINITE GRAPH. Let G be a directed
graph with vertexes V and edges E. We assume that G is countable in the sense
that V and E are both countable sets. We let r and s denote the maps r : E → V
and s : E → V which associate to an edge e ∈ E its target vertex r(e) and source
vertex s(e), respectively. A vertex v is an infinite emitter when s−1(v) contains
infinitely many edges and a sink when s−1(v) is empty. The union of sinks and
infinite emitters constitute a set which will be denoted by V∞. The graph C∗-
algebra C∗(G) is by definition the universal C∗-algebra generated by a collection
Se, e ∈ E, of partial isometries and a collection Pv, v ∈ V, of mutually orthogonal
projections subject to the conditions that:
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(1) S∗e Se = Pr(e), ∀e ∈ E,
(2) ∑

e∈F
SeS∗e 6 Pv for every finite subset F ⊆ s−1(v) and all v ∈ V, and

(3) Pv = ∑
e∈s−1(v)

SeS∗e , ∀v ∈ V\V∞.

Let Pf (G) and P(G) denote the set of finite and infinite paths in G, respectively.
The range and source maps, r and s, extend in the natural way to Pf (G); the
source map also to P(G). Set ΩG = P(G) ∪Q(G), where

Q(G) = {p ∈ Pf (G) : r(p) ∈ V∞}
is the set of finite paths that terminate at a vertex in V∞. In particular, V∞ ⊆ Q(G)
because vertexes are considered to be finite paths of length 0. For any p ∈ Pf (G),
let |p| denote the length of p. When |p| > 1, set

Z(p) = {q ∈ ΩG : |q| > |p|, qi = pi, i = 1, 2, . . . , |p|}, and

Z(v) = {q ∈ ΩG : s(q) = v},
when v ∈ V. When ν ∈ Pf (G) and F is a finite subset of Pf (G), set

(5.3) ZF(ν) = Z(ν)\
(⋃

µ∈F
Z(µ)

)
.

The sets ZF(ν) form a basis of compact and open subsets for a locally compact
Hausdorff topology on ΩG. When µ ∈ Pf (G) and x ∈ ΩG, we can define the
concatenation µx ∈ ΩG in the obvious way when r(µ) = s(x). The groupoid GG
consists of the elements in ΩG ×Z×ΩG of the form

(µx, |µ| − |µ′|, µ′x),

for some x ∈ ΩG and some µ, µ′ ∈ Pf (G). The product in GG is defined by

(µx, |µ| − |µ′|, µ′x)(νy, |ν| − |ν′|, ν′y) = (µx, |µ|+ |ν| − |µ′| − |ν′|, ν′y),

when µ′x = νy, and the involution by (µx, |µ|− |µ′|, µ′x)−1 = (µ′x, |µ′|− |µ|, µx).
To describe the topology on GG, let ZF(µ) and ZF′(µ

′) be two sets of the form (5.3)
with r(µ) = r(µ′). The topology we shall consider has as a basis the sets of the
form

(5.4) {(µx, |µ| − |µ′|, µ′x) : µx ∈ ZF(µ), µ′x ∈ ZF′(µ
′)}.

With this topology GG becomes an étale locally compact second countable Haus-
dorff groupoid and we can consider the reduced C∗-algebra C∗r (GG) as in [9]. As
shown by Paterson in [8] there is an isomorphism C∗(G)→ C∗r (GG) which sends
Se to 1e, where 1e is the characteristic function of the compact and open set

{(ex, 1, r(e)x) : x ∈ ΩG} ⊆ GG,

and Pv to 1v, where 1v is the characteristic function of the compact and open set

{(vx, 0, vx) : x ∈ ΩG} ⊆ GG.
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In the following we use the identification C∗(G) = C∗r (GG) and identify ΩG with
the unit space of GG via the embedding ΩG 3 x 7→ (x, 0, x).

Note that ΩG\V∞ is an open subset of ΩG and that we can define a local
homeomorphism

σ : ΩG\V∞ → ΩG

such that σ is the usual left shift on P(G), defined such that σ(x)i = xi+1, while
σ(e1e2 · · · en) is defined as follows when e1e2 · · · en ∈ Q(G):

σ(e1e2 · · · en) =

{
e2e3 · · · en when n > 2,
r(e1) when n = 1.

It is straightforward to check that there is an identification

GG = Gσ,

as topological groupoids. In particular, it follows that any continuous function
F : ΩG\V∞ → R defines a continuous homomorphism cF : GG → R such that

cF(µx, |µ| − |µ′|, µ′x) =
|µ|
∑
n=0

F(σn(µx))−
|µ′ |
∑
n=0

F(σn(µ′x)).

To simplify notation the one-parameter group σcF defined from cF will be denoted
by σF. It follows from Proposition 5.1 that every continuous homomorphism
GG → R arises from a continuous function F : ΩG\V∞ → R as above. We can
therefore formulate Corollary 3.3 in the following way for graph C∗-algebras.

THEOREM 5.4. Let F : ΩG\V∞ → R be a continuous function. There is a
bijective correspondence between the β-KMS weights for σF on C∗(G) and the pairs
(µ, {ϕx}x∈ΩG ), where µ is a regular Borel measure on ΩG and {ϕx}x∈ΩG is a µ-
measurable field of states ϕx on C∗r ((GG)

x
x) such that:

(i) µ is eβF-conformal for σ,
(ii) ϕx(ug) = ϕr(h)(uhgh−1) for µ-almost every x ∈ ΩG and all g ∈ (GG)

x
x, h ∈

(GG)x, and
(iii) ϕx(ug) = 0 for µ-almost every x ∈ ΩG and all g ∈ (GG)

x
x\c−1

F (0).
The β-KMS weight φ corresponding to the pair (µ, {ϕx}x∈ΩG ) has the properties

that Cc(GG) ⊆Mφ and

(5.5) φ( f ) =
∫

ΩG

∑
g∈(GG)

x
x

f (g)ϕx(ug) dµ(x)

when f ∈ Cc(GG).

Similarly, for graph C∗-algebras our main result takes the following form.

THEOREM 5.5. Let G be a countable directed graph such that C∗(G) is simple.
Let α = (αt)t∈R be a continuous one-parameter group of automorphisms on C∗(G) and
assume that for some β0 6= 0 there is a β0-KMS weight for α.

The following are equivalent:
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(i) There is a β1 6= 0 and a diagonal β1-KMS weight for α.
(ii) Whenever β 6= 0 and there is a β-KMS weight for α, there is also a diagonal

β-KMS weight for α.
(iii) αt( f ) = f for all t ∈ R and all f ∈ C0(ΩG).
(iv) There is a continuous function F : ΩG\V∞ → R such that α = σF.

It follows from Theorem 5.4 (and Proposition 5.1) that all KMS weights for
a diagonal action on the C∗-algebra of a graph without loops are diagonal. This is
not true in general; not even for finite strongly connected graphs as shown in [15].
However, we can now show that it holds for strongly connected graphs when the
function F has bounded local variation in the a sense we now make precise.

Let v be a vertex in G and set

Varn,v(F) = sup
x,y

∣∣∣
n−1

∑
j=0

F(σj(x))−
n−1

∑
j=0

F(σj(y))
∣∣∣

where we take the supremum over all pairs x, y ∈ P(G) with the property that
xi = yi, i = 1, 2, . . . , n, and s(x1) = s(y1) = v. The following condition (5.6)
should be compared with Bowen’s condition used by Walters, cf. [16].

PROPOSITION 5.6. Let G be a countable directed graph such that C∗(G) is simple
and let F : ΩG\V∞ → R be a continuous function such that for some vertex v,

(5.6) sup
n

Varn,v(F) < ∞.

Then every KMS weight for σF is diagonal.

Proof. The assumption that C∗(G) is simple means that G is cofinal in the
sense used (e.g.) in [14] and that every minimal loop in G has an exit, cf. [11]. It is
easily seen that the set of vertexes v for which (5.6) holds is both hereditary and
saturated. Under the present assumptions it will therefore hold for all v. Consider
a β-KMS weight φ and the pair (µ, {ϕx}x∈ΩG ) associated to it by Theorem 5.4. It
suffices to show that the elements x ∈ ΩG for which the isotropy group (GG)

x
x is

non-trivial is a null set with respect to µ. The isotropy group of a point x ∈ ΩG
is non-trivial if and only if x is an infinite pre-periodic path in G, and there are at
most countably many such points. It suffices therefore to show that µ({x}) = 0
for any infinite pre-periodic path x. There is an m ∈ N such that x0 = σm(x) is
periodic. It follows from (3.2) that

µ({x}) = e−β ∑m−1
j=0 F(σj(x))

µ({x0}),
so it suffices to show that µ({x0}) = 0. Since x0 is periodic there is a finite loop
δ in G such that x0 = δ∞, and since G is cofinal and every loop in G has an exit
there is also a finite loop δ′ in G such that δ′ * x0 and s(δ′) = s(δ). By prolonging
δ and δ′ if necessary we may assume that the length of δ and δ′ are the same, say
p. For each k ∈ N set

yk = δkδ′x0.
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Since x0 is p-periodic it follows from (3.2) that

µ({x0}) = e−β ∑
kp−1
j=0 F(σj(x0))µ({x0}),

for all k ∈ N, and the desired conclusion follows if −β
kp−1

∑
j=0

F(σj(x0)) is not zero

for some k. Consider therefore now the case where −β
kp−1

∑
j=0

F(σj(x0)) = 0 for all

k ∈ N. Since (5.6) holds we find then that

(5.7)
∣∣∣β

kp−1

∑
j=0

F(σj(yk))
∣∣∣ =

∣∣∣β
kp−1

∑
j=0

F(σj(yk))− β
kp−1

∑
j=0

F(σj(x0))
∣∣∣ 6 |β|K

for all k, where K = sup
n

Varn,v(F) and v = s(δ) is the source of δ. Now apply

(3.2) again to find that

µ({yk}) = e−β ∑
(k+1)p−1
j=0 F(σj(yk))µ({x0}).

Inserting (5.7) this leads to the conclusion that

µ({yk}) > e−|β|Ke−β ∑
p−1
j=0 F(σj(z))

µ({x0}),
where z = δ′x0 = σkp(yk). Since

∞

∑
k=1

µ({yk}) 6 µ(Z(v)) < ∞,

we conclude that µ({x0}) = 0, as desired.

It follows from Proposition 5.6 that a generalized gauge action on a graph
C∗-algebra, considered for example in [14], where F only depends on the first
edge only has gauge-invariant KMS weights, at least as long as the algebra is
simple.

REMARK 5.7. It should be emphasized that the conclusion in Proposition 5.6
does not hold without some condition on F. To see this observe that the example
presented in [15] shows that already for the canonical finite graph G for which
C∗(G) is a copy of the Cuntz algebra O2, namely the graph consisting of one ver-
tex and two arrows, there are continuous non-negative functions F : ΩG → R
such that σF admits non-diagonal KMS states. In the example from [15] there
is at least a single extremal KMS state which is diagonal, namely the extremal
KMS-state corresponding to the lowest inverse temperature β0. Here we want
to indicate how to modify the example in [15] to get an example where no ex-
tremal KMS state is diagonal. The basis for this is a sequence {bn}∞

n=1 of positive
numbers with the following properties:

(a) bn > bn+1 ∀n,
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(b) lim
n→∞

bn+1
bn

= 1,

(c)
∞
∑

n=1
bn < 1, and

(d)
∞
∑

n=1
bs

n = ∞ for all s < 1.

We leave the reader to verify the existence of such a sequence. Set a1 = − log b1
and ak = log bk−1 − log bk, k > 2, and identify the infinite path space ΩG with
{0, 1}N by labelling the two arrows in G by 0 and 1. Define then T : {0, 1}N → R
such that T((xi)

∞
i=1) = ak where k = min{i : xi = 0} when (xi)

∞
i=1 6= 1∞, and

set T(1∞) = 0. (As in [15] 1∞ is the infinite string of 1’s.) This is a continuous
non-negative function. By using Theorem 2.2 in [15] and arguing exactly as in
Section 3 of [15], but with the sequence {n−1} replaced by {an}, it follows that
there are β-KMS states for σT if and only if β > 1, and for each β > 1 the extremal
KMS states are parametrised by the circle, and none are diagonal. As guaranteed
by Theorem 5.5 there are for each β > 1 also one which is diagonal. As explained
in [15] it arises by integrating the extremal ones with respect to Lebesgue measure
on the circle.

Acknowledgements. We thank the referee for remarks which among others led to a
substantial shortening of the proof of Proposition 4.1.
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