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Resumé

I denne afhandling undersøges to forskellige modeller beslægtet med mange-legeme
kvantemekanik. Vi betragter store systemer af fermioniske partikler i en middelfelt-
skalering og med meget generelle potentialer. Ved brug af de Finetti-teknikker intro-
duceret for nylig i en artikel af Fournais, Lewin og Solovej, udledes effektive tætheds-
funktionaler i grænsen hvor antallet af partikler vokser mod uendelig, imens systemet
er koblet til en semiklassisk grænse.

Den ene model, som betragtes, omhandler systemer af spin-1
2 fermioner i stærke,

homogene magnetfelter, og med generelle betingelser på både det eksterne poten-
tial og interaktionspotentialet. For enkelthedens skyld betragtes dog kun eksterne
potentialer, som vokser mod uendelig i uendelig (på engelsk "confining potenti-
als"). I den semiklassiske grænse bevises konvergens af grundtilstandsenergien for
store systemer i forskellige parameter-regimer mod grundtilstandsenergien for bå-
de et Thomas-Fermi-funktional og et Vlasov-funktional på faserummet, til ledende
orden. Derudover opnår vi konvergensresultater for positionstæthederne for approk-
simative grundtilstande mod konvekse kombinationer af produkter af minimerende
funktioner for det tilsvarende Thomas-Fermi-funktional.

Den anden model, som betragtes i denne afhandling, beskriver store systemer af
spinløse fermioner ved positiv temperatur. Vi introducerer og analyserer et Vlasov-
funktional på faserummet ved positiv temperatur, og vi beviser eksistensen af mini-
merende funktioner. Med generelle betingelser på det eksterne potential (som dog skal
vokse i uendelig), og under antagelse af, at Fouriertransformationen af interaktions-
potentialet er ikke-negativ, beviser vi konvergens til ledende orden af den minimale
frie energi for kvantesystemet mod den minimale energi af Vlasov-funktionalet in
den semiklassiske grænse. Vi opnår ydermere konvergensresultater af positionstæt-
heder for følger af approksimative Gibbs-tilstande mod produkter af den (entydige)
minimerende funktion for et Thomas-Fermi-funktional ved positiv temperatur.

Afslutningsvis indeholder afhandlingen også et kort kapitel om termodynamiske
grænser for systemer af ikke-interagerende fermioner ved positiv temperatur.
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Abstract

In this thesis, two different types of operators related to many-body quantum me-
chanics are investigated. We consider large systems of fermionic particles in a mean-
field scaling and with very general potentials. Coupled to a semi-classical limit, ef-
fective density functional theories are derived in the limit as the number of particles
tends to infinity, using de Finetti techniques introduced in a recent paper by Four-
nais, Lewin, and Solovej.

The first model considered concerns confined systems of spin-1
2 fermions in strong

homogeneous magnetic fields, and with general assumptions on both the confining
external potential and the inter-particle interaction potential. In the semi-classical
limit, in different scaling regimes, we prove convergence of the ground state energy
of large systems to that of both a Thomas-Fermi type functional and a Vlasov type
functional on phase space, to leading order. We also obtain convergence results for the
position densities of approximate ground states to convex combinations of products
of minimizers of the corresponding Thomas-Fermi functional.

The other model considered describes large systems of spinless fermions at pos-
itive temperature. We introduce and analyse a positive temperature Vlasov type
functional on phase space, and we prove the existence of minimizers. With general
conditions on the (confining) external potential, and under the assumption that the
interaction potential has non-negative Fourier transform, we prove convergence of
minimum free energy of the quantum system to the minimum energy of the Vlasov
functional in the semi-classical limit, to leading order. Furthermore, we obtain re-
sults on the convergence of states for sequences of approximate Gibbs states towards
products of the (unique) minimizer of a positive temperature Thomas-Fermi func-
tional.

Finally, the thesis contains a short chapter on thermodynamic limits of systems
on non-interacting fermions at positive temperature.
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Preface

I present in this thesis the results that I have obtained during my time as a graduate
student at the Department of Mathematics at Aarhus University. The project was
supervised by Søren Fournais.

The thesis contains a short introduction to de Finetti theorems and their appli-
cations, a presentation and discussion of the results obtained during my studies, and
two papers which are to be considered the main contribution of the dissertation. The
papers are

• Paper A: Semi-classical limit of confined fermionic systems in homo-
geneous magnetic fields. Submitted to Annales Henri Poincaré. Available
at arXiv:1907.00629.

• Paper B: Semi-classical limit of large fermionic systems at positive
temperature. Submitted to the Journal of Mathematical Physics. Available
at arXiv:1902.00310.

Paper A is co-authored with my supervisor, Søren Fournais. While we had many
fruitful discussions and did many of calculations in cooperation, I was the one to
actually write the paper (except maybe for a few paraghraphs). Parts of the contents
of Paper A were contained in the progress report for my qualifying exam, but the
results have since been considerably generalized. The version included here is the
same as the version on arXiv (which is the same as the version submitted to AHP),
except for the appendix, which is only included in this thesis. Apart from adding the
appendix, only cosmetic changes have been made to the paper, such as formatting
and numbering of equations, and a few typos have been corrected as well.

Paper B is the outcome of a longer reseach stay at the University of Paris-
Dauphine where I visited Mathieu Lewin to work with him and his graduate student,
Arnaud Triay. Mathieu and Arnaud are both co-authors on the paper, and we all
took equal part in the research, as well as the writing. The version of the paper
included here is, modulo cosmetic changes and correction of a few typos, the same
as the version submitted to JMP.

Finally, I have also for completeness included a supplement to the second paper
where I recall and prove a few results that we use in the paper without proof. The
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contents of the supplement are to be considered well-known, and they do not repre-
sent new research. I have included it here because I do not know any good references
that contain the exact results that we need in Paper B.
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Chapter 1

A short introduction to de Finetti
theorems

In this first chapter, I briefly introduce the theory of de Finetti theorems, mostly
without proof. I will mainly follow [38] which contains a thorough introduction to
the subject, and I refer the reader to this set of notes for additional details and
references.

Classical de Finetti theorems

Denote by Ω a locally compact and separable metric space (one may think of Ω as
being a locally compact subset of Rd). For any topological space X, we let P(X)

denote the space of Borel probability measures endowed with the weak-∗ topology.
Finally, for N ∈ N we let Ps(ΩN ) denote the space of symmetric Borel probability
measures on ΩN , i.e. the set of measures µ ∈ P(ΩN ) satisfying

µ(A1, . . . , AN ) = µ(Aσ(1), . . . , Aσ(N))

for any permutation σ in the symmetric group SN , and for all Borel sets Ai ⊆ Ω.
This definition extends in an obvious way to measures on ΩN.

Classically, de Finetti theorems (in the context of this thesis) describe the struc-
ture of sequences of symmetric probability measures. Loosely, one might say that a
symmetric measure µ ∈ Ps(ΩN ) is close to a convex combination of product mea-
sures when N is large. The following theorem, due to Hewitt and Savage [14], is a
generalization of de Finettis original theorem [7, 8].

Theorem 1.1 (Hewitt-Savage). Suppose that Ω is a locally compact, separable
metric space, and that µ ∈ Ps(ΩN). Let µ(n) be its n-th marginal,

µ(n)(A1 × · · · ×An) = µ(A1 × · · · ×An × Ω× · · ·).
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2 Chapter 1. A short introduction to de Finetti theorems

Then there exists a unique Borel probability measure Pµ on P(Ω) such that for all
n ∈ N,

µ(n) =

∫
P(Ω)

ρ⊗n dPµ(ρ),

where ρ⊗n is the n-fold product measure of ρ.

The Hewitt-Savage theorem may be proven in several different ways. One ap-
proach is to use a quantitative approximation result at finite N , due to Diaconis
and Freedman [9]. The approximation is given in terms of the total variation norm,
which for non-negative measures µ on Ω is given by

‖µ‖TV = sup
φ∈C(Ω)
‖φ‖∞≤1

∣∣∣∫
Ω
φ dµ

∣∣∣ = sup
A⊆Ω
|µ(A)|,

where the last supremum is taken over all Borel subsets A ⊆ Ω.

Theorem 1.2 (Diaconis-Freedman). Let µN ∈ Ps(ΩN ) be a symmetric probability
measure. There exists a measure PµN ∈ P(P(Ω)) such that, denoting

µ̃N :=

∫
P(Ω)

ρ⊗N dPµN (ρ),

we have ∥∥µ(n)
N − µ̃

(n)
N

∥∥
TV
≤ 2

n(n− 1)

N
(1.1)

for 1 ≤ n ≤ N .

The measure PµN can be constructed explicitly using empirical measures (convex
conbinations of Dirac delta measures). For compact Ω, one can easily prove existence
in Theorem 1.1 by applying Theorem 1.2 to the marginals of µ. Because P(P(Ω))

is also compact in this case, the de Finetti measure Pµ arises as a weak limit of the
measures from Theorem 1.2. When Ω is only a locally compact, separable metric
space, one can still conlude through a compactification argument.

The usefulness of de Finetti theorems has long been known in classical statistical
mechanics [5, 42, 36, 6, 17]. Sometimes, the qualitative bound (1.1) can be useful for
more than just proving the Hewitt-Savage theorem. Classical log-gases in a mean-
field limit coupled to low temperature is an example of this [38].

The following version of the theorem, which is the one applied in the papers
included in the thesis, is essentially [10, Theorem 2.6]. Because I will need a slightly
more general formulation, I also include the proof, which is still essentially the proof
in [10], only with a few more details.

Theorem 1.3. Let Ω be a locally compact, separable metric space, and ω any non-
zero, outer regular, and σ-finite Borel measure on Ω. Furthermore, let m(k) ∈ L1(Ωk)
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be a family of symmetric positive densities (with respect to ω) satisfying for some
c > 0 and all k ≥ 1 that 0 ≤ m(k) ≤ 1, and

c

∫
Ω
m(k)(ξ1, . . . , ξk) dω(ξk) = m(k−1)(ξ1, . . . , ξk−1) (1.2)

with m(0) = 1. Then there exists a unique Borel probability measure P on the set

S =
{
µ ∈ L1(Ω)

∣∣ 0 ≤ µ ≤ 1, c

∫
Ω
µ(ξ) dω(ξ) = 1

}
such that for all k ≥ 1, in the sense of measures,

m(k) =

∫
S
µ⊗k dP(µ). (1.3)

Proof. Denote by B(Ω) the Borel σ-algebra on Ω. By the Kolmogorov extension
theorem (see e.g. [44, Theorem 2.4.3]), there is a unique Borel probability measure
m on ΩN such that

ckm(k)(A1, . . . , Ak) = m(A1, . . . , Ak,Ω, . . .)

for all k ≥ 1 and Borel sets Ai ∈ B(Ω). Note that the measure m is symmetric since
all the m(k) are. Because Ω is a locally compact separable metric space, Theorem 1.1
now yields a unique Borel probability measure P on P(Ω), satisfying

ckm(k) =

∫
P(Ω)

ρ⊗k dP(ρ). (1.4)

Hence we just have to show that P is supported on S. To this end, we will show that
the set {ρ ∈ P(Ω) | ∃A ∈ B(Ω) such that ρ(A) > cω(A)} is a null set with respect
to the measure P.

Since the bound m(k) ≤ 1 implies for all A ∈ B(Ω) that

m(k)(Ak) ≤ ω⊗k(Ak),

we get for fixed A with 0 < ω(A) <∞, and all k ≥ 1 that∫
P(Ω)

( ρ(A)

c ω(A)

)k
dP(ρ) =

1

(c ω(A))k

∫
P(Ω)

ρ(A)k dP(ρ) =
m(k)(Ak)

ω⊗k(Ak)
≤ 1.

Consider for n ∈ N the sets

Bn := {ρ ∈ P(Ω) | ρ(A) ≥ c ω(A)(1 + 1/n)}.

Then, since P is a probability measure,

1 ≥
∫
P(Ω)

( ρ(A)

c ω(A)

)k
dP(ρ) ≥

∫
Bn

( ρ(A)

c ω(A)

)k
dP(ρ)

≥ (1 + 1/n)kP(Bn).



4 Chapter 1. A short introduction to de Finetti theorems

Since k is arbitrary, this forces Bn to be a P-null set for each n ∈ N, implying that

{ρ ∈ P(Ω) | ρ(A) > cω(A)} =
⋃
n∈N

Bn

is also a null set with respect to P.
Since Ω is a separable metric space, there exists a countable base V for the

topology of Ω (one can e.g. choose V to be a collection of open balls). Let A ⊆ B(Ω)

be the collection of finite unions of sets from V . Then we have:

Claim. If ρ ∈ P(Ω) satisfies ρ(A) > cω(A) for some A ∈ B(Ω), then there is a set
Ã ∈ A such that ρ(Ã) > cω(Ã).

The validity of this claim is easily checked using the outer regularity of the
measure ω, along with the fact that V generates the topology on Ω. Indeed, suppose
that ρ(A) > cω(A), and assume for simplicity that ρ(A) is finite. Then by the
outer regularity of ω we may choose an open set B satisfying A ⊆ B and c ω(B) ≤
c ω(A) + ε < ρ(B) + ε. Writing B =

⋃
i≥1Bi with Bi ∈ V , we may choose n such

that c ω
(⋃n

i=1Bi
)
< ρ

(⋃n
i=1Bi

)
+ 2ε. Now, simply choosing ε < 1

2(ρ(A) − c ω(A))

proves the claim.
The claim implies that

{ρ ∈ P(Ω) | ∃A ∈ B(Ω) such that ρ(A) > cω(A)}

⊆
⋃
Ã∈A

{ρ ∈ P(Ω) | ρ(Ã) > cω(Ã)}.

Note that A is the union of countably many countable sets, so it is itself countable.
Hence the right hand side above is a countable union of P-null sets, so P is supported
on

{ρ ∈ P(Ω) | ρ(A) ≤ c ω(A) for all A ∈ B(Ω)}.

Each measure ρ in this set is absolutely continuous with respect to ω, so since ω
is σ-finite, ρ is given by a density function µ ∈ L1(Ω). Now, ρ(A) ≤ c ω(A) for all
A ∈ B(Ω) implies that the density µ satisfies 0 ≤ µ ≤ c, and thus (up to scaling by
c−1) lies in S. Finally, combining this with (1.4), we obtain (1.3).

In Paper A we will take Ω = R3 × R × N0 × {±1} with ω being the product of
the Lebesgue measure in the continuous variables with the counting measure in the
discrete variables. In Paper B, Ω is the usual phase space Ω = Rd × Rd equipped
with the Lebesgue measure.

If the measures m(k) do not satisfy the compatibility relation (1.2), or are not
probability measures, then we still have a weak version of the theorem. This is useful
for handling non-confined systems where mass can be lost at infinity. The theorem
below is taken verbatim from [10, Theorem 2.7].
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Theorem 1.4 (weak de Finetti). Let m(N)
N be a sequence of symmetric positive

densities in L1(MN ), with M ⊆ Rd, and let m(k)
N be its marginals defined recursively

by (1.2). We assume that m(0) = 1, that 0 ≤ m
(k)
N ≤ 1 for every 1 ≤ k ≤ N , and

that m(k)
N ⇀m(k) weakly for every fixed k ≥ 1, as N →∞. Then there exists a Borel

probability measure P on the set B := {µ ∈ L1(M) | 0 ≤ µ ≤ 1, c
∫
M µ ≤ 1} such

that
m(k) =

∫
B
µ⊗k dP(µ),

for all k ≥ 1.

Quantum de Finetti theorems

There are also quantum versions of the de Finetti theorem, applicable to symmetric
quantum states instead of measures. However, since quantum de Finetti theorems
are mostly useful for dealing with bosons, and this thesis is concerned exclusively
with fermions, I will only briefly mention them in passing.

The first versions of the quantum de Finetti theorem were proven by Størmer
[43] and Hudson-Moody [15]. The theorems formulated below, however, are taken
from [38]. The second theorem (weak quantum de Finetti) was proven in [18] (see
also [1, 2, 3] for more general results implying Theorem 1.6 below).

Let H be a complex, separable Hilbert space and for n ∈ N0, denote by Hns :=⊗n
s H the corresponding bosonic (symmetric) n-particle space (with the convention

H0
s = C). A bosonic state with infinitely many particles is a sequence (γ(n))n∈N0

of bosonic n-particle states, that is, satisfying that γ(n) ∈ S1(Hns ) is self-adjoint,
positive, and TrHns γ

(n) = 1, and furthermore satisfying the consistency relation

Trn+1 γ
(n+1) = γ(n),

where Trn+1 denotes the partial trace with respect to the last variable in Hn+1.

Theorem 1.5 (Strong quantum de Finetti). Let H be a separable Hilbert space
and (γ(n))n∈N0 a bosonic state with infinitely many particles on H. There exists a
unique Borel probability measure µ ∈ P(SH) on the sphere SH = {u ∈ H | ‖u‖ = 1}
of H, invariant under the action of S1, such that

γ(n) =

∫
SH
|u⊗n〉〈u⊗n| dµ(u)

for all n ≥ 0.

Theorem 1.6 (Weak quantum de Finetti). Let H be a separable Hilbert space
and (ΓN )N∈N0 a sequence of bosonic states with ΓN ∈ S1(HNs ). We assume that for
all n ∈ N

Γ
(n)
N ⇀∗ γ

(n)
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in S1(HNs ). Then there exists a unique probability measure µ ∈ P(BH) on the unit
ball BH = {u ∈ H | ‖u‖ ≤ 1} of H, invariant under the action of S1, such that

γ(n) =

∫
BH
|u⊗n〉〈u⊗n|dµ(u)

for all n ≥ 0.

When dealing with bosonic systems, one has the advantage that the quantum
de Finetti theorems are applicable directly to the quantum states of the system.
However, in the case of fermionic systems, one usually has to reduce the problem to
a case where a classical de Finetti theorem is applicable, since the quantum theorems
do not work on anti-symmetric states. Hence, in the fermionic case, one tends to only
obtain information on position (or momentum) density functions, instead of the true
quantum states.

The parts of the de Finetti theorems concerning uniqueness will not be important
in the context of this thesis, since we will be considering only stationary problems.
In time-dependent cases, however, uniquess can be very useful [1, 2, 3].



Chapter 2

The papers

In this chapter, I summarize the results obtained in the papers included in the thesis.
Even though one paper concerns systems in strong magnetic fields while the other
deals with systems at positive temperature, the models considered and the methods
used in the papers feature many similarities. Both papers concern the semi-classical
limits of large fermionic systems in mean-field scaling in a canonical setting. The
operators considered are of the form

HN =

N∑
j=1

Tj + Vj +
1

N

∑
1≤j<k≤N

wjk, (2.1)

where T is a kinetic energy operator acting on a one-particle Hilbert space H (in
both papers some appropriate L2 space), V is an external potential, and w models a
pairwise particle interaction. The operator acts a priori on the N -fold tensor product
H⊗N =

⊗N H, but since the papers deal exclusively with fermions, we restrict HN

to the subspace of anti-symmetric tensors
∧N H. In the notation above, Tj denotes

the operator
Tj = 1⊗(j−1) ⊗ T ⊗ 1⊗(N−j)

acting on the jth component of H⊗N , with 1 being the identity on H. The kinetic
energy T is coupled to a semi-classical parameter (omitted from the notation here)
that we let tend to zero in the large N limit.

In both papers the aim is to evaluate the ground state energy to leading order in
N , as well as to obtain convergence results for sequences of approximate minimizers in
the large N limit. We ignore all questions concerning dynamics, and deal exclusively
with the stationary case. Many-body operators like (2.1) quickly become difficult
to handle explicitly when N is large, so it is natural to derive effective theories
exhibiting properties similar to the true quantum mechanical model. In the context
of fermions, these are usually density functional theories like Thomas-Fermi or Vlasov
type theories [26, 37, 13, 10]. For bosons, the mean-field limit can usually be described
using Hartree or Gross-Pitaevski theory [18, 40, 4, 31, 32].

7



8 Chapter 2. The papers

A crucial tool in both Papers A and B is the application of a de Finetti theorem to
achieve good lower bounds on the energy, and to obtain information on the structure
of approximate ground states in the N → ∞ limit. The idea of using de Finetti
theorems in the context of many-body quantum mechanics was recently developed
in a series of papers by Lewin, Nam, and Rougerie for bosons [18, 19, 20], and
by Fournais, Lewin, and Solovej for fermions [10]. However, applications in classical
statistical mechanics have been known for a longer time [5, 42, 36, 6, 17], as previously
mentioned in Chapter 1.

De Finetti techniques are particularly useful for controlling the contribution of
general interactions to the ground state energy. In the case of Coulomb systems, one
would typically resort to the Lieb-Oxford inequality [23], or something similar, to
achieve a good lower bound on the interaction energy using a one-body potential.
However, the application of de Finetti techniques opens up the possibility of handling
much more general interactions that cannot easily be approximated using one-body
potentials.

Various versions of the Lieb-Thirring inequality [29, 30, 28, 24] constitute another
important, though well-known, tool. Being able to control the kinetic energy in terms
of one-body position densities is extremely useful, and forms the backbone of many
approximation arguments.

2.1 Paper A: Semi-classical limit of confined fermionic
systems in homogeneous magnetic fields

In this paper, we consider three-dimensional systems in the presence of a strong
homogeneous magnetic field, at zero temperature. For simplicity, we deal only with
confined systems, but our results should be easily generalizable to also include non-
confining external potentials. Because we want to allow for strong magnetic fields,
it is important to account for the spin of the particles. Therefore, the kinetic energy
of a particle is described by the Pauli operator

H(~, b) = (σ · (−i~∇+ bA(x)))2

acting on spinor-valued functions L2(R3;C2), where ~ > 0 is a semi-classical param-
eter, b ≥ 0 the magnetic field strength, and σ = (σ1, σ2, σ3) denotes the vector of
Pauli spin matrices

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0

0 −1

)
.

The magnetic potential is denoted by A, and since the magnetic field is homogeneous,
we settle on the canonical choice A(x) = 1

2(−x2, x1, 0) giving rise to the constant field
B = curl bA = (0, 0, b). Because of the well-known decomposition of the spectrum of
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H(~, b) into Landau bands

p2 + 2~bj, p ∈ R, j ∈ N0,

the phase space naturally becomes

Ω = R3 × R× N0 × {±1}.

Here, R3 is interpreted as position variables, R × N0 as momentum variables, and
{±1} as a spin variable.

The Hamiltonian for the N -body system is

HN,~,b :=

N∑
j=1

(σ · (−i~∇j + bA(xj)))
2 + V (xj) +

1

N

N∑
j<k

w(xj − xk),

acting on the Hilbert space
∧N L2(R3;C2) '

∧N L2(R3 × {±1};C), where V and
w are functions on R3. This operator has been considered in [46, 27, 28] in the case
where w is a Coulomb interaction, w(x) = |x|−1. In [27] the magnetic field strength
grows so quickly that semi-classical analysis breaks down, and this regime is not
considered in our paper. The main motivation for this work is partly to generalize
the results obtained in [28], and partly to generalize de Finetti techniques [10] to
magnetic semi-classics.

In the regime we consider, the parameters ~ and b can be parametrized by

~ = N−
1
3 (1 + βN )

1
5 , b = N

1
3βN (1 + βN )−

3
5 , (2.2)

where (βN )N is a sequence of positive numbers with β := limN→∞ βN ∈ (0,∞),
and we denote HN,βN = HN,~,b when ~ and b satisfy (2.2). This choice of scaling
may seem strange at first glance, but it ensures that the terms of HN,βN are of the
same order in N , and furthermore, it coincides with the notation in [28]. I refer the
reader to Section A.1 for some heuristic arguments explaining why this scaling is
reasonable. We also deal with the extreme cases β = 0 and β =∞, but for simplicity
I will omit the finer details of these cases from this summary and refer the reader to
the paper.

The ground state energy of HN,βN is denoted by

E(N, βN ) := inf σ∧N L2(R3;C2)(HN,βN ).

In the N → ∞ limit, we find that E(N, βN ) to is described leading order by a
magnetic Thomas-Fermi type functional. It is given by

ẼMTF
β (ρ) =

∑
s=±1

∫
R3

τ̃β(ρ(x, s), s) dx+
∑
s=±1

∫
R3

V (x)ρ(x, s) dx

+
1

2

∑
s1,s2=±1

∫∫
R6

w(x− y)ρ(x, s1)ρ(y, s2) dx dy,



10 Chapter 2. The papers

defined on an appropriate set of densities ρ ∈ L1(R3 × {±1}). The kinetic energy
density τ̃β is given by the Legendre transform of a scaled pressure function,

τ̃β(t, s) = sup
ν≥0

(tν − (1 + β)−
3
5 P̃kβ (ν, s)),

where kβ := β(1 + β)−2/5 = limN→∞ ~b is half the distance between the Landau
bands in the limit, and for B, ν ≥ 0, and s = ±1, the pressure is given by

P̃B(ν, s) =
B

3π2

∞∑
j=0

[B(2j + 1 + s)− ν]
3
2
−.

The corresponding Thomas-Fermi ground state energy is

ẼMTF(β) = inf
{
ẼMTF
β (ρ)

∣∣ 0 ≤ ρ ∈ L1(R3 × {±1}),
∫
ρ = 1

}
.

This magnetic Thomas-Fermi functional is very similar to the one in [28], the only
difference being that we keep account of the spin variable. The functional in [28] is
recovered by instead using the spin-summed pressure PB(ν) = P̃B(ν,−1) + P̃B(ν, 1)

in the definition of the kinetic energy density above.
The main results of the paper are the following (in the case β 6= 0,∞):

Theorem 2.1 (Convergence of energy). Let w ∈ L5/2(R3) +L∞ε (R3) be an even
function, and V ∈ L5/2

loc (R3) with V (x)→∞ as |x| → ∞. Let (βN ) be a sequence of
positive real numbers satisfying βN → β ∈ (0,∞). Then we have convergence of the
ground state energy per particle

lim
N→∞

E(N, βN )

N
= ẼMTF(β).

Recall that L5/2(R3) + L∞ε (R3) is the space of functions f satisfying that for
each ε > 0 there exist f1 ∈ L5/2(R3) and f2 ∈ L∞(R3) such that ‖f2‖∞ ≤ ε and
f = f1 + f2. I also recall the k-particle reduced position density of a wave function
Ψ ∈

∧N L2(R3;C2),

ρ̃
(k)
Ψ (z1, . . . , zk) =

(
N

k

)∫
(R3×{±1})(N−k)

|Ψ(z1, . . . , zN )|2 dzk+1 · · · dzN .

Theorem 2.2 (Convergence of states). Suppose that the assumptions of Theo-
rem 2.1 are satisfied. Let ΨN ∈

∧N L2(R3;C2) be a sequence of normalized approx-
imate ground states, i.e. satisfying 〈ΨN , HN,βNΨN 〉 = E(N, βN ) + o(N). Denote by
Mβ the set of minimizers of the magnetic Thomas-Fermi functional,

Mβ =
{

0 ≤ ρ ∈ L1(R3 × {±1})
∣∣ ẼMTF

β (ρ) = ẼMTF(β),

∫
ρ = 1

}
,
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Then there exist a subsequence (N`) ⊆ N and a Borel probability measure P on
Mβ such that for ϕ ∈ L5/2(R3 × {±1}) + L∞(R3 × {±1}) if k = 1, and for any
bounded and uniformly continuous function ϕ on (R3 × {±1})k if k ≥ 2, we have

k!

Nk
`

∑
s∈{±1}k

∫
R3k

ρ̃
(k)
ΨN`

(x, s)ϕ(x, s) dx

−→
∫
Mβ

( ∑
s∈{±1}k

∫
R3k

ρ⊗k(x, s)ϕ(x, s) dx

)
dP(ρ),

as ` tends to infinity.

We also obtain analogous results if the parameter βN tends to either zero or infin-
ity, where, in the latter case, we also impose the additional condition N−1/3β

1/5
N → 0,

in order to stay in the semi-classical regime, ~ → 0. In the β = 0 case, we derive
the usual non-magnetic Thomas-Fermi functional in the limit, and for β = ∞, the
limit is described using a strong-field Thomas-Fermi functional where only the lowest
Landau band contributes to the kinetic energy.

If the interaction potential w is of positive type (i.e. has non-negative Fourier
transform), then the limiting Thomas-Fermi functional is convex, so any minimizer
is in this case unique. Hence the de Finetti measure P above is forced to be a Dirac
delta P = δρ, where ρ minimizes ẼMTF

β . In other words, the integral overMβ above
disappears, and the k-particle position densities ρ̃ (k)

ΨN`
factorize completely in the

limit. This is the case e.g. for Coulomb interactions, which corresponds nicely to the
convergence of states result in [28] for k = 1. Our results for the convergence of states
for k ≥ 2 seem to be new. To the best of my knowledge, the convergence of energy
was until now only proven for Coulomb interactions in the case where the external
potential vanishes at infinity [28], and the same goes for the convergence of states
for k = 1.

The upper bound on E(N, βN ) is shown by constructing a sequence of trial
states, utilizing the Weyl asymptotics for the Pauli operator obtained in [28]. The
trial states can all be taken to be Slater determinants, also known as Hartree-Fock
states [25, 33, 41], which are the simplest form of trial states for fermionic systems.

To prove the corresponding lower bound on the energy, a crucial step is the
construction of a coherent state map (u, p, j, s) 7→ P ~,b

u,p,j,s from the phase space
Ω = R3 × R× N0 × {±1} to the bounded operators on L2(R3;C2), satisfying

b

(2π~)2

∑
s=±1

∞∑
j=0

∫∫
R3×R

P ~,b
u,p,j,s dudp = 1L2(R3;C2),

and allowing us to calculate the kinetic energy of a state (wave function) in terms of
semi-classical measures on phase space.

Our coherent state operators are very similar to the ones used in [28], but there
is one key difference. While the coherent states in [28] are constructed directly using
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Landau band projections for the Pauli operator, our construction is instead based
on Landau band projections for the magnetic Laplacian (−i~∇ + bA)2 acting on
L2(R3;C), in order to separately keep track of contributions from spin.

Using the coherent states, we define k-particle semi-classical (Husimi) measures
corresponding to a state Ψ ∈

∧N L2(R3;C2) on phase space Ωk as in [10] by

m
(k)
f,Ψ(ξ1, . . . , ξk) =

N !

(N − k)!

〈
Ψ, P ~,b

ξ1
⊗ · · · ⊗ P ~,b

ξk
⊗ 1N−kΨ

〉
L2(R3N ;C2N )

,

where ξ` = (u`, p`, j`, s`) ∈ Ω. The presence of f on the left hand side is explained by
the fact that we use some auxiliary function f ∈ L2(R3) in the construction of the
coherent state operators, for localization purposes. The measures have the following
useful properties:

Lemma 2.3 (Position densities and kinetic energy). Let Ψ ∈
∧N L2(R3;C2)

be normalized, and suppose that f ∈ C∞c (R3) is real-valued, L2-normalized and even.
Then we can recover the k-particle reduced position density of Ψ,

bk

(2π~)2k

∑
j∈(N0)k

∫
Rk
m

(k)
f,Ψ(u, p, j, s) dp = k!

(
ρ̃

(k)
Ψ ∗ (|f~|2)⊗k

)
(u, s),

where the convolution on the right hand side is the ordinary position space convolution
in each spin component of ρ̃ (k)

Ψ . Furthermore, the kinetic energy in the state Ψ can
be calculated by〈

Ψ,
N∑
j=1

(σ · (−i~∇j + bA(xj)))
2Ψ
〉

= −~N
∫
R3

(∇f(u))2 du

+
b

(2π~)2

∑
s=±1

∞∑
j=0

∫
R

∫
R3

(p2 + ~b(2j + 1 + s))m
(1)
f,Ψ(u, p, j, s) dudp.

Then, after analysing sequences of such semi-classical measures, we apply a clas-
sical de Finetti theorem (Theorem 1.3) to a hierarchy of limiting measures, obtaining
a de Finetti measure supported on the set of minimizers of a Vlasov type functional
on phase space.

Having the external potential V to be confining simplifies the last part of the
argument significantly, since the sequences of semi-classical measures in this case are
tight at infinity, meaning that no mass can be lost in the limit. If V is not confining,
but instead just satisfies V ∈ L1+d/2(Rd) + L∞ε (Rd), then Theorem 2.1 should still
hold exactly as stated, and Theorem 2.2 should still hold with minor modifications.
In this case, a weak version of the de Finetti theorem (Theorem 1.4) is still applicable,
but the convergence of the interaction energy term is more subtle. Convergence of
states for non-confining V is dealt with in [10] in the case of weak magnetic fields,
and the methods applied there (which are based on localization methods in Fock
space) should also work for homogeneous magnetic fields.
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2.2 Paper B: Semi-classical limit of large fermionic
systems at positive temperature

In this paper, we consider large systems of spinless fermions in Rd, at positive tem-
perature. As in Paper A, we work in a mean-field scaling. The system (at zero
temperature) is described by a Hamiltonian of the form

HN,~ =

N∑
j=1

|i~∇xj +A(xj)|2 + V (xj) +
1

N

∑
1≤j<k≤N

w(xj − xk),

acting on the anti-symmetric space
∧N L2(Rd). We allow for a magnetic potential in

the kinetic energy, but like in [10], the assumptions on A will be weak enough such
that its presence has no effect on the ground state energy to leading order. We call A
a magnetic potential, even though it can also have a different physical origin (which
is the case e.g. when describing the Coriolis effect for gases in a rotating frame). At
inverse temperature β > 0, the free energy functional is given by

EN,~Can (Γ) := Tr(HN,~Γ) +
1

β
Tr(Γ log Γ),

defined on the set of fermionic quantum states Γ ∈ S1(
∧N L2(Rd)) satisfying 0 ≤ Γ

and Tr Γ = 1. Because of the presence of the entropy term, we have to assume that
the external potential V is confining, in order for the free energy to be bounded from
below. More precisely, we work under assumptions ensuring that Tr e−βHN,~ <∞. If
this is satisfied, the infimum of EN,~Can over all fermionic states is attained uniquely at
the Gibbs state

ΓN,~,β =
1

Z
e−βHN,~ ,

where Z := Tr e−βHN,~ is the partition function, and the minimum energy is

eβCan(~, N) := inf
Γ
EN,~Can (Γ) = − 1

β
log Tr e−βHN,~ .

The main purpose of the paper is to investigate eβCan(~, N) to leading order in the
coupled limit where N → ∞ and ~dN → ρ for some ρ > 0. The mean-field limit
for fermions at positive temperature is different from the similar mean-field limit for
bosons, where the free energy is known to not be affected to leading order by the
temperature, but that an effect can be observed to next to leading order [18, 22].

In the coupled limit where N →∞ and ~→ 0, we derive a Vlasov type density
functional on phase space R3 ×R3. For β, ρ > 0, the Vlasov functional is defined on
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measures m on phase space by

Eβ,ρVla (m) =
1

(2π)d

∫∫
R2d

(|p+A(x)|2 + V (x))m(x, p) dx dp

+
1

2ρ

∫∫
R2d

w(x− y)ρm(x)ρm(y) dx dy

+
1

(2π)dβ

∫∫
R2d

s(m(x, p)) dx dp,

where s(t) = t log t+ (1− t) log(1− t) is the fermionic (Fermi-Dirac) entropy, and

ρm(x) =
1

(2π)d

∫
Rd
m(x, p) dp

is the position density of m. The functional is defined on measures satisfying
1

(2π)d

∫∫
R2d

m(x, p) dx dp =

∫
Rd
ρm(x) dx = ρ,

along with the Pauli principle 0 ≤ m ≤ 1. The minimal free energy is denoted by

eβVla(ρ) := inf
0≤m≤1

(2π)−d
∫∫

R2d m=ρ

Eβ,ρVla (m). (2.3)

To aid us in the analysis of the mean-field problem, we do a thorough analysis of
the Vlasov functional under very general assumptions on the potentials. In particular,
we want to be able to include a delta distribution in the interaction w. This is useful
when dealing with dilute limits of the quantum system, where the range of the
interaction becomes small as N → ∞. The main result for the Vlasov functional is
the following.

Theorem 2.4 (Minimizers of the Vlasov functional). Fix ρ, β0 > 0. Suppose
that V− ∈ Ld/2(Rd) ∩ L1+d/2(Rd), A ∈ L1

loc(Rd) and that V+ ∈ L1
loc(Rd) satisfies∫

Rd e
−β0V+(x) dx <∞. Let

w ∈ L1+ d
2 (Rd) + L∞ε (Rd) + R+δ0.

Then, for all β > β0, there are minimizers for the Vlasov problem (2.3). Any mini-
mizer m0 solves the nonlinear equation

m0(x, p) =
1

1 + exp
(
β(|p+A(x)|2 + V (x) + ρ−1w ∗ ρm0(x)− µ)

) , (2.4)

for some Lagrange multiplier µ. The minimum can be expressed in terms of m0 and
µ as

eβVla(ρ) =− 1

(2π)dβ

∫∫
R2d

log
(
1 + e−β(|p|2+V (x)+ρ−1w∗ρm0 (x)−µ)

)
dx dp

+ µρ− 1

2ρ

∫∫
R2d

w(x− y)ρm0(x)ρm0(y) dx dy.
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Furthermore, if ŵ ≥ 0, then Eβ,ρVla is strictly convex and therefore has a unique
minimizer. In this case, for ρ′ > 0 define

F βVla(ρ, ρ
′) := inf

0≤m≤1
(2π)−d

∫∫
R2d m=ρ

Eβ,ρ
′

Vla (m).

Then, for any ρ′ > 0, F βVla( · , ρ′) is C1 on R+ and the multiplier appearing in (2.4)
is given by

µ =
∂F βVla

∂ρ
(ρ, ρ′)

∣∣∣
ρ′=ρ

The conditions on the external potential in the theorem are chosen exactly such
that the minimizer m0 has both finite mass and finite free energy. In the case where
there is no interaction, the assertions of Theorem 2.4 follow easily from simple con-
vexity arguments. The case w 6= 0 is more cumbersome, but can still be dealt with
using standard functional analysis techniques.

Of course, the minimization problem (2.3) can also be stated in terms of a pos-
itive temperature Thomas-Fermi model by first minimizing over measures with a
fixed position density, and afterwards minimizing over a set of appropriate position
densities. See Subsection B.2.1 for details.

In the canonical setting (as in the present paper) there is not much to be found in
the mathematical literature concerning the mean-field limit for fermions at positive
temperature. However, there are multiple rigorous works at zero temperature for
atoms [25, 26] and for pseudo-relativistic stars [31, 32], along with the very general
recent paper [10]. Positive temperature Thomas-Fermi theory has been treated before
[37, 35, 45], and it has been derived rigorously from quantum mechanics in the case
atoms in a grand canonical setting in [37], and also in the presence of a constant
magnetic field [13].

The main result of the paper is the convergence of energy and of approximate
minimizers in the mean-field limit. In the statement of Theorem 2.5 below, two
different types of semi-classical measures appear. One of them is the Husimi measure
[16, 10] defined using the usual coherent states

f~x,p(y) = ~−
d
4 f(~−

1
2 (x− y))ei

p·y
~ ,

where f ∈ L2(Rd) is normalized and real-valued, and (x, p) ∈ Rd × Rd. Denoting
P ~
x,p = |f~x,p〉〈f~x,p| the projection onto f~x,p, the k-particle Husimi measure of a state

Γ is given by

m
(k)
f,Γ(x1, p1, . . . , xk, pk) =

N !

(N − k)!
Tr(P ~

x1,p1
⊗ · · · ⊗ P ~

xk,pk
⊗ 1N−kΓ),
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for x1, p1, . . . , xk, pk ∈ Rd. The other measure is the k-particle Wigner measure
[34, 11, 10] of Γ defined by

W(k)
Γ (x1, p1, . . . , xk, pk)

=

∫
Rdk

∫
Rd(N−k)

Γ
((
x+

~
2
y, z
)
;
(
x− ~

2
y, z
))
e−ip·y dz dy,

where x = (x1, . . . xk), p = (p1, . . . , pk) ∈ Rdk, and Γ(·; ·) is the kernel of the operator
Γ. Both types of measures were studied at length in [10].

Theorem 2.5 (Mean-field limit). Let β0, ρ > 0. Assume that V ∈ L1+d/2
loc (Rd) is

such that V (x)→∞ at infinity and that
∫
e−β0V+(x) dx <∞. Furthermore, assume

|A|2, w ∈ L1+d/2(Rd) + L∞ε (Rd) with w even and satisfying ŵ ≥ 0. Then, for all
β > β0 we have the convergence

lim
N→∞
~dN→ρ

~deβCan(~, N) = eβVla(ρ).

Moreover, if (ΓN ) is a sequence of approximate Gibbs states, that is, satisfying

EN,~Can (ΓN ) = eβCan(~, N) + o(1),

then the one-particle density of ΓN satisfies the following convergence

~dρ(1)
ΓN

⇀ ρm0 weakly in L1(Rd) ∩ L1+2/d(Rd),

and

m
(1)
f,ΓN

−→ m0 strongly in L1(R2d),

ρ
m

(1)
f,ΓN

−→ ρm0 strongly in L1(Rd) ∩ L1+2/d(Rd),

where m(k)
f,ΓN

is the k-particle Husimi function of ΓN and m0 is the unique minimizer
of the Vlasov functional in (2.4). The k-particle Husimi functions converge weakly
in the sense that ∫

R2dk

m
(k)
f,ΓN

ϕ→
∫
R2dk

m⊗k0 ϕ

for all ϕ ∈ L1(R2dk) + L∞(R2dk). Similarly, if we denote by W(k)
ΓN

the k-particle
Wigner measure of ΓN , we also have,∫

R2dk

W(k)
ΓN
ϕ→

∫
R2dk

m⊗k0 ϕ,

for all ϕ satisfying ∂α1
x1
· · · ∂αkxk ∂

β1
p1 · · · ∂

βk
pk ϕ ∈ L∞(R2dk), where αj , βj ≤ 1 for all

1 ≤ j ≤ k.
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We prove the upper bound on the free energy by constructing a sequence of trial
states for the variational problem, following ideas of [39]. The strategy is to divide
Rd into cubes and use the minimizer of the free energy in each cube with periodic
boundary conditions. This choice allows us to control the one-body density, which
will be almost constant in each cube. We then add correlations by hand (which are
only needed to handle the dilute limit, see Theorem 2.6 below), and anti-symmetrize
to obtain a trial state on the whole space.

Our proof of the lower bound on the free energy relies on the strong assumption
that the interaction potential is of positive type (ŵ ≥ 0), but the proof of the upper
bound works for general w. Without the assumption ŵ ≥ 0, we still have weak
convergence of the semi-classical measures to an average of measures with respect
to a de Finetti measure. That is, there exists a measure P on the set of densities
S = {m ∈ L1(R2d) |0 ≤ m ≤ 1, (2π)−d

∫∫
m = ρ}, such that, along a (not displayed)

subsequence,

m
(k)
f,ΓN

⇀

∫
S
m⊗k dP(m),

in the same sense as in Theorem 2.5. If the entropy satisfies the following Fatou-type
inequality

lim inf
N→∞
~dN→ρ

~d Tr ΓN log ΓN ≥
1

(2π)d

∫
S

(∫
R2d

s(m)
)

dP(m),

then we can remove the assumption ŵ ≥ 0 from the theorem. In our proof we only
obtain the weaker bound

lim inf
N→∞
~dN→ρ

~d Tr ΓN log ΓN ≥
1

(2π)d

∫
R2d

s
(∫
S
mdP(m)

)
.

However, when ŵ ≥ 0, it is possible to show that P is a point measure supported
on the unique minimizer of the Vlasov functional, in which case the right hand sides
of the two inequalities coincide. We do this by first proving the strong convergence
of the one-particle Husimi measures towards the Vlasov minimizer, using coercive
properties of the entropy. Afterwards, we use a perturbation argument inspired by a
new technique recently introduced in [21] to conclude that P is a point measure.

Finally, we also obtain results for dilute systems where the range of the interaction
depends on N . Usually, this is modelled by choosing an interaction of the form

wN (x) := Ndηw(Nηx)

for some fixed parameter η > 0. In the dilute regime, the interaction often has a
trivial effect in the limit, due to the Pauli principle, except in the presence of spin,
or if the system contains multiple species of particles [12]. Our result in this case is
as follows:
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Theorem 2.6 (Dilute limit). Let β0, ρ > 0. We assume that V ∈ L1+d/2
loc (Rd) is

such that V (x)→∞ at infinity and that
∫
e−β0V+(x) dx <∞. Furthermore, assume

that |A|2 ∈ L1+d/2(Rd) + L∞ε (Rd) and w ∈ L1(Rd) ∩ L1+d/2(Rd) is even.

• If 0 < η < 1/d and ŵ ≥ 0 then, for all β > β0 we have

lim
N→∞
~dN→ρ

~deβCan(~, N) = e
β,(

∫
Rd w)δ0

Vla (ρ)

where e
β,(

∫
Rd w)δ0

Vla (ρ) is the minimum of the Vlasov energy with interaction po-
tential (

∫
Rd w)δ0.

• If η > 1/d, d ≥ 3 and w ≥ 0 is compactly supported, then for all β > β0 we
have

lim
N→∞
~dN→ρ

~deβCan(~, N) = eβ,0Vla(ρ)

where eβ,0Vla(ρ) is the minimum of the Vlasov energy without interaction poten-
tial.

In both cases, we have the same convergence of approximate Gibbs states as in The-
orem 2.5.

Compared to Theorem 2.5, the proof of Theorem 2.6 does not rely on any addi-
tional techniques, the only exception being the construction of trial states, where we
take correlations into account.
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Semi-classical limit of confined
fermionic systems in homogeneous
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Abstract

We consider a system of N interacting fermions in R3 confined by an external poten-
tial and in the presence of a homogeneous magnetic field. The intensity of the interac-
tion has the mean-field scaling 1/N . With a semi-classical parameter ~ ∼ N−1/3, we
prove convergence in the large N limit to the appropriate Magnetic Thomas-Fermi
type model with various strength scalings of the magnetic field.

A.1 Introduction and main results

We consider a system of N fermionic particles in R3 with an exterior potential V ,
and with the particles interacting pairwise through a potential w. The system is in
the presence of a homogeneous magnetic field pointing along the z-direction, i.e. of
the form B = (0, 0, b) for some b > 0. That is, we can take the magnetic vector
potential to be bA(x) = b

2(−x2, x1, 0).

A.1.1 The quantum mechanical model

Given parameters ~, b > 0, we consider the mean-field Hamiltonian operator

HN,~,b :=
N∑
j=1

(
(σ · (−i~∇j + bA(xj)))

2 + V (xj)
)

+
1

N

N∑
j<k

w(xj − xk), (A.1)
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where σ = (σ1, σ2, σ3) is the vector of Pauli spin matrices

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0

0 −1

)
.

Since we are dealing with fermions, the operator HN,~,b must be restricted to the sub-
space

∧N L2(R3;C2) ⊆ L2
(
R3N ;C2N

)
of anti-symmetric wave functions. The anti-

symmetry is due to the Pauli exclusion principle, stating that two identical fermionic
particles cannot occupy the same quantum state. The fact that the system is in a
mean-field scaling is expressed by the prefactor 1/N in front of the interaction. In
mathematics, many-body fermionic systems in strong homogeneous magnetic fields
have been considered before [19, 20, 21, 27, 7, 6] with Coulomb interactions, and also
at positive temperature [8] in the context of pressure functionals. For references to
the physics literature, see e.g. [19, 20].

Remark A.1 (Relation between parameters). If the magnetic field strength
is small or vanishing (more precisely, if ~b → 0), and the system is confined to a
bounded domain, then the kinetic energy satisfies the usual Lieb-Thirring inequality〈

Ψ,
N∑
j=1

(σ · (−i~∇j + bA(xj)))
2Ψ
〉

≥ c~2

∫
R3

(
ρ

(1)
Ψ (x)

) 5
3 dx− ~bN ≥ c̃~2N

5
3 − ~bN,

(here the boundedness of the domain is used to get the second inequality) where ρ(1)
Ψ

is the one-particle reduced position density of the normalized wave function Ψ ∈∧N L2(R3;C2), defined in (A.22) below. This means, in order for the terms in (A.1)
to be of the same order in N , that we need to take ~ of order

~ ∼ N−
1
3 . (A.2)

In the opposite case with a strong magnetic field (that is, ~b � 1), one expects, by
the magnetic Lieb-Thirring inequality ( (A.24) below),〈

Ψ,
N∑
j=1

(σ · (−i~∇j + bA(xj)))
2Ψ
〉
& c~2 1

(b/~)2

∫ (
ρ

(1)
Ψ (x)

)3
dx.

This inequality is not rigorous, but it is reasonable in a strong magnetic field where
all particles are confined to the lowest Landau level. Assuming the inequality to hold,
we get 〈

Ψ,

N∑
j=1

(σ · (−i~∇j + bA(xj)))
2Ψ
〉
≥ c̃~

4

b2
N3 = c̃

(~3N)2

(~b)2
N,

so in order to have energy balance we take in this case

~3N ∼ ~b. (A.3)



A.1. Introduction and main results 25

Based on the observations of Remark A.1, we introduce a new parameter β ≥ 0

and define ~ and b by

~ := N−
1
3 (1 + β)

1
5 , b := N

1
3β(1 + β)−

3
5 , (A.4)

or, equivalently, by the relations

~b = β(1 + β)−
2
5 , ~3N = (1 + β)

3
5 ,

b

~2N
=

β

1 + β
. (A.5)

This scaling convention interpolates between the two extreme cases (A.2) (β = 0) and
(A.3) (β � 1). The notation is chosen to fit the notation in [20], see also Remark A.2
below.

In this paper we analyze the semi-classical limit of (A.1) as the number of par-
ticles tends to infinity and ~ tends to zero. In light of (A.4) we must thus require
that

lim
N→∞

N−
1
3β

1
5 = 0, (A.6)

in order to stay in the semi-classical regime, ~→ 0.
When ~ and b satisfy the scaling convention (A.4), we will instead denote the

Hamiltonian (A.1) by HN,β, and the ground state energy of HN,β restricted to∧N L2(R3;C2) will be denoted by

E(N, β) := inf σ∧N L2(R3;C2)(HN,β). (A.7)

Remark A.2. Physical systems do not usually come with a mean-field scaling, but
the Hamiltonian in question can sometimes be put in the form (A.1) by rescaling
appropriately. This is true e.g. for atoms [17, 18, 20] and non-relativistic white dwarfs
[22, 23], with or without magnetic fields. In the case of an atom in a homogeneous
magnetic field of strength B, the Hamiltonian is

HN,B,Z =
N∑
j=1

(
(σ · (−i∇j +BA(xj)))

2 − Z

|xj |

)
+

∑
1≤j<k≤N

1

|xj − xk|
.

Choosing parameters β := BZ−4/3 and ` := Z−1/3(1 + β)−2/5, then HN,B,Z is for
Z = N unitarily equivalent to Z`−1HN,β, where HN,β is given by (A.1) with V (x) =

w(x) = |x|−1, and ~ and b defined by (A.4).

The analysis naturally splits into three cases, depending on the asymptotics of
the parameter β. In the first case, when β → 0, the presence of the magnetic field
has no effect on the ground state energy of HN,β to leading order, and the energy in
the limit is described by the usual non-magnetic Thomas-Fermi theory. In the second
case, when β → β0 for some β0 ∈ (0,∞), the energy in the semi-classical limit is
described by a magnetic Thomas-Fermi theory, as already seen in [20] in the case of
Coulomb interactions. In the third case, when β goes to infinity, corresponding to a
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strong magnetic field, all particles are forced to stay in the lowest Landau band of
the magnetic Laplacian, and the limit is described by a strong-field Thomas-Fermi
theory.

Suitable upper bounds on the energy E(N, β) will be provided by constructing
appropriate trial states. Corresponding lower bounds are obtained using coherent
states along with a fermionic (classical) de Finetti-Hewitt-Savage theorem. The use-
fulness of classical de Finetti theorems [3, 9, 4] has been known for a long time in the
context of classical mechanics (e.g. [1, 28, 25, 2, 11]). Recently, quantum de Finetti
type theorems [29, 10] have also been used to study mean-field problems in quantum
mechanics in works by Lewin, Nam and Rougerie [13, 14, 15], where the ground state
energy of a mean-field Bose system under rather general assumptions is shown to
converge to the Hartree energy of the system. The idea is further developed by Four-
nais, Lewin and Solovej in [5], where it is used to treat the case of spinless fermions
in weak magnetic fields, and by Lewin, Triay, and the second author of the present
article to treat the case of Fermi systems at positive temperature, also in weak mag-
netic fields [12]. See also [26] for a thorough discussion of de Finetti theorems. One
of the main motivations for the present work is to extend the de Finetti technique
to magnetic semiclassics.

We briefly remind the reader of the well-known fact that the spectrum of the
Pauli operator (σ · (−i~∇j + bA(xj)))

2 is parametrized by the Landau bands

p2 + 2~bj, p ∈ R, j ∈ N0.

Therefore, the phase space naturally becomes

Ω = R3 × R× N0 × {±1}, (A.8)

where R3 is interpreted as position variables, R × N0 as momentum variables, and
{±1} as a spin variable. We will denote components of vectors ξ ∈ Ωk by ξ` =

(u`, p`, j`, s`) ∈ Ω. For notational convenience, we will sometimes rearrange the vari-
ables by separating them into position and momentum components, i.e.

ξ = (u, p, j, s), (A.9)

with u ∈ R3k, p ∈ Rk, j ∈ Nk0, and s ∈ {±1}k. Integration over Ωk will be done
with respect to its natural measure, using the Lebesgue measure in the continuous
variables and the counting measure in the discrete variables.

A.1.2 Magnetic Thomas-Fermi theories

We recall that the pressure of the free Landau gas [20, equation (4.47)], i.e. a gas
of non-interacting fermions in a homogeneous magnetic field, at chemical potential
ν ≥ 0 is given by

PB(ν) =
B

3π2

(
ν

3
2 + 2

∞∑
j=1

[2jB − ν]
3
2
−

)
, (A.10)
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where B > 0 is the magnetic field strength, and γ− := max(−γ, 0) denotes the nega-
tive part of a number γ ∈ R. Clearly, PB is a convex and continuously differentiable
function with derivative

P ′B(ν) =
B

2π2

(
ν

1
2 + 2

∞∑
j=1

[2jB − ν]
1
2
−

)
. (A.11)

In the mean-field scaling we will take B = β(1 + β)−2/5, and the pressure will come
with an additional prefactor (1 + β)−3/5.

Definition A.3 (Magnetic Thomas-Fermi energy). Let V ∈ L5/2
loc (R3) satisfy

V (x) → ∞ as |x| → ∞, and let w ∈ L5/2(R3) + L∞ε (R3) be even. We define the
magnetic Thomas-Fermi energy functional with parameter β > 0 by

EMTF
β (ρ) =

∫
R3

τβ(ρ(x)) dx+

∫
R3

V (x)ρ(x) dx

+
1

2

∫∫
R6

w(x− y)ρ(x)ρ(y) dx dy (A.12)

on the set
DMTF =

{
ρ ∈ L1(R3) ∩ L

5
3 (R3)

∣∣ 0 ≤ ρ, V ρ ∈ L1(R3)
}
,

where the energy density τβ is given by the Legendre transform of the scaled pressure

τβ(t) = sup
ν≥0

(
tν − (1 + β)−

3
5Pkβ (ν)

)
, (A.13)

with kβ = β(1 + β)−2/5. Furthermore, the magnetic Thomas-Fermi ground state
energy is defined as the infimum

EMTF(β) = inf
{
EMTF
β (ρ)

∣∣ ρ ∈ DMTF,

∫
R3

ρ(x) dx = 1
}
. (A.14)

Recall that the space L5/2(R3) + L∞ε (R3) consists of functions f satisfying that
for each ε > 0 there exist f1 ∈ L5/2(R3) and f2 ∈ L∞(R3) with ‖f2‖∞ ≤ ε and
f = f1 + f2.

Remark A.4. For any 0 ≤ ρ ∈ L1(R3) and β > 0 it is well known [20, Proposition
4.2] that ρ ∈ L5/3(R3) if and only if

∫
τβ(ρ(x)) dx is finite. In particular, we have

the bound ∫
R3

ρ(x)
5
3 dx ≤ κ1(1 + β)

2
5

∫
R3

τβ(ρ(x)) dx

+ κ2

( β

1 + β

) 2
5 ‖ρ‖

2
3
1

(∫
R3

τβ(ρ(x)) dx
) 1

3 (A.15)

for some constants κ1, κ2 > 0. It follows that the domain of EMTF
β indeed is as stated

above. Furthermore, it is not difficult to show that the functional is bounded from
below on DMTF∩{ρ|

∫
ρ ≤M} for eachM > 0, when V and w satisfy the assumptions

stated above.
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Similarly, we also define the strong Thomas-Fermi functional

ESTF(ρ) =
4π4

3

∫
R3

ρ(x)3 dx+

∫
R3

V (x)ρ(x) dx

+
1

2

∫∫
R6

w(x− y)ρ(x)ρ(y) dx dy,

along with the ordinary non-magnetic Thomas-Fermi functional

ETF(ρ) =
3

5
cTF

∫
R3

ρ(x)
5
3 dx+

∫
R3

V (x)ρ(x) dx

+
1

2

∫∫
R6

w(x− y)ρ(x)ρ(y) dx dy,

where cTF = (3π2)2/3, and with corresponding ground state energies ESTF and ETF,
both defined in complete analogy to (A.14).

MTF theory with spin

We also introduce a version of the magnetic Thomas-Fermi functional that keeps
better track of the spin dependence. We will mostly need this for the formulation of
our main result, and most of the proofs in the paper will be done using the spin-
summed version defined above. We use a tilde (∼) to distinguish the relevant spin-
dependent quantities from the corresponding spin-independent (or spin-summed)
ones. The pressure of the free Laundau gas with complete spin polarization is

P̃B(ν, s) =
B

3π2

∞∑
j=0

[B(2j + 1 + s)− ν]
3
2
−, (A.16)

where B > 0 is the magnetic field strength and s ∈ {±1} denotes the spin variable. As
in the spin-summed case, P̃B is convex and continuously differentiable with derivative

P̃ ′B(ν, s) :=
∂P̃B
∂ν

(ν, s) =
B

2π2

∞∑
j=0

[B(2j + 1 + s)− ν]
1
2
−. (A.17)

Again, the kinetic energy density is the Legendre transform of the scaled pressure

τ̃β(t, s) = sup
ν≥0

(
tν − (1 + β)−

3
5 P̃kβ (ν, s)

)
, (A.18)

and the corresponding energy functional

ẼMTF
β (ρ) =

∑
s=±1

∫
R3

τ̃β(ρ(x, s), s) dx+
∑
s=±1

∫
R3

V (x)ρ(x, s) dx

+
1

2

∑
s1,s2=±1

∫∫
R6

w(x− y)ρ(x, s1)ρ(y, s2) dx dy (A.19)
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is defined on the set of densities

D̃MTF =
{
ρ ∈ L1(R3 × {±1}) ∩ L

5
3 (R3 × {±1})

∣∣ 0 ≤ ρ, V ρ ∈ L1(R3 × {±1})
}
.

The fact that ẼMTF
β is well defined on D̃MTF is easily seen by showing the elementary

bounds

2τ̃β(t,−1) ≤ τβ(2t) ≤ τ̃β(t,−1) + τ̃β(t, 1) ≤ 2τ̃β(t,−1) + 4kβt

for each t ≥ 0, and combining with the description of the domain of the spin-
summed magnetic Thomas-Fermi functional in Remark A.4. In Section A.2 we will
argue that the spin-dependent functional has the same ground state energy as the
spin-independent functional,

ẼMTF(β) = EMTF(β),

and that they both also coincide with the ground state energy of a Vlasov type
functional on the phase space Ω = R3 ×R×N0 ×{±1}, which will be introduced in
(A.39).

A.1.3 Main results

The main results of this paper are the asymptotics of the ground state energy of the
N -body Hamiltonian (A.1) to leading order in N , along with weak convergence of
approximate ground states to convex combinations of factorized states.

Theorem A.5 (Convergence of energy). Let w ∈ L5/2(R3) + L∞ε (R3) be an
even function, and V ∈ L

5/2
loc (R3) with V (x) → ∞ as |x| → ∞. Let (βN ) be a

sequence of positive real numbers satisfying βN → β ∈ [0,∞] and (A.6). Then we
have convergence of the ground state energy per particle

lim
N→∞

E(N, βN )

N
=


ETF, if β = 0,

EMTF(β), if 0 < β <∞,
ESTF, if β =∞.

(A.20)

For the next theorem we recall that the k-particle position density of a function
Ψ ∈

∧N L2(R3;C2) '
∧N L2(R3 × {±1};C) is given by

ρ̃
(k)
Ψ (z1, . . . , zk) =

(
N

k

)∫
(R3×{±1})(N−k)

|Ψ(z1, . . . , zN )|2 dzk+1 · · · dzN . (A.21)

We will also need the spin-summed densities

ρ
(k)
Ψ (x1, . . . , xk) =

(
N

k

) ∑
s∈{±1}N

∫
R3(N−k)

|Ψ(x1, . . . , xN ; s)|2 dxk+1 · · · dxN . (A.22)
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For the result on convergence of states below, we would like to call attention to the
fact that the phase space changes in the extreme cases β = 0 and β = ∞. When
βN → 0, the distance between the Landau bands (which is 2~b = 2βN (1 + βN )−2/5)
also tends to zero, in which case we recover the usual phase space R3 × R3. In the
other extreme case, where βN →∞, the magnetic field is so strong that all particles
are confined to the lowest Landau band with spin pointing downwards, so the phase
space here becomes R3 × R.

Theorem A.6 (Convergence of states). Suppose that the assumptions of The-
orem A.5 are satisfied. Let ΨN ∈

∧N L2(R3;C2) be a sequence of normalized ap-
proximate ground states, i.e. satisfying 〈ΨN , HN,βNΨN 〉 = E(N, βN )+o(N). Denote
byMβ the set of minimizers of the corresponding classical functional describing the
ground state energy in the limit, that is,

Mβ =


{0 ≤ ρ ∈ L1 |

∫
ρ = 1, ETF(ρ) = ETF}, if β = 0,

{0 ≤ ρ ∈ L1 |
∫
ρ = 1, ẼMTF

β (ρ) = ẼMTF(β)}, if 0 < β <∞,
{0 ≤ ρ ∈ L1 |

∫
ρ = 1, ESTF(ρ) = ESTF}, if β =∞,

where ρ ∈ L1 means ρ ∈ L1(R3) if β = 0 or β = ∞, and ρ ∈ L1(R3 × {±1}) if
0 < β <∞.

Then there exist a subsequence (N`) ⊆ N and a Borel probability measure P on
Mβ such that for ϕ ∈ L5/2(R3 × {±1}) + L∞(R3 × {±1}) if k = 1, and for any
bounded and uniformly continuous function ϕ on (R3 × {±1})k if k ≥ 2, we have as
` tends to infinity,

k!

Nk
`

∑
s∈{±1}k

∫
R3k

ρ̃
(k)
ΨN`

(x, s)ϕ(x, s) dx −→
∫
Mβ

(∫
R3k

Gβ,kρ,ϕ(x) dx
)

dP(ρ). (A.23)

The function Gβ,kρ,ϕ is given by

Gβ,kρ,ϕ(x) =



∑
s∈{±1}k

2−kρ⊗k(x)ϕ(x, s), if β = 0,∑
s∈{±1}k

ρ⊗k(x, s)ϕ(x, s), if 0 < β <∞,

ρ⊗k(x)ϕ(x, (−1)×k), if β =∞,

where (−1)×k denotes the k-dimensional vector whose entries are all equal to −1. Its
presence is an expression of the fact that all the particles in this regime are confined
to the lowest Landau band, with all spins pointing downwards.

The convergence of energy and the convergence of states for k = 1 were both
previously known in the case where the interaction w is Coulomb, and V ∈ L5/2(R3)+

L∞(R3) with V tending to zero at infinity [20, Theorems 5.1–5.3]. The convergence
of states result for k > 1 and the generality of the interaction w seem to be new.
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Remark A.7. If the interaction w is of positive type, that is, if it has non-negative
Fourier transform (which is the case e.g. for Coulomb interactions), then the limiting
Thomas-Fermi functional is (strictly) convex in all three cases. This implies that any
minimizer must be unique, so the de Finetti measures in Theorem A.6 are forced to be
supported on a single point. In other words, the outer integral in (A.23) disappears,
and thus in this case the k-particle densities converge weakly to pure tensor products
of the unique Thomas-Fermi minimizers.

Remark A.8. Analogues of Theorems A.5 and A.6 also hold if the external potential
V is not confining, but for brevity we will omit this generalization. In this case,
the convergence of energy is the same as in Theorem A.5, but the statement for
convergence of states is slightly different. Instead of being supported on the set of
minimizers of the classical functional, the de Finetti measure in Theorem A.6 will
be supported on the set of weak limits of minimizing sequences for the functional. In
this case, the lack of compactness at infinity forces one to use a weak version of the
de Finetti theorem. See [5] for details in the case where there is no strong magnetic
field.

Organization of the paper

In Section A.2 we will recall a few results and preliminary observations that will
be important for the later analysis. Section A.3 is devoted to proving the upper
energy bounds of Theorem A.5 through construction of appropriate trial states. In
Section A.4 we will construct semi-classical measures which in Section A.5 will allow
us to prove the lower energy bounds of Theorem A.5 along with Theorem A.6 in the
case of strong magnetic fields, i.e. when βN → β ∈ (0,∞]. Finally, in Section A.6 we
will treat the case βN → 0 where the spin is negligible, so we can in this case use
the semi-classical measures constructed in [5] on the usual phase space R3 × R3.
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A.2 Preliminary observations

We start out by recalling a few results on Pauli operators and the magnetic Thomas-
Fermi functional that will be important for our analysis.
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A.2.1 The semi-classical approximation and Lieb-Thirring bounds

Here we briefly recall a few useful tools obtained in [20]. We denote by V−(x) =

max(−V (x), 0) the negative part of the potential V . Supposing that V− ∈ L3/2(R3)∩
L5/2(R3) and denoting by ej(~, b, V ), j ≥ 1, the negative eigenvalues for the operator

H(~, b) = (σ · (−i~∇+ bA(x)))2 + V (x), (A.24)

then we have the magnetic Lieb-Thirring inequality [20, Theorem 2.1]
∞∑
j=1

|ej(~, b, V )| ≤ L1
b

~2

∫
R3

V−(x)
3
2 dx+ L2

1

~3

∫
R3

V−(x)
5
2 dx, (A.25)

where for each 0 < δ < 1 one can choose L1 = 4
3(π(1−δ))−1 and L2 = 8

√
6(5πδ2)−1.

The inequality can also be stated in terms of the 1-particle position density ρ(1)
Ψ of

a many-body state Ψ ∈
∧N L2(R3;C2). Namely, letting FB denote the Legendre

transform of the function v 7→ L1Bv
3/2 + L2v

5/2, that is,

FB(t) = sup
v≥0

(tv − L1Bv
3
2 − L2v

5
2 ), (A.26)

then we have the lower bound [20, Corollary 2.2]〈
Ψ,

N∑
j=1

(σ · (−i~∇j + bA(xj)))
2Ψ
〉
≥ ~2

∫
R3

F b
~
(ρ

(1)
Ψ (x)) dx (A.27)

on the kinetic energy of the state Ψ. We also have Weyl asymptotics for the Pauli
operator [20, Theorem 3.1]

lim
~→0

∑
j ej(~, b, V )

Escl(~, b, V )
= 1, (A.28)

uniformly in the magnetic field strength b, where Escl(~, b, V ) is the semi-classical
expression for the sum of negative eigenvalues

Escl(~, b, V ) = − 1

~3

∫
R3

P~b(V−(x)) dx, (A.29)

with P~b given in (A.10). In our case, with the scaling relations (A.5), the Weyl
asymptotics take the following form:

Corollary A.9. Suppose V− ∈ L3/2(R3)∩L5/2(R3), let (βN ) be a sequence of positive
real numbers satisfying βN → β ∈ [0,∞] and (A.6), and define ~ and b by (A.4).
Then the Weyl asymptotics (A.28) take the form

lim
N→∞

1

N

∑
j

ej(~, b, V ) =


− 2

15π2

∫
V−(x)

5
2 dx, if β = 0,

−(1 + β)−
3
5

∫
Pkβ (V−(x)) dx, if 0 < β <∞,

− 1
3π2

∫
V−(x)

3
2 dx, if β =∞.

(A.30)
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The details of the proof, which mainly consists of applying the dominated con-
vergence theorem to (A.28), will be omitted.

Remark A.10. The Weyl asymptotics in (A.28) and Corollary A.9 also hold true
if the Pauli operator (σ · (−i~∇ + bA(x)))2 is replaced by the Pauli operator in a
cube CR =

(
−R

2 ,
R
2

)3 with Dirichlet boundary conditions, denoted by (σ · (−i~∇ +

bA(x)))2
CR

, (and V is replaced by a potential defined on CR). For further details on
this, see e.g. [24].

Applying the generalized Lieb-Thirring inequality Eqs. (A.24) and (A.27) yields
the following important estimates. The proof is a step-by-step imitation of the proof
of [5, Lemma 3.4].

Lemma A.11. If V−, w− ∈ L5/2(R3) + L∞(R3) and βN > 0, then

HN,βN ≥
N∑
j=1

(1

2
(σ · (−i~∇j + bA(xj)))

2 + V+(xj)
)
− CN

(b+ 1

~2N
+ 1
)

(A.31)

and for any normalized fermionic wave function Ψ ∈
∧N L2(R3;C2),

〈
Ψ,

N∑
j=1

(
(σ · (−i~∇j + bA(xj)))

2 + V+(xj)
)
Ψ
〉

+ ~2

∫
F b

~
(ρ

(1)
Ψ (x)) dx

≤ 2〈Ψ, HN,βNΨ〉+ CN
(b+ 1

~2N
+ 1
)
, (A.32)

with Fb/~ given by (A.26). Furthermore, if ΨN ∈
∧N L2(R3;C2) is a sequence

satisfying 〈ΨN , HN,βNΨN 〉 ≤ CN , then for any f = f1 + f2 ∈ L3/2(R3)∩L5/2(R3) +

L∞(R3), we have that

1

N

∫
R3

f(x)ρ
(1)
ΨN

(x) dx+
1

N2

∫∫
R6

f(x− y)ρ
(2)
ΨN

(x, y) dx dy

≤ C̃
(b+ 1

~2N
+

1

~3N
+ 1
)

(‖f1‖ 3
2

+ ‖f1‖ 5
2

+ ‖f2‖∞). (A.33)

Proof. The argument goes along the same lines as the proof of [5, Lemma 3.4]. We
write V− = V1 + V2 and w− = w1 + w2 with V1, w1 ∈ L5/2(R3) ∩ L3/2(R3) and
V2, w2 ∈ L∞(R3). We clearly have that

〈
Ψ,

N∑
j=1

−V2(xj)Ψ
〉
≥ −‖V2‖∞N (A.34)

for any normalized wave function Ψ. Briefly denoting by HV1 the operator HV1 :=
1
4(σ ·(−i~∇+bA))2−V1 and applying the magnetic Lieb-Thirring inequality (A.24),
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we obtain〈
Ψ,

N∑
j=1

HV1Ψ
〉
≥ Tr(HV1)−

≥ −2L1
b

~2

∫
R3

V1(x)
3
2 dx− 8L2

1

~3

∫
R3

V1(x)
5
2 dx. (A.35)

Note that by symmetry we have〈
Ψ,

1

N

∑
1≤k<`≤N

w−(xk − x`)Ψ
〉

=
N − 1

2

〈
Ψ, w−(x1 − x2)Ψ

〉

=
1

2

〈
Ψ,

N∑
j=2

w−(x1 − xj)Ψ
〉
,

so applying what we have just shown to the last N − 1 variables, we get

〈
Ψ,

( N∑
j=1

1

4
(σ · (−i~∇j + bA(xj)))

2 − 1

2

N∑
j=2

w1(x1 − xj)
)

Ψ
〉

≥
〈

Ψ,

( N∑
j=2

1

4
(σ · (−i~∇j + bA(xj)))

2 − 1

2
w1(x1 − xj)

)
Ψ
〉

≥ −C1
b

~2

∫
R3

w1(x)
3
2 dx− C2

1

~3

∫
R3

w1(x)
5
2 dx.

Hence we see that

N∑
j=1

1

4
(σ · (−i~∇j + bA(xj)))

2 +
1

N

∑
1≤k<`≤N

w(xk − x`)

≥ −C1
b

~2

∫
R3

w1(x)
3
2 dx− C2

1

~3

∫
R3

w1(x)
5
2 dx− N − 1

2
‖w2‖∞. (A.36)

Combining (A.34)-(A.36) yields (A.31). We obtain (A.32) directly from (A.31) by
applying the Lieb-Thirring inequality (A.27).

Let us turn our attention towards the proof of (A.33). Note that it suffices to
prove the estimate for non-negative functions f . We will prove the one-body part of
the estimate first. Clearly, since ΨN is normalized,

1

N

∫
R3

f2(x)ρ
(1)
ΨN

(x) dx ≤ ‖f2‖∞, (A.37)

so we may consider only f1 ∈ L3/2(R3) ∩ L5/2(R3). For any v ≥ 0 we have by
definition,

ρ
(1)
ΨN

(x)v − L1
b

~
v

3
2 − L2v

5
2 ≤ F b

~
(ρ

(1)
ΨN

(x)),
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so we replace v by 1
εf1(x), integrate and apply (A.32) to obtain∫

R3

f1(x)ρ
(1)
ΨN

(x)− L1

ε
1
2

b

~
f1(x)

3
2 − L2

ε
3
2

f1(x)
5
2 dx

≤ ε
∫
R3

F b
~
(ρ

(1)
ΨN

(x)) dx ≤ CN

~2

(b+ 1

~2N
+ 3
)
ε,

implying the bound∫
R3

f1(x)ρ
(1)
ΨN

(x) dx ≤ CN

~2

(b+ 1

~2N
+ 3
)
ε+ L1

b

~ε
1
2

‖f1‖
3
2
3
2

+ L2
1

ε
3
2

‖f1‖
5
2
5
2

.

With the choice ε = (‖f1‖ 3
2

+ ‖f1‖ 5
2
)~2, we get

1

N

∫
R3

f1(x)ρ
(1)
ΨN

(x) dx ≤ C̃
(b+ 1

~2N
+

1

~3N
+ 1
)(
‖f1‖ 3

2
+ ‖f1‖ 5

2

)
(A.38)

for some constant C̃ > 0, showing the one-body part of (A.33). To obtain the two-
body estimate, we apply (A.36) with w replaced by 1

εf1 and use the anti-symmetry
of ΨN to get

− C1
b

~2ε
3
2

∫
R3

f1(x)
3
2 dx− C2

1

~3ε
5
2

∫
R3

f1(x)
5
2 dx

≤
〈

ΨN ,

( N∑
j=1

1

4
(σ · (−i~∇j + bA(xj)))

2 − 1

2

N∑
j=2

1

ε
f1(x1 − xj)

)
ΨN

〉
≤ CN

(b+ 1

~2N
+ 3
)
− 1

εN

∫∫
R6

f1(x− y)ρ
(2)
ΨN

(x, y) dx dy,

where the second inequality holds by (A.32). Now we simply take ε = ‖f1‖ 3
2

+‖f1‖ 5
2

and rearrange to obtain

1

N2

∫∫
R6

f1(x− y)ρ
(2)
ΨN

(x, y) dx dy ≤ C̃
(b+ 1

~2N
+

1

~3N
+ 1
)(
‖f1‖ 3

2
+ ‖f1‖ 5

2

)
.

Combining this with the fact that

1

N2

∫∫
R6

f2(x− y)ρ
(2)
ΨN

(x, y) dx dy ≤ ‖f2‖∞
1

N2

(
N

2

)
‖ΨN‖22 ≤

1

2
‖f2‖∞,

we get the two-body estimate in (A.33), finishing the proof.

Corollary A.12 (to LT inequality). If Ψ ∈
∧N L2(R3;C2) is an N -particle state

with finite kinetic energy, then ρ(1)
Ψ ∈ L5/3(R3).

Proof. Note first that for any M > 0, we have by Markov’s inequality,∫
(ρ

(1)
Ψ (x)1{ρ(1)

Ψ ≤M}
(x))

5
3 dx ≤

∫
{ρ(1)

Ψ ≤1}
(ρ

(1)
Ψ (x))

5
3 dx+M

5
3 |{ρ(1)

Ψ ≥ 1}|

≤
(
1 +M

5
3
) ∫

R3

ρ
(1)
Ψ (x) dx,
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so ρ(1)
Ψ 1{ρ(1)

Ψ ≤M}
∈ L5/3(R3). Since Ψ has finite kinetic energy, it follows from (A.27)

that ∫
R3

ρ
(1)
Ψ (x)f(x)− L1

b

~
f(x)

3
2 − L2f(x)

5
2 dx ≤ C

for any 0 ≤ f ∈ L3/2(R3) ∩ L5/2(R3), where C is independent of f , and L2 can
be chosen such that 0 < L2 < 1 by the Lieb-Thirring inequality (A.24). Choosing
f = (ρ

(1)
Ψ 1{ρ(1)

Ψ ≤M}
)2/3, we get

(1− L2)

∫
{ρ(1)

Ψ ≤M}
ρ

(1)
Ψ (x)

5
3 dx ≤ C + L1

b

~

∫
{ρ(1)

Ψ ≤M}
ρ

(1)
Ψ (x) dx.

Taking M to infinity finishes the proof.

Lemma A.13. Suppose that ΨN ∈
∧N L2(R3;C2) is a sequence satisfying the kinetic

energy bound

〈
ΨN ,

( N∑
j=1

(σ · (−i~∇j + bA(xj)))
2

)
ΨN

〉
≤ C̃N,

where ~ and b satisfy the scaling relations (A.4). Then there exists a C > 0 such
that ‖ρ(1)

ΨN
‖ 5

3
≤ CN for all N . In particular, if 1

N ρ
(1)
ΨN

⇀ ρ weakly as functionals on

Cc(R3), then ρ ∈ L1(R3)∩L5/3(R3) and for any test function ϕ ∈ L5/2(R3)+L∞ε (R3)

we have
∫

1
N ρ

(1)
ΨN
ϕ→

∫
ρϕ.

Proof. For the duration of the proof we will denote ρN = ρ
(1)
ΨN

. For any 0 ≤ f ∈
L3/2(R3) ∩ L5/2(R3) we have by (A.27) that

~2

∫
R3

ρN (x)f(x)− L1
b

~
f(x)

3
2 − L2f(x)

5
2 dx ≤ C̃N.

Hence, noting by (A.24) that we can take L2 < 1, and choosing f = ε2ρ
2/3
N with

0 < ε < 1, we obtain

ε2(1− L2ε
3)

∫
R3

ρN (x)
5
3 dx ≤ C̃ N

~2
+ ε3L1

b

~

∫
R3

ρN (x) dx.

Inserting the definitions of ~ and b (A.4) yields

‖ρN‖
5
3
5
3

≤ C̃N

ε2(1− L2)

( 1

~2
+ ε3 b

~

)
= C ′N

5
3

(
1

ε2(1 + βN )
2
5

+
εβN

(1 + βN )
4
5

)
,

so simply choosing ε = (1 + βN )−1/5 gives the desired bound.
The last part of the lemma follows easily from standard methods in functional

analysis, and the details will be omitted.
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A.2.2 Energy functionals on phase space

Instead of working with a functional on position densities, it will in some situations
be much more convenient to use a functional defined on densities on phase space.
Hence we introduce the Vlasov energy functional, and note its connection to the
magnetic Thomas-Fermi functionals.

Definition A.14 (Magnetic Vlasov functional). We put Ω = R3×R×N0×{±1},
and for β > 0,

DVla = {m ∈ L1(Ω) | 0 ≤ m ≤ 1, V ρm, (w ∗ ρm)ρm ∈ L1(R3)},

where

ρm(x) =
1

(2π)2

β

1 + β

∑
s=±1

∞∑
j=0

∫
R
m(x, p, j, s) dp.

Putting kβ = β(1 + β)−2/5, we define a functional

EVla
β (m) =

1

(2π)2

β

1 + β

∑
j≥0
s=±1

∫
R

∫
R3

(p2 + kβ(2j + 1 + s))m(x, p, j, s) dx dp

+

∫
R3

V (x)ρm(x) dx+
1

2

∫∫
R6

w(x− y)ρm(x)ρm(y) dx dy. (A.39)

Furthermore, we define the Vlasov ground state energy

EVla(β) = inf
{
EVla
β (m)

∣∣m ∈ DVla,
1

(2π)2

β

1 + β

∫
Ω
m(ξ) dξ = 1

}
.

Lemma A.15. Suppose that ρ ∈ DMTF and define a measure on Ω = R3×R×N0×
{±1} with density

mρ(x, p, j, s) = 1{p2+kβ(2j+1+s)≤r(x)}, (A.40)

where for (almost) each x ∈ R3, r(x) is the unique solution to the equation

ρ(x) =
1

2π2

β

1 + β

(
r(x)

1
2 + 2

∞∑
j=1

[2kβj − r(x)]
1
2
−

)
= (1 + β)−

3
5P ′kβ (r(x)). (A.41)

Then mρ ∈ DVla and satisfies for almost all x ∈ R3

ρmρ(x) :=
1

(2π)2

β

1 + β

∑
s=±1

∞∑
j=0

∫
R
mρ(x, p, j, s) dp = ρ(x),

1

(2π)2

β

1 + β

∑
s=±1

∞∑
j=0

∫
R

(p2 + kβ(2j + 1 + s))mρ(x, p, j, s) dp = τβ(ρ(x)), (A.42)

and EMTF
β (ρ) = EVla

β (mρ).
On the other hand, if m ∈ DVla, then ρm ∈ DMTF and EMTF

β (ρm) ≤ EVla
β (m). In

particular,
EMTF(β) = EVla(β).
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Remark A.16. The assertions of the lemma also hold true when the magnetic
Thomas-Fermi functional is replaced by the spin dependent functional ẼMTF

β . In par-
ticular,

ẼMTF(β) = EVla(β) = EMTF(β).

The proof is exactly the same is in the spin-summed case, except that in this case,
the equation

ρ̃(x, s) = (1 + β)−
3
5 P̃ ′kβ (r̃(x, s), s)

does not uniquely define r̃ everywhere, because P̃ ′kβ (ν, 1) = 0 for 0 ≤ ν ≤ 2kβ.
However, this can easily be remedied by instead defining

r̃(x, s) = max
{
r ≥ 0 | τ̃β(ρ(x, s), s) = ρ(x, s)r − (1 + β)−

3
5 P̃kβ (r, s)

}
,

but we omit the details.

Proof. The idea is to fix a position density and minimize the Vlasov problem for
each fixed position x ∈ R3. For any ν ≥ 0, we calculate the measure of the set

|{(p, j, s) ∈ R× N0 × {±1} | p2 + kβ(2j + 1 + s) ≤ ν}|

=

∞∑
j=0

|{p2 ≤ ν − 2kβ(j + 1)}|+
∞∑
j=0

|{p2 ≤ ν − 2kβj}|

= 2t
1
2 + 4

∞∑
j=1

[2kβj − ν]
1
2
− =

(2π)2

kβ
P ′kβ (ν). (A.43)

Supposing that ρ ∈ DMTF, then for each x ∈ R3 we may choose r(x) ≥ 0 to be the
unique solution of (A.41) and define mρ as in (A.40). The calculation above then
clearly shows

1

(2π)2

β

1 + β

∑
s=±1

∞∑
j=0

∫
R
mρ(x, p, j, s) dp

=
1

(2π)2

β

1 + β

∑
s=±1

∞∑
j=0

∫
R
1{p2+kβ(2j+1+s)≤r(x)} dp = ρ(x).

To see that (A.42) holds, note that the supremum in (A.13) is attained exactly at
the point r(x) ≥ 0, that is,

τβ(ρ(x)) = ρ(x)r(x)− (1 + β)−
3
5Pkβ (r(x)). (A.44)

Furthermore, using [2kβj − r(x)]
3/2
− = (r(x) − 2kβj)[2kβj − r(x)]

1/2
− along with the

definition of the pressure Pkβ , we also have

2
∞∑
j=1

2kβj[2kβj − r(x)]
1
2
− =

2π2

kβ
P ′kβ (r(x))r(x)− 3π2

kβ
Pkβ (r(x)).
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With this in mind, we calculate, using the definition of mρ,

∑
s=±1

∞∑
j=0

∫
R

(p2 + kβ(2j + 1 + s))mρ(x, p, j, s) dp

=

∫
R
p21{p2≤r(x)} dp+ 2

∞∑
j=1

∫
R

(p2 + 2kβj)1{p2+2kβj≤r(x)} dp

=
2π2

kβ
Pkβ (r(x)) + 4

∞∑
j=1

2kβj[2kβj − r(x)]
1
2
−

=
(2π)2

kβ
(P ′kβ (r(x))r(x)− Pkβ (r(x))) (A.45)

= (2π)2 1 + β

β
τβ(ρ(x)),

showing (A.42). This implies that mρ ∈ DVla and EMTF
β (ρ) = EVla

β (mρ), and hence
EMTF(β) ≥ EVla(β).

On the other hand, for any m ∈ DVla we may consider ρm ∈ DMTF and construct
as above the measuremρm ∈ DVla. Then for each x ∈ R3,mρm(x, ·) is by construction
a minimizer of the functional

E(m̃) :=
1

(2π)2

β

1 + β

∑
s=±1

∞∑
j=0

∫
R

(p2 + kβ(2j + 1 + s))m̃(p, j, s) dp

defined on the set of densities m̃ ∈ L1(R× N0 × {±1}) satisfying 0 ≤ m̃ ≤ 1 and

1

(2π)2

β

1 + β

∑
s=±1

∞∑
j=0

∫
R
m̃(p, j, s) dp = ρm(x).

(This is the bathtub principle [16, Theorem 1.14]). Hence for almost every x ∈ R3,

∑
s=±1

∞∑
j=0

∫
R

(p2 + kβ(2j + 1 + s))mρm(x, p, j, s) dp

≤
∑
s=±1

∞∑
j=0

∫
R

(p2 + kβ(2j + 1 + s))m(x, p, j, s) dp,

implying that EMTF
β (ρm) = EVla

β (mρm) ≤ EVla
β (m). We conclude that EMTF(β) ≤

EVla(β), so we have the desired result.

To handle the extreme cases where βN →∞ or βN → 0, we need to introduce a
couple of extra Vlasov type functionals.
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Definition A.17 (Strong field Vlasov energy). Define a functional by

EVla
∞ (m) =

1

(2π)2

∫
R

∫
R3

p2m(x, p) dx dp+

∫
R3

V (x)ρm(x) dx

+
1

2

∫∫
R6

w(x− y)ρm(x)ρm(y) dx dy

on the set

DVla
∞ = {m ∈ L1(R3 × R) | 0 ≤ m ≤ 1, V ρm, (w ∗ ρm)ρm ∈ L1(R3)},

where
ρm(x) :=

1

(2π)2

∫
R
m(x, p) dp.

The functional has ground state energy

EVla(∞) = inf
{
EVla
∞ (m)

∣∣m ∈ DVla
∞ ,

1

(2π)2

∫∫
R3×R

m(x, p) dx dp = 1
}
.

Lemma A.18. Suppose that ρ is in the domain of the strong Thomas-Fermi func-
tional ESTF and define a measure on R3 × R with density mρ(x, p) = 1{p2≤4π4ρ(x)2}.
Then mρ ∈ DVla

∞ and satisfies

ρmρ(x) :=
1

(2π)2

∫
R
mρ(x, p) dp = ρ(x),

1

(2π)2

∫
R
p2mρ(x, p) dp =

4π4

3
ρ(x)3, (A.46)

and ESTF(ρ) = EVla
∞ (mρ). On the other hand, if m ∈ DVla

∞ , then ESTF(ρm) ≤ EVla
∞ (m).

In particular, ESTF = EVla(∞).

This result is proved in exactly the way as Lemma A.15, using the bathtub
principle.

Definition A.19 (Weak field Vlasov energy). Let b ≥ 0 and define a functional
by

EVla
0 (m) =

1

(2π)3

∑
s=±1

∫∫
R6

(p+ bA(x))2m(x, p, s) dx dp

+

∫
R3

V (x)ρm(x) dx+
1

2

∫∫
R6

w(x− y)ρm(x)ρm(y) dx dy

on the set

DVla
0 = {m ∈ L1(R6 × {±1}) | 0 ≤ m ≤ 1, V ρm, (w ∗ ρm)ρm ∈ L1(R3)},
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where
ρm(x) :=

1

(2π)3

∑
s=±1

∫
R3

m(x, p, s) dp.

The functional has ground state energy

EVla
0 = inf

{
EVla

0 (m)
∣∣m ∈ DVla

0 ,
1

(2π)3

∑
s=±1

∫∫
R6

m(x, p, s) dx dp = 1
}
.

Lemma A.20. Suppose that ρ is in the domain of the usual Thomas-Fermi func-
tional ETF and define a measure mρ on R3 × R3 × {±1} with density mρ(x, p, s) =

1{(p+bA(x))2≤cTFρ(x)2/3}, where cTF = (3π2)2/3. Then mρ ∈ DVla
0 and satisfies

ρmρ(x) :=
1

(2π)3

∑
s=±1

∫
R3

mρ(x, p, s) dp = ρ(x),

1

(2π)3

∑
s=±1

∫
R3

(p+ bA(x))2mρ(x, p, s) dp =
3

5
cTFρ(x)

5
3 , (A.47)

and ETF(ρ) = EVla
0 (mρ). On the other hand, if m ∈ DVla

0 , then ETF(ρm) ≤ EVla
0 (m).

In particular, ETF = EVla
0 .

Remark A.21. For any fixed density 0 ≤ ρ ∈ L1(R3), it follows from the uniqueness
statement in [16, Theorem 1.14] that for each fixed x ∈ R3, the measure mρ(x, · ) on
R3 × {±1} constructed above is the unique minimizer of the functional

m 7→ 1

(2π)3

∑
s=±1

∫
R3

(p+ bA(x))2m(p, s) dp

under the constraints 0 ≤ m ≤ 1 and
∑

s=±1

∫
R3 m(p, s) dp = (2π)3ρ(x). In particu-

lar, if m0 is a minimizer of the Vlasov functional EVla
0 , then the uniquess statement

implies that
m0(x, p, s) = 1{(p+bA(x))2≤cTFρm0 (x)2/3},

so the minimizers of EVla
0 are independent of the spin variable.

A.3 Upper energy bounds

This section is devoted to proving the upper bounds in Theorem A.5, i.e.

Proposition A.22. With the assumptions in Theorem A.5, we have

lim sup
N→∞

E(N, βN )

N
≤


ETF, if βN → 0,

EMTF(β), if βN → β ∈ (0,∞),

ESTF, if βN →∞.
(A.48)
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We will prove Proposition A.22 by constructing an appropriate trial state for
the variational problem. Let (fj)

N
j=1 be functions in the magnetic Sobolev space

H1
~−1bA(R3;C2), orthonormal in L2(R3;C2). Consider the corresponding Hartree-

Fock state (abbrv. HF state) Ψ ∈
∧N L2(R3;C2) defined by

Ψ(x, s) =
1√
N !

det[fi(xj , sj)] =
1√
N !

∑
σ∈SN

sgn(σ)
N∏
j=1

fσ(j)(xj , sj),

where SN is the symmetric group of N elements. The function Ψ is normalized in
L2
(
R3N ;C2N

)
and its one-particle density matrix is γΨ =

∑N
j=1|fj〉〈fj |, so Tr[γΨ] =

N and γΨ is the orthogonal projection onto the subspace in L2(R3;C2) spanned by
the fj ’s. Furthermore, γΨ has integral kernel

γΨ(x1, s1;x2, s2) =
N∑
j=1

fj(x1, s1)fj(x2, s2),

and the one-particle position density is ρ(1)
Ψ (x) =

∑
s=±1

∑N
j=1|fj(x, s)|2. Note that

‖γΨ‖22 = Tr[γΨ] = N since the fj ’s are orthonormal. One easily calculates the ex-
pectation of the energy in the state Ψ to be

〈Ψ, HN,βNΨ〉 = Tr[(σ · (−i~∇+ bA))2γΨ] +

∫
R3

V (x)ρ
(1)
Ψ (x) dx

+
1

2N

∫∫
R6

w(x− y)ρ
(1)
Ψ (x)ρ

(1)
Ψ (y) dx dy

− 1

2N

∑
s1,s2=±1

∫∫
R6

w(x− y)|γΨ(x, s1; y, s2)|2 dx dy (A.49)

We proceed to derive a bound on the exchange term involving |γΨ|2.

Lemma A.23 (Bound on the exchange term). Let w ∈ L5/2(R3) + L∞(R3).
There is a constant C > 0 such that for each N ≥ 1,

1

2N

∑
s1,s2=±1

∫∫
R6

|w(x− y)||γΨ(x, s1; y, s2)|2 dx dy

≤ CN
2
3

( 1

N
Tr[(σ · (−i~∇+ bA))2γΨ] + βN (1 + βN )−

4
5 + 1

)
. (A.50)

Proof. We mimic the proof of the analogous bound in [5, Proposition 3.1]. Writing
w = w1 + w2 with w1 ∈ L3/2(R3) ∩ L5/2(R3) and w2 ∈ L∞(R3). Note that the
contribution from w2 is bounded by

1

2N

∑
s1,s2=±1

∫∫
R6

|w2(x− y)||γΨ(x, s1; y, s2)|2 dx dy ≤ ‖w2‖∞
2

, (A.51)
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so we concentrate on controlling the contribution from w1.
Now, for any function f in the magnetic Sobolev space H1

~−1bA(R3), the diamag-
netic inequality implies that |f | ∈ H1(R3). Defining fε(x) := ε1/2f(εx) for ε > 0, we
have ‖fε‖6 = ‖f‖6, ‖fε‖22 = ε−2‖f‖22, and ‖∇|fε|‖22 = ‖∇|f |‖22, so by the diamagnetic
and Gagliardo-Nirenberg-Sobolev inequalities,

‖f‖26 = ‖fε‖26 ≤ C(‖∇|fε|‖22 + ‖fε‖22) = C(‖∇|f |‖22 + ε−2‖f‖22)

≤ C(~−2‖(−i~∇+ bA)f‖22 + ε−2‖f‖22).

Combining this with the Hölder inequality, we obtain∫
R3

|w1(x)||f(x)|2 dx ≤ C‖w1‖ 3
2
(~−2‖(−i~∇+ bA)f‖22 + ε−2‖f‖22).

We will apply this to the function γΨ( · , s1; y, s2) for fixed y, so we calculate∑
s1,s2=±1

∫
R3

‖(−i~∇x + bA(x))γΨ( · , s1; y, s2)‖22 dy = Tr[(−i~∇+ bA)2γΨ].

Briefly noting that (σ·(−i~∇+bA))2 = (−i~∇+bA)21C2 +~bσ3 and Tr[σ3γΨ] ≥ −N ,
we combine the bounds above to obtain∑

s1,s2=±1

∫∫
R6

|w1(x− y)||γΨ(x, s1; y, s2)|2 dx dy

≤ C‖w1‖ 3
2

( 1

~2
Tr[(σ · (−i~∇+ bA))2γΨ]− 1

~2
Tr[~bσ3γΨ] + ε−2N

)
≤ C‖w1‖ 3

2

( 1

~2
Tr[(σ · (−i~∇+ bA))2γΨ] +

b

~
N + ε−2N

)
.

Now, choosing ε2 = ~/b and recalling the definitions of ~ and b (A.4), we get

1

2N

∑
s1,s2=±1

∫∫
R6

|w1(x− y)||γΨ(x, s1; y, s2)|2 dx dy

≤ C‖w1‖ 3
2
N

2
3

( 1

N
Tr[(σ · (−i~∇+ bA))2γΨ] + βN (1 + βN )−

4
5

)
,

so combining with (A.51), we obtain (A.50).

Continuing (A.49), recalling (A.6) (the assumption N−1/3β
1/5
N → 0), and apply-

ing the min-max principle, we get the bound

lim sup
N→∞

E(N, βN )

N

≤ lim sup
N→∞

inf
Ψ HF-
state

{1 + CN−
1
3

N
Tr[(σ · (−i~∇+ bA))2γΨ]

+
1

N

∫
R3

V (x)ρ
(1)
Ψ (x) dx+

1

2N2

∫∫
R6

w(x− y)ρ
(1)
Ψ (x)ρ

(1)
Ψ (y) dx dy

}
. (A.52)
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We proceed to construct an appropriate trial state for this variational problem. For
R > 0 we denote by (σ · (−i~∇ + bA))2

CR
the Pauli operator in the cube CR =

(−R/2, R/2)3 with Dirichlet boundary conditions.

Lemma A.24. Suppose that βN → β ∈ (0,∞) and let 0 ≤ ρ ∈ Cc(CR) be any
function with

∫
R3 ρ(x) dx = 1. Define r(x) to be the solution to the equation

ρ(x) = (1 + β)−
3
5P ′kβ (r(x)),

where Pkβ is the pressure of the free Landau gas (A.10) and kβ = β(1 + β)−2/5,
cf. Lemma A.15. Then the sequence of density matrices γN given by the spectral
projections

γN := 1(−∞,0]((σ · (−i~∇+ bA))2
CR
− r(x)), (A.53)

satisfies

lim
N→∞

1

N
Tr[(σ · (−i~∇+ bA))2γN ] =

∫
R3

τβ(ρ(x)) dx (A.54)

and
lim
N→∞

1

N
Tr[γN ] =

∫
R3

ρ(x) dx = 1. (A.55)

Moreover, the densities 1
N ργN converge to ρ weakly in L1(R3) and L5/3(R3), and the

same conclusions also hold if γN is replaced by the projection γ̃N onto the N lowest
eigenvectors of the operator (σ · (−i~∇+ bA))2

CR
− r(x).

Proof. For the duration of the proof, we will employ the notation T βNCR = (σ ·(−i~∇+

bA))2
CR

. By domain inclusions it is not difficult to see that in the sense of quadratic
forms Tr[T βNCR γN ] = Tr[(σ ·(−i~∇+bA))2γN ], and that the same equality holds when
γN is replaced by γ̃N . Thus, it is sufficient to show (A.54) using T βNCR instead of the
Pauli operator on the whole space.

Note also that the quadratic form domain of T βNCR−r(x),H1
0 (CR;C2), is compactly

embedded in L2(CR;C2), so that T βNCR − r(x) has compact resolvent, and hence it
has purely discrete spectrum. This implies that γN is a projection onto a finite-
dimensional subspace of L2(CR), and hence ργN is an L1-function.

Using the Weyl asymptotics from Corollary A.9 and Remark A.10 and recalling
(A.44), we obtain in the semi-classical limit

lim
N→∞

1

N
Tr[(T βNCR − r(x))γN ] = −(1 + β)−

3
5

∫
CR

Pkβ (r(x)) dx

=

∫
CR

τβ(ρ(x)) dx−
∫
CR

ρ(x)r(x) dx. (A.56)

Let now g ∈ L∞(CR) be real and non-negative. We shall see that

lim
N→∞

1

N
Tr[g(x)γN ] =

∫
CR

g(x)ρ(x) dx. (A.57)
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To see this, note first for any real δ that any function in the range of γN is also in
the domain of T βNCR − r(x) + δg(x). Hence we have by the variational principle

Tr[(T βNCR − r(x) + δg(x))γN ] ≥ Tr(T βNCR − r(x) + δg(x))−,

so that

δTr[g(x)γN ] ≥ Tr(T βNCR − r(x) + δg(x))− − Tr(T βNCR − r(x))−. (A.58)

Hence for δ < 0, we get by Corollary A.9,

lim sup
N→∞

1

N
Tr[g(x)γN ]

≤ 1

δ
lim
N→∞

1

N

(
Tr(T βNCR − r(x) + δg(x))− − Tr(T βNCR − r(x))−

)
= (1 + β)−

3
5

∫
CR

Pkβ (r(x)− δg(x))− Pkβ (r(x))

−δg(x)
g(x) dx.

Since g is non-negative and Pkβ is convex and increasing, the integrand above de-
creases pointwise to P ′kβ (r(x)) as δ → 0−, on the set where g(x) 6= 0. This implies
by the monotone convergence theorem and definition of r that

lim sup
N→∞

1

N
Tr[g(x)γN ] ≤ (1 + β)−

3
5

∫
CR

P ′kβ (r(x))g(x) dx

=

∫
CR

ρ(x)g(x) dx.

In the same way we get from (A.58) for positive δ, that

lim inf
N→∞

1

N
Tr[g(x)γN ]

≥ (1 + β)−
3
5

∫
CR

Pkβ ([r(x)− δg(x)]+)− Pkβ (r(x))

−δg(x)
g(x) dx

δ→0+−−−−→ (1 + β)−
3
5

∫
CR

P ′kβ (r(x))g(x) dx =

∫
CR

ρ(x)g(x) dx,

since the fraction in the integral this time increases to P ′kβ (r(x)) on the set where
g(x) 6= 0. It follows that (A.57) holds, and by extension that for arbitrary g ∈
L∞(R3), we have∫

R3

g(x)
ργN (x)

N
dx =

1

N
Tr[(g1CR)(x)γN ]→

∫
R3

g(x)ρ(x) dx,

as N tends to infinity, so 1
N ργN ⇀ ρ weakly in L1(R3), as advertised. Taking g = 1CR

in (A.57) yields (A.55), implying that T βNCR −r(x) has N+o(N) negative eigenvalues.
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Noting that r is bounded by construction, we can take g = r in (A.57) and combine
with (A.56) to obtain

lim
N→∞

1

N
Tr[T βNCR γN ] =

∫
CR

τβ(ρ(x)) dx. (A.59)

Finally, applying Lemma A.13 to get weak convergence in L5/3(R3), we have proven
the lemma for γN .

We want to see that the assertions of the lemma also hold for γ̃N . The fact that
the dimension of the range of γN isN+o(N) immediately implies that ‖ργN−ργ̃N ‖1 =

Tr[|γN − γ̃N |] = o(N). Hence for any g ∈ L∞(R3) we have

Tr[g(x)(γN − γ̃N )] = o(N). (A.60)

In other words, 1
N ργ̃N has the same weak limit in L1(R3) as 1

N ργN . Note by (A.11)
that P ′kβ is continuous and increasing, which along with continuity of ρ implies that
r is continuous. Also, it is clear that supp r = supp ρ ⊆ CR, so we get by uniform
continuity that for each δ > 0 there is some ε ∈ (0, δ] such that for all x ∈ CR, we
have

(1 + β)−
3
5 |P ′kβ ([r(x)± ε]+)− P ′kβ (r(x))| ≤ δ. (A.61)

Use this ε to define

γN,±ε := 1(−∞,±ε](T
βN
CR
− r(x)) = 1(−∞,0](T

βN
CR
− (r(x)± ε)).

Redoing the argument used to prove (A.57), we obtain

lim
N→∞

1

N
Tr[γN,±ε] = (1 + β)−

3
5

∫
CR

P ′kβ ([r(x)± ε]+) dx,

and since P ′kβ strictly increasing on [0,∞), we have

η± := ±(1 + β)−
3
5

∫
CR

P ′kβ ([r(x)± ε]+)− P ′kβ (r(x)) dx > 0

as long as ε is small enough, implying

lim
N→∞

1

N
Tr[γN,−ε] ≤ 1− η− ≤ 1 + η+ ≤ lim

N→∞

1

N
Tr[γN,ε].

These bounds yield for N large enough that Tr[γN,−ε] ≤ N ≤ Tr[γN,ε], so

γN,−ε ≤ γ̃N ≤ γN,ε. (A.62)

Similarly, using (A.61) along with the fact that P ′kβ is increasing, we have

1− δR3 ≤ lim
N→∞

1

N
Tr[γN,−ε] ≤ lim

N→∞

1

N
Tr[γN,ε] ≤ 1 + δR3.
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Now, for each N ≥ 1, there are two cases; either γ̃N is a subprojection of γN , or the
converse is true. In case γ̃N ≤ γN , we have γN − γ̃N ≥ γN − γN,−ε, where the latter
is the spectral projection of T βNCR − r(x) corresponding to the interval (−ε, 0]. Hence
we have

0 ≥ Tr[(T βNCR − r(x))(γN − γ̃N )] ≥ Tr[(T βNCR − r(x))(γN − γN,−ε)]

≥ −εTr[γN − γN,−ε] ≥ −ε(δR3N + o(N)).

The other case, where γN ≤ γ̃N , is handled similarly. Here we get the bound

0 ≤ −Tr[(T βNCR − r(x))(γN − γ̃N )] ≤ Tr[[T βNCR − r(x)](γN,ε − γN )]

≤ εTr[γN,ε − γN ] ≤ ε(δR3N + o(N)).

In either case,
Tr[(T βNCR − r(x))(γN − γ̃N )] = o(N),

so combining with (A.60), we obtain Tr[T βNCR (γN− γ̃N )] = o(N), meaning that (A.59)
also holds for γ̃N , finishing the proof.

In the regimes where either βN → 0 or βN → ∞, we modify the proof above to
obtain similar results:

Lemma A.25. Let 0 ≤ ρ ∈ Cc(CR) be any function with
∫
R3 ρ(x) dx = 1.

(1) If βN → 0, then the sequence of density matrices γN given by the spectral
projections

γN := 1(−∞,0]

(
(σ · (−i~∇+ bA))2

CR
− cTFρ(x)

2
3
)

satisfies

lim
N→∞

1

N
Tr[(σ · (−i~∇+ bA))2γN ] =

3

5
cTF

∫
R3

ρ(x)
5
3 dx.

(2) If βN → ∞ and (A.6) holds, then the sequence of density matrices γN given
by the spectral projections

γN := 1(−∞,0]((σ · (−i~∇+ bA))2
CR
− 4π4ρ(x)2)

satisfies

lim
N→∞

1

N
Tr[(σ · (−i~∇+ bA))2γN ] =

4π4

3

∫
R3

ρ(x)3 dx.
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Moreover, in both cases we have

lim
N→∞

1

N
Tr[γN ] =

∫
R3

ρ(x) dx = 1,

and the densities 1
N ργN converge to ρ weakly in L1(R3) and in L5/3(R3). The same

conclusions also hold if γN is replaced by the projection γ̃N onto the N lowest eigen-
vectors of the operator used to define γN .

Proof. The proof of Lemma A.24 also holds mutatis mutandis for this lemma, and
we omit the details.

Using the trial states constructed above we can now show the upper bound on
the energy.

Proof of Proposition A.22.. Let 0 ≤ ρ ∈ Cc(R3) with
∫
ρ(x) dx = 1, and take γ̃N

as in either Lemma A.24 or Lemma A.25, depending on the sequence (βN ). Since
V ∈ L5/2

loc (R3) and ργ̃N is supported inside the box CR, we get by weak convergence
of 1

N ργ̃N that
1

N

∫
R3

V (x)ργ̃N (x) dx −→
∫
CR

V (x)ρ(x) dx

as N tends to infinity. By the Stone-Weierstrass theorem, we may approximate
w(x− y) in L

5
2 (C2

R) by a function of the form w0 =
∑k

j=1 gj⊗hj with gj , hj ∈ C(CR).
By a standard approximation argument we conclude that

1

N2

∫∫
R6

w(x− y)ργ̃N (x)ργ̃N (y) dx dy −→
∫∫

C2
R

w(x− y)ρ(x)ρ(y) dx dy.

Hence, continuing from (A.52) with γΨ = γ̃N , we find (for instance in the case where
βN → β ∈ (0,∞))

lim sup
N→∞

E(N, βN )

N
≤ EMTF

β (ρ).

If βN → 0, or βN →∞, we obtain analogous bounds by appealing to Lemma A.25.
This concludes the proof since the Thomas-Fermi ground state energy can be ob-
tained by minimizing over compactly supported, continuous functions, and ρ ∈
Cc(R3) is arbitrary.

A.4 Semi-classical measures

Having established the upper bound on the energy, we turn our attention towards
proving the lower bound. In order to do this, we will construct semi-classical measures
using coherent states, and see that these measures have some very nice properties
in the limit as the number of particles tends to infinity. Afterwards, a de Finetti
theorem may be applied to yield general information about the structure in the
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limit. The constructions in this section are only useful for dealing with the case
where βN → β > 0. In the case where βN → 0, it is more convenient to use the same
semi-classical measures as in [5]. This case is treated in Section A.6.

The first step is to diagonalize the three-dimensional magnetic Laplacian, i.e., we
consider

HA = (−i∇+A)2 = HA⊥ − ∂2
x3
, (A.63)

where A⊥(x1, x2) = 1
2(−x2, x1), and HA⊥ := (−i∇ + A⊥)2 acts on L2(R2). Letting

F2 denote the partial Fourier transform in the second variable on L2(R2), and T

the unitary operator on L2(R2) defined by (Tϕ)(x1, ξ) = ϕ(x1 + ξ, ξ), an elementary
calculation shows that

HA⊥e
i 1
2
x1x2F−1

2 T = ei
1
2
x1x2F−1

2 T
((
− d2

dx2
1

+ x2
1

)
⊗ 1L2(R)

)
. (A.64)

It is very well known that the harmonic oscillator admits an orthonormal basis of
eigenfunctions (fj)j≥0 for L2(R), with (− d2

dx2 + x2)fj = (2j + 1)fj and f0(x) =

π−
1
4 e−

1
2
x2
. In particular, equation (A.64) means for any j ≥ 0 and any normalized

Schwartz function v on R, that ei
1
2
x1x2F−1

2 T (fj ⊗ v) is a normalized eigenfunction
for HA⊥ with corresponding eigenvalue 2j + 1.

Suppose that ϕ is an eigenfunction for HA⊥ corresponding to 2j + 1. If we
scale the magnetic field and instead consider HBA⊥ = (−i∇ + BA⊥)2, and denote
x × y = x1y2 − x2y1 for x, y ∈ R2, we see for any fixed y ∈ R2 that ϕ̃y,B(x) :=√
Be−i

B
2
y×xuj(

√
B(x−y)) is an eigenfunction for HBA⊥ corresponding to the eigen-

value B(2j + 1).

A.4.1 Coherent states

Throughout this subsection, ~ and b will denote arbitrary positive numbers, that is,
the scaling relations (A.5) will not be needed. For f ∈ L2(R3) we denote by f~ the
function

f~(y) = ~−
3
4 f(~−

1
2 y).

Definition A.26. We fix a normalized f ∈ L2(R3), and for each j ∈ N0 we choose
any normalized eigenfunction ϕj in the j’th Landau level of HA⊥ . For fixed x ∈ R2,
u ∈ R3, p ∈ R, and ~, b > 0, we define functions ϕ~,b

x,j on R2 and f~,bx,u,p,j on R3 by

ϕ~,b
x,j(y⊥) = ~−

1
2 b

1
2 e−i

b
2~x×y⊥ϕj(~−

1
2 b

1
2 (y⊥ − x)), (A.65)

and
f~,bx,u,p,j(y) = ϕ~,b

x,j(y⊥)f~(y − u)ei
py3
~ , (A.66)

where y⊥ = (y1, y2) denotes the part of y orthogonal to the magnetic field.
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Note that ϕ~,b
x,j is an eigenfunction for the operator H~−1bA⊥ corresponding to the

eigenvalue ~−1b(2j + 1). Later we will put further assumptions on the function f ,
but for now it can be any normalized L2-function.

We will use (A.65) and (A.66) to build Landau level projections and some reso-
lutions of the identity. Recall that for any normalized function v ∈ L2(R) we have a
resolution of the identity

1

2π

∫
R2

|vx,p〉〈vx,p|dx dp = 1L2(R), (A.67)

where vx,p(y) = v(y − x)eipy, x, p ∈ R. We will use shortly that if u ∈ L2(R) is any
other function, then

1

2π

∫
R2

〈ψ, vx,p〉〈ux,p, ψ〉dx dp

=
1

2π

∫
R2

〈u, ψ−x,−p〉〈ψ−x,−p, v〉 dx dp = 〈u, v〉‖ψ‖2. (A.68)

Lemma A.27. Let Π
(2)
j denote the projection onto the j’th Landau level of the op-

erator H~−1bA⊥. We have that

b

2π~

∞∑
j=0

∫
R2

|ϕ~,b
x,j〉〈ϕ

~,b
x,j |dx = 1L2(R2), (A.69)

and
b

2π~

∫
R2

|ϕ~,b
x,j〉〈ϕ

~,b
x,j |dx = Π

(2)
j . (A.70)

Proof. For ϕ ∈ L2(R2) we denote ϕ̃x(y) = e−
i
2
x×yϕ(y − x), and recalling the iso-

morphism (A.64), we furthermore define a unitary operator U := T ∗F2e
−i 1

2
(·)1(·)2 .

Utilizing the usual properties of the Fourier transform, we have for any function ϕ
that

F2

[
e−

i
2

(·)1(·)2ϕ̃x
]
(y1, ξ)

= e−
i
2
x1x2F2

[
e−

i
2

((·)1+x1)((·)2−x2)ϕ( · − x)
]
(y1, ξ)

= e−
i
2
x1x2e−ix2ξF2

[
e−

i
2

((·)1+x1)(·)2ϕ(( · )1 − x1, ( · )2)
]
(y1, ξ)

= e−
i
2
x1x2e−ix2ξF2

[
e−

i
2

(·)1(·)2ϕ
]
(y1 − x1, ξ + x1),

and so
(Uϕ̃x)(y1, ξ) = e−

i
2
x1x2e−ix2ξ(Uϕ)(y1, ξ + x1). (A.71)

Introducing the parameter α := b/~ and denoting by Vα the unitary operator given by
(Vαψ)(y) :=

√
αψ(
√
αy), then ϕ~,b

x,j(y) = (Vαϕ
1,1√
αx,j

)(y). Since Uϕj is an eigenvector
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corresponding to the j’th eigenvalue of (− d2

dx2
1

+ x2
1)⊗ 1L2(R), we can write

Uϕj =
∞∑
k=1

ckfj ⊗ vk,

where (vk) is any orthonormal basis of L2(R), and
∑

k|ck|2 = 1. Combining this with
(A.71) and using (A.68), we obtain

b

2π~

∫
R2

∣∣〈ϕ~,b
−x,j , ψ

〉∣∣2 dx

=
α

2π

∫
R2

∣∣〈Uϕj(( · )1, ( · )2 −
√
αx1)ei

√
αx2(·)2 , UV ∗αψ

〉∣∣2 dx

=
1

2π

∫
R2

∑
`,k

c`ck
〈
fj ⊗ (v`)x1,x2 , UV

∗
αψ
〉〈
UV ∗αψ, fj ⊗ (vk)x1,x2

〉
dx

=
∑
`,k

c`ck
〈
UV ∗αψ, (|fj〉〈fj | ⊗ 〈v`, vk〉1L2(R))UV

∗
αψ
〉

=
〈
UV ∗αψ, (|fj〉〈fj | ⊗ 1L2(R))UV

∗
αψ
〉
.

This actually shows (A.70), since Π
(2)
j = VαU

∗(|fj〉〈fj | ⊗1L2(R))UV
∗
α by the unitary

equivalence (A.64). Summing over all j, we also get

b

2π~

∞∑
j=0

∫
R2

∣∣〈ϕ~,b
x,j , ψ

〉∣∣2 dx = ‖UV ∗αψ‖2 = ‖ψ‖2,

concluding the proof.

Definition A.28. Using the functions from (A.66), we define operators on L2(R3)

by

P ~,b
u,p,j :=

∫
R2

|f~,bx,u,p,j〉〈f
~,b
x,u,p,j |dx. (A.72)

Applying the lemma above and using (A.67), it is easy to show the following

Lemma A.29. The P ~,b
u,p,j yield a resolution of the identity on L2(R3), i.e.,

b

(2π~)2

∞∑
j=0

∫
R

∫
R3

P ~,b
u,p,j dudp = 1L2(R3).

Furthermore, P ~,b
u,p,j is a trace class operator with Tr(P ~,b

u,p,j) = 1.

Proof. Recall that for y ∈ R3 we denote by y⊥ = (y1, y2) ∈ R2 the coordinates of y
orthogonal to the magnetic field. Let ψ ∈ L2(R3) and define an auxiliary function

g~u,p(y⊥) :=
〈
f~(y⊥ − u⊥, · − u3)ei

p
~ (·), ψ(y⊥, · )

〉
L2(R)

=
√

2πF3

[
f~( · − u)ψ

](
y⊥,

p

~
)
, (A.73)
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with F3 being the partial Fourier transform in the third variable. Using Lemma A.27,
we calculate

〈ψ, P ~,b
u,p,jψ〉 =

∫
R2

∣∣〈f~,bx,u,p,j , ψ〉∣∣2 dx

=

∫
R2

∣∣〈ϕ~,b
x,j , g

~
u,p

〉∣∣2 dx =
2π~
b

〈
g~u,p,Π

(2)
j g~u,p

〉
, (A.74)

implying that

b

(2π~)2

∞∑
j=0

∫
R

∫
R3

〈
ψ, P ~,b

u,p,jψ
〉

du dp

=
1

2π~

∞∑
j=0

∫
R

∫
R3

〈
g~u,p,Π

(2)
j g~u,p

〉
du dp

=
1

~

∫
R

∫
R3

∫
R2

∣∣F3

[
f~( · − u)ψ

](
y⊥,

p

~
)∣∣2 dy⊥ dudp

=

∫
R3

∫
R3

|f~(y − u)ψ(y)|2 dy du = 〈ψ,ψ〉.

To calculate the trace of P ~,b
u,p,j , we take an arbitrary orthonormal basis (ψ`) of

L2(R3) and use the definition of the coherent states (A.65) and (A.66)

Tr(P ~,b
u,p,j) =

∞∑
`=1

〈
ψ`, P

~,b
u,p,jψ`

〉
=

∫
R2

∥∥f~,bx,u,p,j∥∥2

2
dx

=

∫
R2

∫
R3

b

~
|ϕj(~−

1
2 b

1
2 (y⊥ − x))|2|f~(y − u)|2 dy dx = 1.

A.4.2 Semi-classical measures on phase space

Let P±1 denote the projections onto the spin-up and spin-down components in C2,
that is,

P1 =

(
1 0

0 0

)
, P−1 =

(
0 0

0 1

)
.

We recall that the phase space is Ω = R3 × R × N0 × {±1}, and that we use the
notational convention (A.9). We define k-particle semi-classical measures as follows.

Definition A.30. For ΨN ∈
∧N L2(R3;C2) normalized and 1 ≤ k ≤ N , the k-

particle semi-classical measure on Ωk is the measure with density

m
(k)
f,ΨN

(ξ) =
N !

(N − k)!

〈
ΨN ,

( k⊗
`=1

P ~,b
u`,p`,j`

Ps`
)
⊗ 1N−kΨN

〉
L2(R3N ;C2N )

,

where 1N−k is the identity acting on the last N − k components of ΨN .
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The semi-classical measures have the following basic properties. The upper bound
in (A.75) below is a manifestation of the Pauli exclusion principle.

Lemma A.31. The function m(k)
f,ΨN

is symmetric on Ωk and satisfies

0 ≤ m(k)
f,ΨN

≤ 1, (A.75)

bk

(2π~)2k

∫
Ωk
m

(k)
f,ΨN

(ξ) dξ =
N !

(N − k)!
, (A.76)

and for k ≥ 2,
b

(2π~)2

∫
Ω
m

(k)
f,ΨN

(ξ1, . . . , ξk) dξk = (N − k + 1)m
(k−1)
f,ΨN

(ξ1, . . . , ξk−1). (A.77)

Proof. We will start out by proving (A.75), and we will concentrate on the case
k = 1, since the proof easily generalizes to k ≥ 2. Note that 0 ≤ m

(k)
f,ΨN

obviously
holds, as the P ~,b

u,p,j ’s are positive operators. Since P ~,b
u,p,j is trace class, we may write

P ~,b
u,p,j =

∑
k λk|ψk〉〈ψk|, where the ψk constitute an orthonormal basis of L2(R3), and∑

k λk = Tr(P ~,b
u,p,j) = 1. Note that for any ψ ∈ L2(R3) we can rewrite, as operators

acting on
∧N L2(R3;C2),

N(|ψ〉〈ψ|Ps ⊗ 1N−1) =

N∑
k=1

1k−1 ⊗ |ψ〉〈ψ|Ps ⊗ 1N−k,

where ( N∑
k=1

1k−1 ⊗ |ψ〉〈ψ|Ps ⊗ 1N−k
)2

=
N∑
k=1

1k−1 ⊗ |ψ〉〈ψ|Ps ⊗ 1N−k

+ 2
∑

1≤k<`≤N
1k−1 ⊗ |ψ〉〈ψ|Ps ⊗ 1`−k−1 ⊗ |ψ〉〈ψ|Ps ⊗ 1N−`.

Each term in the last sum acts as zero on anti-symmetric functions, implying for any
ψ ∈ L2(R3) that N |ψ〉〈ψ|Ps ⊗ 1N−1 is an orthogonal projection on

∧N L2(R3;C2).
We arrive at the conclusion that

m
(1)
f,ΨN

(u, p, j, s) =

∞∑
k=0

λkN
〈
ΨN , (|ψk〉〈ψk|Ps ⊗ 1N−1)ΨN

〉
≤ 1.

The result for general k follows by applying what we have just shown k times, so
(A.75) holds.

The compatibility relation (A.77) follows by applying Lemma A.29:
b

(2π~)2

∫
Ω
m

(k)
f,ΨN

(ξ1, . . . , ξk) dξk

=
N !

(N − k)!

∑
sk=±1

〈
ΨN ,

(k−1⊗
`=1

P ~,b
u`,p`,j`

Ps`
)
⊗ Psk ⊗ 1N−kΨN

〉
= (N − k + 1)m

(k−1)
f,ΨN

(ξ1, . . . , ξk−1).
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Finally, (A.76) is obtained by repeating this k − 1 more times.

The next two lemmas assert some particularly nice properties of the semi-classical
measures, which will prove to be of great importance later. The first one states that
the position densities of the measures are like the position densities (A.21) of the
wave function ΨN .

Lemma A.32 (Position densities). Let Ψ ∈
∧N L2(R3;C2) be any normalized

wave function, and suppose that that f is a real, L2-normalized and even function,
we have for 1 ≤ k ≤ N that

bk

(2π~)2k

∑
j∈(N0)k

∫
Rk
m

(k)
f,Ψ(u, p, j, s) dp = k!

(
ρ̃

(k)
Ψ ∗ (|f~|2)⊗k

)
(u, s), (A.78)

where the convolution in the right hand side is the ordinary position space convolution
in each spin component of ρ̃ (k)

Ψ .

Proof. For notational convenience we introduce an arbitrary Φ ∈ L2(R3N ). Think of
Φ as being one of the spin components of Ψ. Note first that

P ~,b
u1,p1,j1

⊗ · · · ⊗ P ~,b
uk,pk,jk

=

∫
R2k

|⊗k`=1f
~,b
x`,u`,p`,j`

〉〈⊗k`=1f
~,b
x`,u`,p`,j`

| dx,

and that for each fixed y ∈ R3(N−k) we have as in (A.73) that

〈
⊗k`=1f

~,b
x`,u`,p`,j`

,Φ( · , y)
〉
L2(R3k)

= (2π)
k
2
〈
⊗k`=1ϕ

~,b
x`,j`

,F⊗k3

[
(f~)⊗k( · − u)Φ( · , y)

]
( · , ~−

1
2 p)
〉
L2(R2k)

.

Combining these observations and using Lemma A.27, we get

1

(2π)k

∑
j∈(N0)k

∫
Rk

〈
Φ, (P ~,b

u1,p1,j1
⊗ · · · ⊗ P ~,b

uk,pk,jk
)⊗ 1N−kΦ

〉
dp

=
1

(2π)k

∑
j∈(N0)k

∫
Rk

∫
R3(N−k)

∫
R2k

∣∣〈⊗k`=1f
~,b
x`,u`,p`,j`

,Φ(·, y)
〉∣∣2 dx dy dp

=
(2π~)k

bk

∫
Rk

∫
R3(N−k)

∥∥F⊗k3

[
(f~)⊗k( · − u)Φ( · , y)

]
( · , ~−

1
2 p)
∥∥2

L2(R2k)
dy dp

=
(2π)k~2k

bk

∫
R3(N−k)

∥∥(f~)⊗k( · − u)Φ( · , y)
∥∥2

L2(R3k)
dy.
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Applying this to Ψ and using that f is even, we obtain

∑
j∈(N0)k

∫
Rk
m

(k)
f,Ψ(u, p, j, s) dp

=
∑

r∈{±1}N

∑
j∈(N0)k

∫
Rk

N !

(N − k)!

〈
Ψ( · ; r),

(k−1⊗
`=1

P ~,b
u`,p`,j`

Ps`
)

Ψ( · ; r)
〉

dp

=
(2π~)2kN !

bk(N − k)!

∑
r∈{±1}N−k

∫
R3(N−k)

∥∥(f~)⊗k( · − u)Ψ( · , y; s, r)
∥∥2

L2(R3k)
dy

=
(2π~)2k

bk
k!
(
ρ̃

(k)
Ψ ∗ (|f~|2)⊗k

)
(u, s),

concluding the proof.

Lemma A.33 (Kinetic energy). Let Ψ ∈
∧N L2(R3;C2) be normalized, and sup-

pose that f ∈ C∞c (R3) is real-valued, L2-normalized and even. Then we have

〈
Ψ,

N∑
j=1

(σ · (−i~∇j + bA(xj)))
2Ψ
〉

= −~N
∫
R3

(∇f(u))2 du

+
b

(2π~)2

∑
s=±1

∞∑
j=0

∫
R

∫
R3

(p2 + ~b(2j + 1 + s))m
(1)
f,Ψ(u, p, j, s) dudp. (A.79)

Proof. The assumption that f is both smooth and compactly supported is far from
optimal, but it will be sufficient for our purposes. The assertion of the lemma will
hold as long as f~ satisfies the following version of the IMS localization formula [20,
equation (3.18)]

〈
ψ, f~(−i~∇+ bA)2f~ψ

〉
=
〈
ψ, (f~)2(−i~∇+ bA)2ψ

〉
+ ~2

〈
ψ, (∇f~)2ψ

〉
(A.80)

for any ψ in the domain of (−i~∇ + bA)2. Since f is normalized, the IMS formula
yields

〈
ψ, (−i~∇+ bA)2ψ

〉
=

∫
R3

〈
ψ, f~( · − u)2(−i~∇+ bA)2ψ

〉
du

=

∫
R3

〈
ψ, f~( · − u)(−i~∇+ bA)2f~(· − u)ψ

〉
du

− ~‖ψ‖22
∫
R3

(∇f(u))2 du. (A.81)
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Returning to the semi-classical measures, note by (A.73) and (A.74) that

b

(2π~)2

∞∑
j=0

∫
R

∫
R3

p2
〈
ψ, P ~,b

u,p,jψ
〉

dudp =
1

2π~

∫
R

∫
R3

p2
〈
g~u,p, g

~
u,p

〉
dudp

=
1

~

∫
R

∫
R3

∫
R2

p2
∣∣F3

[
f~( · − u)ψ

]
(y, ~−1p)

∣∣2 dy dudp

= ~2

∫
R

∫
R3

∫
R2

∣∣F3

[
∂2

3(f~( · − u)ψ)
]
(y, p)

∣∣2 dy dudp

=

∫
R3

〈
f~( · − u)ψ,−~2∂2

3(f~( · − u)ψ)
〉

du.

Similarly, also using (A.73) and (A.74), and recalling (A.63), we get

b

(2π~)2

∞∑
j=0

∫
R

∫
R3

~b(2j + 1)
〈
ψ, P ~,b

u,p,jψ
〉

dudp

=
~

2π

∞∑
j=0

∫
R

∫
R3

〈
g~u,p, H~−1bA⊥Π

(2)
j g~u,p

〉
dudp

=
~

2π

∫
R

∫
R3

〈
g~u,p, H~−1bA⊥g

~
u,p

〉
dudp

=

∫
R3

〈
f~( · − u)ψ, ~2(H~−1bA⊥ ⊗ 1L2(R))(f

~( · − u)ψ)
〉

du.

Since (−i~∇+ bA)2 = ~2(H~−1bA⊥ − ∂2
3), combining these with (A.81) yields

〈
ψ, (−i~∇+ bA)2ψ

〉
= −~‖ψ‖22

∫
R3

(∇f(u))2 du

+
b

(2π~)2

∞∑
j=0

∫
R

∫
R3

(p2 + ~b(2j + 1))
〈
ψ, P ~,b

u,p,jψ
〉

dudp.

Now, since (σ ·(−i~∇+bA))2 = (−i~∇+bA)21C2 +~bσ3, we get for Φ ∈ L2(R3;C2),〈
Φ, (σ · (−i~∇+ bA))2Φ

〉
=

b

(2π~)2

∞∑
j=0

∫
R

∫
R3

(p2 + ~b(2j + 1))
〈
Φ, P ~,b

u,p,j1C2Φ
〉

+ ~b
〈
Φ, P ~,b

u,p,jσ3Φ
〉

dudp

− ~‖Φ‖2L2(R3;C2)

∫
R3

(∇f(u))2 du

=
b

(2π~)2

∑
s=±1

∞∑
j=0

∫
R

∫
R3

(p2 + ~b(2j + 1 + s))
〈
Φ, P ~,b

u,p,jPsΦ
〉

dudp

− ~‖Φ‖2L2(R3;C2)

∫
R3

(∇f(u))2 du.
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Applying this to the first component of the wave function Ψ while keeping all other
variables fixed, we finally obtain〈

Ψ,

N∑
j=1

(σ · (−i~∇j + bA(xj)))
2Ψ
〉

= N

∫
(R3×{±1})N−1

〈
Ψ( · , z), (σ · (−i~∇+ bA))2Ψ( · , z)

〉
L2(R3;C2)

dz

=
b

(2π~)2

∑
s=±1

∞∑
j=0

∫
R

∫
R3

(p2 + ~b(2j + 1 + s))N
〈
Ψ, P ~,b

u,p,jPsΨ
〉

dudp

− ~N
∫
R3

(∇f(u))2 du,

finishing the proof.

A.4.3 Limiting measures, strong magnetic fields

We now fix a real-valued, even and normalized function f ∈ L2(R3), along with a
sequence (ΨN )N≥1 of normalized functions with ΨN ∈

∧N L2(R3;C2) for each N .
We investigate the measures m(k)

f,ΨN
in the limit as N tends to infinity, when βN is

a sequence with βN → β, 0 < β ≤ ∞. This corresponds to the regime where the
distance between the Landau bands of the Pauli operator remains bounded from
below.

Lemma A.34. For each k ≥ 1 there is a symmetric function m
(k)
f ∈ L1(Ωk) ∩

L∞(Ωk) with 0 ≤ m
(k)
f ≤ 1 such that, along a common (not displayed) subsequence

in N , ∫
Ωk
m

(k)
f,ΨN

(ξ)ϕ(ξ) dξ −→
∫

Ωk
m

(k)
f (ξ)ϕ(ξ) dξ (A.82)

for all ϕ ∈ L1(Ωk) + L∞ε (Ωk), as N tends to infinity.

The proof of this lemma is a standard exercise in functional analysis, using the
boundedness of the sequence (m

(k)
f,ΨN

)N≥k both in L1(Ωk) and in L∞(Ωk), and we
leave the details to the reader.

If the sequence of measures (m
(k)
f,ΨN

)N≥k is tight, that is, if

lim
R→∞

lim sup
N→∞

∫
|ξ1|+···+|ξk|≥R

m
(k)
f,ΨN

(ξ) dξ = 0.

then all the properties of the measures in Lemma A.31 carry over to the limit, and
the weak convergence in Lemma A.34 is strengthened. We collect these observations
in the lemma below, but the proof (which is elementary) will be omitted. The key
ingredient for the proof is the fact that∫

|ξ|≤R
m

(k)
f,ΨN

(ξ) dξ
R→∞−−−−→

∫
Ωk
m

(k)
f,ΨN

(ξ) dξ =
(2π~)2k

bk
N !

(N − k)!



58 Paper A

uniformly in N as R tends to infinity, whenever (m
(k)
f,ΨN

)N≥k is tight.

Lemma A.35. Suppose that (m
(1)
f,ΨN

)N∈N is a tight sequence. Then we have

(1) (m
(k)
f,ΨN

)N≥k is also tight for each k ≥ 1.

(2) The limit measures m(k)
f are probability measures. More precisely,

1

(2π)2k

βk

(1 + β)k

∫
Ωk
m

(k)
f (ξ) dξ = 1. (A.83)

(3) The compatibility relation (A.77) is preserved in the limit, that is, for k ≥ 2

and almost every ξ ∈ Ωk−1,

1

(2π)2

β

1 + β

∫
Ω
m

(k)
f (ξ, ξk) dξk = m

(k−1)
f (ξ). (A.84)

(4) The convergence in (A.82) holds on all of L1(Ωk) + L∞(Ωk).

We now formulate the de Finetti theorem which serves as the main abstract tool
in our proof of the lower bound of the energy in Theorem A.5. The version of the
theorem below is essentially [5, Theorem 2.6] For some additional details, see e.g.
[24].

Theorem A.36 (de Finetti). Let M ⊆ Ω be a locally compact subset, and m(k) ∈
L1(Mk) a family of symmetric positive densities satisfying for some c > 0 and all
k ≥ 1 that 0 ≤ m(k) ≤ 1, and

c

∫
M
m(k)(ξ1, . . . , ξk) dξk = m(k−1)(ξ1, . . . , ξk−1)

with m(0) = 1. Then there exists a unique Borel probability measure P on the set

S =
{
µ ∈ L1(M)

∣∣ 0 ≤ µ ≤ 1, c

∫
M
µ(ξ) dξ = 1

}
such that for all k ≥ 1, in the sense of measures,

m(k) =

∫
S
µ⊗k dP(µ). (A.85)

A.5 Lower energy bounds, strong fields

Throughout this section we suppose that the potentials V and w satisfy the as-
sumptions of Theorem A.5, and that (βN ) is a sequence satisfying βN → β with
0 < β ≤ ∞ and (A.6). We further assume that the auxiliary function f is smooth
and compactly supported.
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Lemma A.37. Suppose that ΨN ∈
∧N L2(R3;C2) is a sequence satisfying the en-

ergy bound 〈ΨN , HN,βNΨN 〉 ≤ CN . Then the corresponding semi-classical measures
(m

(k)
f,ΨN

)N≥k are tight.

Proof. The proof is straightforward, and we only outline it. One first uses the energy
bound combined with (A.6) and the Lieb-Thirring bound (A.32) to conclude that
1
N ρ̃

(1)
ΨN

is a tight sequence. It is essential at this point that V is a confining potential.
Then, applying Lemma A.32 and the fact that f is well localized, it follows that
(m

(1)
f,ΨN

)N≥1 is tight in the position variable.
On the other hand, using (A.32) to bound the kinetic energy and then combin-

ing with the expression for the kinetic energy from Lemma A.33, it follows that
(m

(1)
f,ΨN

)N≥1 is also tight in the momentum variables (p, j) ∈ R × N0. Now by
Lemma A.35, the sequences (m

(k)
f,ΨN

)N≥k are all tight for k ≥ 1.

We once again remind the reader of the notational convention (A.9).

Proposition A.38 (Convergence of states). Let ΨN ∈
∧N L2(R3;C2) be a se-

quence satisfying the energy bound 〈ΨN , HN,βNΨN 〉 ≤ CN . Then there exist a sub-
sequence (N`) ⊆ N and a unique Borel probability measure P on the set

S =
{
µ ∈ L1(Ω)

∣∣ 0 ≤ µ ≤ 1,
1

(2π)2

β

1 + β

∫
Ω
µ(ξ) dξ = 1

}
,

such that for each k ≥ 1 the following holds:

(1) For all ϕ ∈ L1(Ωk) + L∞(Ωk),∫
Ωk
m

(k)
f,ΨN`

(ξ)ϕ(ξ) dξ −→
∫
S

(∫
Ωk
µ⊗k(ξ)ϕ(ξ) dξ

)
dP(µ). (A.86)

as ` tends to infinity.

(2) For U ∈ L5/2(R3 × {±1}) + L∞(R3 × {±1}) if k = 1, and for any bounded
and uniformly continuous function U on (R3 × {±1})k if k ≥ 2, as ` tends to
infinity,

k!

Nk
`

∑
s∈{±1}k

∫
R3k

ρ̃
(k)
ΨN`

(x, s)U(x, s) dx

−→
∫
S

( ∑
s∈{±1}k

∫
R3k

ρ⊗kµ (x, s)U(x, s) dx
)

dP(µ), (A.87)

where ρµ is the position density

ρµ(x, s) =
1

(2π)2

β

1 + β

∞∑
j=0

∫
R
µ(x, p, j, s) dp.
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Proof. Consider the subsequence (N`) along with the limit measures (m
(k)
f ) from

Lemma A.34. Throughout the proof, we will suppress the subsequence from the
notation. By Lemma A.37, the measures (m

(k)
f,ΨN

)N≥k are tight, the limit measures
are ensured by Lemma A.35 to satisfy the compatibility relation

c

∫
Ω
m

(k)
f (ξ1, . . . , ξk) dξk = m

(k−1)
f (ξ1, . . . , ξk−1),

with c = 1
(2π)2

β
1+β . Hence by the de Finetti Theorem A.36 we have a unique Borel

probability measure P on S such that

m
(k)
f =

∫
S
µ⊗k dP(µ).

It follows that (A.86) holds, since∫
Ωk
m

(k)
f (ξ)ϕ(ξ) dξ =

∫
S

(∫
Ωk
µ⊗k(ξ)ϕ(ξ) dξ

)
dP(µ)

for each ϕ ∈ L1(Ωk) + L∞(Ωk), by definition of the measure
∫
S µ
⊗k dP(µ).

Now, if U is a bounded function on (R3 × {±1})k, we define ϕ ∈ L∞(Ωk) by
ϕ(x, p, j, s) := U(x, s). Then by (A.86) we have as N tends to infinity,∑

s∈{±1}k

∫
R3k

ρ
m

(k)
f,ΨN

(x, s)U(x, s) dx

−→ 1

(2π)2k

βk

(1 + β)k

∫
S

(∫
Ωk
µ⊗k(ξ)ϕ(ξ) dξ

)
dP(µ)

=

∫
S

( ∑
s∈{±1}k

∫
R3k

ρ⊗kµ (x, s)U(x, s) dx
)

dP(µ), (A.88)

so in order to show (A.87) it suffices to see that k!
Nk ρ̃

(k)
ΨN

has the same weak limit
as ρ

m
(k)
f,ΨN

on the set of bounded, uniformly continuous functions on (R3 × {±1})k.
However, by Lemma A.32,

ρ
m

(k)
f,ΨN

(x, s) =
βk

(1 + β)k
~2kNk

bk
k!

Nk

(
ρ̃

(k)
ΨN
∗ (|f~|2)⊗k

)
(x, s),

where βk

(1+β)k
~2kNk

bk
→ 1 when N → ∞, so it suffices to show that k!

Nk ρ̃
(k)
ΨN

and
k!
Nk ρ̃

(k)
ΨN
∗ (|f~|2)⊗k have the same weak limit. However, this follows easily from the

boundedness of k!
Nk ρ̃

(k)
ΨN

in L1((R3 × {±1})k), and from the fact that lim~→0‖U −
U ∗ (|f~|2)⊗k‖∞ = 0 whenever U is a uniformly continuous and bounded function on
(R3 × {±1})k.

For k = 1 we appeal to Lemma A.13 and the tightness of 1
N ρ̃

(1)
ΨN

to obtain
convergence for test functions U ∈ L5/2(R3 × {±1}) + L∞(R3 × {±1}).
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In the case where βN →∞ we can further refine the assertions of Proposition A.38
above.

Corollary A.39 (Convergence of states, strong field regime). Suppose that
(βN ) satisfies βN →∞ and (A.6), and that ΨN ∈

∧N L2(R3;C2) is a sequence sat-
isfying the energy bound 〈ΨN , HN,βNΨN 〉 ≤ CN . Then the measure P from Propo-
sition A.38 is supported on the set

S̃ =
{
µ ∈ L1(R3 × R)

∣∣ 0 ≤ µ ≤ 1,
1

(2π)2

∫∫
R3×R

µ(x, p) dx dp = 1
}
,

where each µ̃ ∈ S̃ is identified with a density µ ∈ S by

µ(x, p, j, s) =

{
µ̃(x, p), if j = 0 and s = −1,

0, otherwise,

and for each k ≥ 1 the following holds:

(1) For all ϕ ∈ L1(Ωk) + L∞(Ωk), as ` tends to infinity,∫
Ωk
m

(k)
f,ΨN`

(ξ)ϕ(ξ) dξ

−→
∫
S̃

(∫
R4k

µ⊗k(x, p)ϕ(x, p, 0×k, (−1)×k) dx dp
)

dP(µ), (A.89)

where 0×k and (−1)×k are the k-dimensional vectors whose entries are all equal
to 0 and −1, respectively.

(2) For U ∈ L5/2(R3 × {±1}) + L∞(R3 × {±1}) if k = 1, and for any bounded
and uniformly continuous function U on (R3 × {±1})k if k ≥ 2, as ` tends to
infinity,

k!

Nk
`

∑
s∈{±1}k

∫
R3k

ρ̃
(k)
ΨN`

(x, s)U(x, s) dx

−→
∫
S̃

(∫
R3k

ρ⊗kµ (x)U(x, (−1)×k) dx
)

dP(µ), (A.90)

where
ρµ(x) =

1

(2π)2

∫
R
µ(x, p) dp.

Proof. Using that ~b→∞ since βN →∞, along with the expression for the kinetic
energy in Lemma A.33, the Lieb-Thirring bound (A.32), and the energy bound from
the assumptions, we obtain in particular for any n ∈ N that∑

s=±1

n∑
j=0

∫
R3

∫
R

(j + 1 + s)m
(1)
f (x, p, j, s) dp dx

= lim
N→∞

∑
s=±1

n∑
j=0

∫
R3

∫
R

(j + 1 + s)m
(1)
f,ΨN

(x, p, j, s) dp dx = 0
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implying that m(1)
f (x, p, j, s) = 0 unless j = 0 and s = −1. It follows that∫
S

(∫
R3×R×{0}×{−1}

µ(ξ) dξ
)

dP(µ)

=

∫
Ω
m

(1)
f (ξ) dξ =

∫
S

(∫
Ω
µ(ξ) dξ

)
dP(µ),

so for P-almost every µ ∈ S, we have∫
R3×R×{0}×{−1}

µ(ξ) dξ =

∫
Ω
µ(ξ) dξ,

and hence P is supported on S̃. The rest of the corollary follows directly from Lemma
A.38.

We now finally have the tools to give a proof of the lower bounds in Theorem A.5
in the case when βN → β ∈ (0,∞]. The proof will be split into a few lemmas, each
giving a lower bound on part of the energy. Note that if ΨN ∈

∧N L2(R3;C2) is a
sequence of fermionic wave functions satisfying 〈ΨN , HN,βNΨN 〉 = E(N, βN )+o(N),
then by the upper energy bound of Proposition A.22 we have 〈ΨN , HN,βNΨN 〉 ≤ CN ,
so that Proposition A.38 and Corollary A.39 are applicable.

Lemma A.40. Suppose that the assumptions in Theorem A.5 are satisfied, and that
we have a sequence ΨN ∈

∧N L2(R3;C2) with 〈ΨN , HN,βNΨN 〉 = E(N, βN ) + o(N).

(1) If βN → β ∈ (0,∞), then, with S as in Proposition A.38,

C ≥ lim inf
N→∞

〈
ΨN ,

1

N

N∑
j=1

(σ · (−i~∇+ bA(xj)))
2ΨN

〉
≥ 1

(2π)2

β

1 + β

∫
S

(∫
Ω

(p2 + kβ(2j + 1 + s))µ(ξ) dξ
)

dP(µ). (A.91)

(2) If βN →∞, then, with S̃ as in Corollary A.39,

C ≥ lim inf
N→∞

〈
ΨN ,

1

N

N∑
j=1

(σ · (−i~∇+ bA(xj)))
2ΨN

〉
≥ 1

(2π)2

∫
S̃

(∫
R3×R

p2µ(x, p) dp dx
)

dP(µ). (A.92)

Proof. Suppose first that βN → β < ∞. By Lemma A.11 the kinetic energy per
particle is bounded, so applying Lemma A.33 and Proposition A.38 we obtain for
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any positive R,

C ≥ lim inf
N→∞

〈
ΨN ,

1

N

N∑
j=1

(σ · (−i~∇+ bA(xj)))
2ΨN

〉
≥ lim inf

N→∞

1

(2π)2

b

~2N

∫
|u|+|p|+j≤R

(p2 + ~b(2j + 1 + s))m
(1)
f,ΨN

(ξ) dξ

=
1

(2π)2

β

1 + β

∫
S

(∫
|u|+|p|+j≤R

(p2 + kβ(2j + 1 + s))µ(ξ) dξ
)

dP(µ).

Taking R→∞, monotone convergence implies (A.91).
The bound (A.92) follows in exactly the same way by simply discarding the term

~b(2j + 1 + s) in the integrand above, and applying Corollary A.39.

Lemma A.41. Suppose that (βN ) satisfies (A.6) and βN → β ∈ (0,∞]. With
the assumptions in Theorem A.5 and a sequence ΨN ∈

∧N L2(R3;C2) satisfying
〈ΨN , HN,βNΨN 〉 = E(N, βN ) + o(N), we have

lim inf
N→∞

〈
ΨN ,

1

N

N∑
j=1

V (xj)ΨN

〉
≥
∫
S

(∫
R3

V (x)ρµ(x) dx
)

dP(µ), (A.93)

and

lim
N→∞

〈
ΨN ,

1

N2

∑
1≤j<k≤N

w(xj − xk)ΨN

〉
=

1

2

∫
S

(∫
R6

w(x− y)ρµ(x)ρµ(y) dx dy
)

dP(µ). (A.94)

Proof. By Lemma A.11 the potential energy per particle is bounded, so for R > 0

large enough we have by the weak convergence of 1
N ρ

(1)
ΨN

in L5/2(R3) that

C ≥ lim inf
N→∞

〈
ΨN ,

1

N

N∑
j=1

V (xj)ΨN

〉
≥ lim inf

N→∞

1

N

∫
|x|≤R

V (x)ρ
(1)
ΨN

(x) dx =

∫
S

(∫
|x|≤R

V (x)ρµ(x) dx
)

dP(µ).

Taking R→∞ yields (A.93) by the monotone convergence theorem.
For the interaction part, write w = w1 + w2 ∈ L3/2(R3) ∩ L5/2(R3) + L∞ε (R3)

and approximate w1 in L3/2(R3) and L5/2(R3) by some w0 ∈ Cc(R3). By the Lieb-
Thirring estimate (A.33), we have∣∣∣〈ΨN ,

1

N2

N∑
j<k

(
w − w0

)
(xj − xk)ΨN

〉∣∣∣
=

1

N2

∣∣∣∫∫
R6

(
w − w0

)
(x− y)ρ

(2)
ΨN

(x, y) dx dy
∣∣∣

≤ C(‖w1 − w0‖ 3
2

+ ‖w1 − w0‖ 5
2

+ ‖w2‖∞). (A.95)
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Note that by the bathtub principle (Lemmas A.15 and A.18) and the upper bound
on kinetic energy Lemma A.40 it follows that either∫

S

(∫
R3

τβ(ρµ(x)) dx
)

dP(µ)

≤ 1

(2π)2

β

1 + β

∫
S

(∫
Ω

(p2 + kβ(2j + 1 + s))µ(ξ) dξ
)

dP(µ) <∞,

or

4π4

3

∫
S̃

(∫
R3

ρµ(x)3 dx
)

dP(µ) ≤ 1

(2π)2

∫
S̃

(∫∫
R3×R

p2µ(x, p) dp dx
)

dP(µ) <∞,

depending on the sequence (βN ). Applying either the bound (A.15) or Markov’s
inequality leads to the conclusion that∫

S
‖ρµ‖ 5

3
dP(µ) <∞.

Hence we can use Young’s inequality to obtain∣∣∣∫
S

(∫
R6

(
w − w0

)
(x− y)ρµ(x)ρµ(y) dx dy

)
dP(µ)

∣∣∣
≤
∫
S
‖w1 − w0‖ 5

2
‖ρµ‖ 5

3
+ ‖w2‖∞ dP(µ) <∞.

This bound together with (A.95) implies that it suffices to show (A.94) for w ∈
Cc(R3). However, the convergence holds in this case by Proposition A.38 and Corol-
lary A.39, since the function (x, y) 7→ w(x−y) is bounded and uniformly continuous
on R3 × R3.

Proof of Theorem A.5 (and Theorem A.6) for strong fields. Assume first that βN →
β ∈ (0,∞). It follows from Lemmas A.40 and A.41 that for any sequence ΨN ∈∧N L2(R3;C2) satisfying 〈ΨN , HN,βNΨN 〉 = E(N, βN ) + o(N), then along the sub-
sequence N` from Proposition A.38,

lim inf
`→∞

〈ΨN` , HN`,βN`
ΨN`〉

N`
≥
∫
S
EVla
β (µ) dP(µ) ≥ EMTF(β),

where the last inequality follows from Lemma A.15 and the fact that P is a probability
measure. Assume for the sake of contradiction that EMTF(β) > lim infN

E(N,βN )
N , and

take a sequence Mk ∈ N satisfying

lim
k→∞

E(Mk, βMk
)

Mk
= lim inf

N

E(N, βN )

N
.

Since we might as well have proven Lemma A.34 and Proposition A.38 starting from
this sequence, we may assume that N` is a subsequence of Mk. Hence

EMTF(β) > lim inf
N→∞

E(N, βN )

N
= lim inf

`→∞

〈ΨN` , HN`,βN`
ΨN`〉

N`
≥ EMTF(β),
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which is absurd, so we must have equality everywhere (using the already proven
upper energy bound in Proposition A.22), concluding the proof of Theorem A.5 for
0 < β <∞. In particular, we also have∫

S
EVla
β (µ)− EMTF(β) dP(µ) = 0,

so P is supported on the set of minimizers of the Vlasov energy functional. Hence P

induces a probability measure on the set of minimizers of the magnetic Thomas-Fermi
functional, completing the proof of the first part of Theorem A.6.

In the case where (βN ) satisfies βN →∞ and (A.6), we apply the same argument,
obtaining

ESTF ≥ lim inf
N→∞

〈ΨN , HN,βNΨN 〉
N

≥
∫
S̃
EVla
∞ (µ) dP(µ) ≥ ESTF.

In this case P induces a measure on the set of minimizers of the strong Thomas-
Fermi functional, completing the proof of Theorem A.6, except for the case when
βN → 0.

A.6 Lower energy bounds, weak fields

Here we consider the case where βN → 0 as N → ∞. Again, suppose that V and
w satisfy the assumptions of Theorem A.5, and let f ∈ C∞c (R3) be a real-valued,
even and L2-normalized function. Since the distance between the Landau bands of
(σ · (−i~∇+ bA(x)))2 is 2~b, and βN → 0 is equivalent to ~b = βN (1+βN )−2/5 → 0,
we can argue without diagonalising the magnetic Laplacian as in the beginning of
Section A.4. In other words, we get the usual phase space R3 × R3 × {±1}.

This means that we can follow [5] in our construction of the semi-classical mea-
sures, but we do, however, need a slight rescaling. In addition to ~ > 0, we also
introduce an auxiliary parameter α > 0 and put

f~,αx,p (y) = (~α)−
3
4 f
(y − x√

~α

)
ei
p·y
~ ,

and we further define f~α = f~,α0,0 and g~,α = F~[f~α]. Then we have a resolution of
the identity

1

(2π~)3

∫∫
R3×R3

|f~,αx,p 〉〈f~,αx,p |dx dp = 1L2(R3).

Now, denoting P ~,α
x,p = |f~,αx,p 〉〈f~,αx,p |1C2 , we define the k-particle semi-classical mea-

sures

m
(k)
f,ΨN

(x, p, s) =
N !

(N − k)!

〈
ΨN ,

( k⊗
`=1

P ~,α
x`,p`
Ps`
)
⊗ 1N−kΨN

〉
L2(R3N ;C2N )

,
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where ΨN ∈
∧N L2(R3;C2) is any wave function. The parameter α is arbitrary for

now, but later we will settle on a specific choice, see (A.101) below. Going through
the proofs of Lemmas 2.2, 2.4 and 2.5 in [5] we get the same properties of the semi-
classical measures as before:

Lemma A.42. The function m(k)
f,ΨN

is symmetric on (R3×R3×{±1})k and satisfies

0 ≤ m(k)
f,ΨN

≤ 1, (A.96)

1

(2π~)3k

∑
s∈{±1}k

∫∫
R3k×R3k

m
(k)
f,ΨN

(x, p, s) dx dp =
N !

(N − k)!
, (A.97)

and for k ≥ 2,

1

(2π~)3

∑
sk=±1

∫∫
R3×R3

m
(k)
f,ΨN

(x1, p1, s1, . . . , xk, pk, sk) dxk dpk

= (N − k + 1)m
(k−1)
f,ΨN

(x1, p1, s1, . . . , xk−1, pk−1, sk−1). (A.98)

Lemma A.43 (Position densities). Supposing that f is real, L2-normalized and
even, we have for 1 ≤ k ≤ N and any normalized ΨN that

1

(2π~)3k

∫
R3k

m
(k)
f,ΨN

(x, p, s) dp = k!(ρ̃
(k)
ΨN
∗ (|f~α|2)⊗k)(x, s). (A.99)

Lemma A.44 (Kinetic energy). Suppose that ΨN ∈
∧N H1

~b−1A(R3) is normalized
in L2 and satisfies AΨN ∈ L2(R3;R3), and that f ∈ C∞c (R3) is real-valued, L2-
normalised and even. Then we have〈

ΨN ,
N∑
j=1

(σ · (−i~∇j + bA(xj)))
2ΨN

〉
=

1

(2π~)3

∑
s=±1

∫∫
R6

|p+ bA(x)|2m(1)
f,ΨN

(x, p, s) dx dp

+ ~bN
〈
ΨN , σ3ΨN

〉
− ~
α
N

∫
|∇f |2

+ 2bRe
〈

ΨN ,
N∑
j=1

(
A−A ∗ |f~α|2

)
(xj) · (−i~∇j)ΨN

〉

+ b2
〈

ΨN ,

N∑
j=1

(
|A|2 − |A|2 ∗ |f~α|2

)
(xj)ΨN

〉
. (A.100)

Lemma A.45 (Estimation of error terms). With our specific choice of magnetic
potential, A(x) = 1

2(−x2, x1, 0), we have〈
ΨN ,

N∑
j=1

(
A−A ∗ |f~α|2

)
(xj) · (−i~∇j)ΨN

〉
= 0,
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and ∣∣∣〈ΨN ,

N∑
j=1

(
|A|2 − |A|2 ∗ |f~α|2

)
(xj)ΨN

〉∣∣∣ ≤ CN~α.

Proof. By direct computation,

|A|2(x)− |A|2(y)−∇|A|2(x) · (x− y) = −1

4
(x⊥ − y⊥)2,

implying for any x ∈ R3, since f is even, that∣∣|A|2(x)− |A|2 ∗ |f~α|2(x)
∣∣

=
∣∣∣∫ (|A|2(x)− |A|2(y))|f~α(x− y)|2 dy

∣∣∣
=
∣∣∣∫ (∇|A|2(x) · (x− y)− 1

4
(x⊥ − y⊥)2)|f~α(x− y)|2 dy

∣∣∣
=

1

4

∫
y2
⊥|f~α(y)|2 dy = C~α.

On the other hand, since A is linear and f is even,

A(x)−A ∗ |f~α|2(x) =

∫
(A(x)−A(y))|f~α(x− y)|2 dy

=

∫
A(y)|f~α(y)|2 dy = 0,

so the error term in (A.100) involving A − A ∗ |f~α|2 is simply not present in our
case.

At this point, we need to distinguish two cases, depending on how fast the pa-
rameter βN tends to zero. If b = N1/3βN (1+βN )−3/5 is bounded from above, we can
take α = 1. If, on the other hand, βN goes to zero slowly enough such that b→∞,
we instead take α = b−1. Then all the error terms in (A.100) will be of order at most
~b, and furthermore ~α→ 0, so |f~α|2 is still an approximate identity. For the sake
of brevity we will treat both cases simultaneously by choosing

α = (1 + b)−1. (A.101)

By combining Lemmas A.44 and A.45 we have, since also ~α−1 → 0,

〈
ΨN ,

N∑
j=1

(σ · (−i~∇j + bA(xj)))
2ΨN

〉
=

1

(2π~)3

∑
s=±1

∫∫
R6

|p+ bA(x)|2m(1)
f,ΨN

(x, p, s) dx dp+ o(N). (A.102)
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When b is unbounded, a slight complication arises from the fact that we cannot
obtain tightness in the momentum variables of the semi-classical measures, due to
the presence of bA(x) in the above approximation. We can, however, circumvent this
by doing a simple translation in the momentum variables. Note that doing this will
not change the position densities of the measures.

For x ∈ R3k we denote Ã(x) = (A(x1), . . . , A(xk)) and define

m̃
(k)
N (x, p, s) = m

(k)
f,ΨN

(x, p− bÃ(x), s).

Then the family of sequences (m̃
(k)
N )N≥k still satisfies Lemmas A.42 and A.43, and

in exactly the same way as in Lemma A.34, we obtain (symmetric) weak limits
m̃(k) ∈ L1((R6 × {±1})k) ∩ L∞((R6 × {±1})k) with 0 ≤ m̃(k) ≤ 1 such that

∑
s∈{±1}k

∫
R6k

m̃
(k)
N (x, p, s)ϕ(x, p, s) dx dp

−→
∑

s∈{±1}k

∫
R6k

m̃(k)(x, p, s)ϕ(x, p, s) dx dp (A.103)

for all ϕ ∈ L1((R6 × {±1})k) + L∞ε ((R6 × {±1})k), as N tends to infinity.

Lemma A.46. Suppose that ΨN ∈
∧N L2(R3;C2) is a sequence satisfying the energy

bound 〈ΨN , HN,βNΨN 〉 ≤ CN . Then we have

(1) The sequence (m̃
(k)
N )N≥k is tight for each k ≥ 1.

(2) The limit measures m̃(k) are probability measures, i.e.,

1

(2π)3k

∑
s∈{±1}k

∫∫
R3k×R3k

m̃(k)(x, p, s) dx dp = 1. (A.104)

(3) The compatibility relation (A.98) is preserved in the limit, that is, for k ≥ 2

and almost every (x, p, s) ∈ (R3 × R3 × {±1})k−1,

1

(2π)3

∑
sk=±1

∫∫
R6

m̃(k)(x, xk; p, pk; s, sk) dxk dpk = m̃(k−1)(x, p, s). (A.105)

(4) The convergence in (A.103) holds for any ϕ in L1((R6 × {±1})k) +L∞((R6 ×
{±1})k).

Proof. We will only prove that (m̃
(1)
N ) is a tight sequence. The rest follows in exactly

the same way as in Lemma A.35. Supposing that f is supported on a ball with radius
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K centred at the origin, we have by Lemma A.43 for ~α small that∫
|x|≥R

∫
R3

m̃
(1)
N (x, p, s) dp dx

= (2π~)3

∫
|x|≥R

∫
suppf~α

ρ̃
(1)
ΨN

(x− y, s)|f~α(y)|2 dy dx

≤ C
∫
|x|≥R−K

1

N
ρ̃

(1)
ΨN

(x, s) dx.

Now, combining Lemma A.11 with the fact that V is a confining potential, it follows
that the right hand side above tends to zero uniformly in N as R tends to infinity,
implying that (m̃

(1)
N ) is tight in the position variable. Using the kinetic energy bound

(A.32) combined with (A.102) we also obtain∫
|p|≥R

∫
R3

m̃
(1)
N (x, p, s) dx dp =

∫
R3

∫
|p+bA(x)|≥R

m
(1)
f,ΨN

(x, p, s) dp dx

≤ 1

R2

∫∫
R6

|p+ bA(x)|2m(1)
f,ΨN

(x, p, s) dx dp ≤ C

R2
,

showing that (m̃
(1)
N ) is also tight in the momentum variable.

Proposition A.47 (Convergence of states). Suppose that βN → 0, and that
ΨN ∈

∧N L2(R3;C2) is a sequence of normalized wave functions satisfying the energy
bound 〈ΨN , HN,βNΨN 〉 ≤ CN . Then there exist a subsequence (N`) ⊆ N and a unique
Borel probability measure P on the set

S =
{
µ ∈ L1(R6 × {±1})

∣∣ 0 ≤ µ ≤ 1,
1

(2π)3
‖µ‖1 = 1

}
,

such that for each k ≥ 1 the following holds:

(1) For all ϕ ∈ L1((R6 × {±1})k) + L∞((R6 × {±1})k), as ` tends to infinity,∑
s∈{±1}k

∫∫
R6k

m̃
(k)
N`

(x, p, s)ϕ(x, p, s) dx dp

−→
∫
S

( ∑
s∈{±1}k

∫∫
R6k

µ⊗k(x, p, s)ϕ(x, p, s) dx dp
)

dP(µ).

(2) For U ∈ L5/2(R3 × {±1}) + L∞(R3 × {±1}) if k = 1, and for any bounded
and uniformly continuous function U on (R3 × {±1})k if k ≥ 2, as ` tends to
infinity,

k!

Nk
`

∑
s∈{±1}k

∫
R3k

ρ̃
(k)
ΨN`

(x, s)U(x, s) dx

−→
∫
S

( ∑
s∈{±1}k

∫
R3k

ρ̃⊗kµ (x, s)U(x, s) dx
)

dP(µ), (A.106)
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where
ρ̃µ(x, s) =

1

(2π)3

∫
R3

µ(x, p, s) dp.

Lemma A.48. Suppose that we have a sequence ΨN ∈
∧N L2(R3;C2) satisfying

〈ΨN , HN,βNΨN 〉 = E(N, βN )+o(N). Then, denoting by ρµ the spin-summed position
density of µ, we have

lim inf
N→∞

〈
ΨN ,

1

N

N∑
j=1

(σ · (−i~∇+ bA(xj)))
2ΨN

〉
≥ 1

(2π)3

∫
S

(∑
s=±1

∫∫
R6

p2µ(x, p, s) dp dx
)

dP(µ),

lim inf
N→∞

〈
ΨN ,

1

N

N∑
j=1

V (xj)ΨN

〉
≥
∫
S

(∫
R3

V (x)ρµ(x) dx
)

dP(µ),

and

lim
N→∞

〈
ΨN ,

1

N2

∑
1≤j<k≤N

w(xj − xk)ΨN

〉
=

1

2

∫
S

(∫
R6

w(x− y)ρµ(x)ρµ(y) dx dy
)

dP(µ).

Proof. For the kinetic energy term, simply use that〈
ΨN ,

N∑
j=1

(σ · (−i~∇j + bA(xj)))
2ΨN

〉
=

1

(2π~)3

∑
s=±1

∫∫
R6

p2m̃
(1)
N (x, p, s) dx dp+ o(N),

and proceed as in the proof of Lemma A.40. The convergence of the potential energy
terms follows exactly as in Lemma A.41.

Proof of Theorem A.5 and Theorem A.6, weak fields. We find exactly as in the pre-
vious cases that

EVla
0 ≥ lim inf

N→∞

〈ΨN , HN,βNΨN 〉
N

≥
∫
S
EVla

0 (µ) dP(µ) ≥ EVla
0 ,

finishing the proof of Theorem A.5, and implying that the de Finetti measure P is
supported on the set of minimizers of EVla

0 . Since these are independent of the spin
variable by Remark A.21, the convergence of states (A.106) becomes

k!

Nk
`

∑
s∈{±1}k

∫
R3k

ρ̃
(k)
ΨN`

(x, s)U(x, s) dx

−→
∫
S

( 1

2k

∑
s∈{±1}k

∫
R3k

ρ⊗kµ (x)U(x, s) dx
)

dP(µ).
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Using P to induce a measure on the set of minimizers of the Thomas-Fermi functional
concludes the proof of Theorem A.6.

A.7 Appendix: Weyl asymptotics for the Dirichlet Pauli
operator

Here we give a proof of the generalization of Corollary A.9 advertised in Remark A.10.
The idea of the proof is the same as in [20], but we spell out the details here for
completeness. Assume that Λ ⊆ R3 is an open and connected set, and let V be any
potential with V− ∈ L3/2(Λ) ∩ L5/2(Λ). We denote by (σ · (−i~∇+ bA))2

Λ the Pauli
operator acting on L2(Λ) with Dirichlet boundary conditions, and consider

H(~, b,Λ) = (σ · (−i~∇+ bA))2
Λ + V.

We denote by ej(~, b,Λ), j ≥ 1, the negative eigenvalues of H(~, b,Λ). Recall that
the semi-classical expression for the sum of negative eigenvalues of H(~, b,Λ) is

Escl(~, b,Λ) = − 1

~3

∫
Λ
P~b(V−(x)) dx, (A.107)

with the pressure PB given in (A.10).

Proposition A.49. For any potential V on Λ with V− ∈ L3/2(Λ)∩L5/2(Λ), we have

lim
~→0

∑
j ej(~, b,Λ)

Escl(~, b,Λ)
= 1 (A.108)

uniformly in the magnetic field strength b.

Remark A.50. It actually follows from the proof that we have the error bound∑
j

ej(~, b,Λ) = Escl(~, b,Λ) + o
( b
~2

+
1

~3

)
.

Proof. For the lower bound on the eigenvalues we will make use of the fact that the
result is well-known for the Pauli operator

H(~, b) = (σ · (−i~∇+ bA(x)))2 + V (x)

on the full space [20, Theorem 3.1] (where we extend V to be zero outside of Λ).
Denoting by ej(~, b) the corresponding negative eigenvalues, we immediately get by
the min-max principle and inclusion of quadratic form domains the inequalities

ej(~, b,Ω) ≥ ej(~, b), j ≥ 1,
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and hence

lim sup
~→0

∑
j ej(~, b,Λ)

Escl(~, b,Λ)
≤ lim sup

~→0

∑
j ej(~, b)
Escl(~, b)

= 1.

In fact, it is shown in the proof of [20, Theorem 3.1] that∑
j

ej(~, b) ≥ Escl(~, b) + o
( b
~2

+
1

~3

)
,

implying one of the bounds in Remark A.50.
We will use the coherent states from Section A.4 to construct an appropriate

trial state for the corresponding upper bound on the sum of eigenvalues, using the
construction in [20] as a guide line. Let f ∈ C∞c (R3) with support contained in the
unit ball B(0, 1), and denote by Λ~ = {x ∈ Λ | d(x, ∂Λ) > 2~1/2}. We furthermore
introduce

K~,b = {(u, p, j, s) ∈ R3 × R× N0 × {±1} | p2 + ~b(2j + 1 + s) ≤ V−(u)},

and let M~,b be the characteristic function of K~,b ∩ {(u, p, j, s) | u ∈ Λ~}. We define
the trial state γ~ by

γ~ =
b

(2π~)2

∑
s=±1

∑
j≥0

∫
R3

∫
R
M~,b(u, p, j, s)P

~,b
u,p,jPs dp du. (A.109)

Note by (A.74) for any ψ ∈ L2(R3;C2) that

b

2π~
〈
ψ, P ~,b

u,p,jPsψ
〉

= 2π

∫
R2

|Π(2)
j ⊗F3

[
f~( · − u)ψ( · , s)

]
(y, ~−1p)|2 dy,

where supp f~ = ~1/2 supp f ⊆ B(0, ~1/2). Hence, if u ∈ Λ~ and d(suppψ( · , s),Λ~) ≥
~1/2, then we have 〈ψ, P ~,b

u,p,jPsψ〉 = 0, because in this case f~( · − u)ψ( · , s) = 0. It
follows that γ~ indeed is a suitable trial state for the Dirichlet problem on Λ, so by
the variational principle,∑

j≥1

ej(~, b,Λ) ≤ Tr[H(~, b,Λ)γ~]

=
b

(2π~)2

∑
s=±1

∑
j≥0

∫
R3

∫
R
M~,b(u, p, j, s) Tr[H(~, b,Λ)P ~,b

u,p,jPs] dpdu.

We proceed to estimate the terms on the right hand side individually. For the po-
tential energy term, note that by definition of the coherent states,

Tr
[
V+P

~,b
u,p,j

]
= Tr

[
V

1
2

+ P
~,b
u,p,jV

1
2

+

]
=

∫
R2

∥∥V 1
2

+ f
~,b
x,u,p,j

∥∥2

2
dx

=

∫
R2

∫
R3

V+(y)|ϕ~,b
x,j(y⊥)|2|f~(y − u)|2 dy dx = V+ ∗ |f~|2(u),
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with the same equality also holding for V−. For the kinetic energy term we have,
using the IMS localization formula (A.80),

Tr[(−i~∇+ bA)2P ~,b
u,p,j ] =

∫
R2

∥∥(−i~∇+ bA)f~,bx,u,p,j
∥∥2

2
dx

=

∫
R2

〈
ϕ~,b
x,j ⊗ e

i
p(·)
~ , f~( · − u)(−i~∇+ bA)2f~( · − u)ϕ~,b

x,j ⊗ e
i
p(·)
~
〉

dx

=

∫
R2

〈
ϕ~,b
x,j ⊗ e

i
p(·)
~ , |f~( · − u)|2(−i~∇+ bA)2ϕ~,b

x,j ⊗ e
i
p(·)
~
〉

+ ~2
〈
ϕ~,b
x,j ⊗ e

i
p(·)
~ , |∇f~( · − u)|2ϕ~,b

x,j ⊗ e
i
p(·)
~
〉

dx

= (p2 + ~b(2j + 1))

∫
R2

∥∥f~,bx,u,p,j∥∥2

2
dx+ ~2

∫
R3

|∇f~|2

= p2 + ~b(2j + 1) + ~
∫
R3

|∇f |2,

implying that

Tr[(σ · (−i~∇+ bA))2P ~,b
u,p,jPs] = Tr[((−i~∇+ bA)21C2 + ~bσ3)P ~,b

u,p,jPs]

= p2 + ~b(2j + 1 + s) + ~
∫
R3

|∇f |2.

Collecting the terms and using (A.43) and (A.45), we have shown∑
j≥1

ej(~, b,Λ) ≤ b

(2π~)2

∑
j≥0
s=±1

∫
Λ~×R

(p2 + ~b(2j + 1 + s))1K~,b dudp

+
b

(2π~)2

∑
j≥0
s=±1

∫
Λ~×R

(
V ∗ |f~|2(u) + ~

∫
|∇f |2

)
1K~,b dudp

=
1

~3

∫
Λ~

V−(u)P ′~b(V−(u))− P~b(V−(u)) du

+
1

~3

∫
Λ~

(
V ∗ |f~|2(u) + ~

∫
|∇f |2

)
P ′~b(V−(u)) du.

To compare with the semi-classical expression for the sum of eigenvalues, we will
need the bounds [20, Theorem 3.1]

k1
b

~2
y

1
2 + k2

1

~3
y

3
2 ≤ 1

~3
P ′~b(y) ≤ K1

b

~2
y

1
2 +K2

1

~3
y

3
2 ,

valid for all y ≥ 0, where k1, k2,K1,K2 are positive constants. These bounds also
imply

c1
b

~2
y

3
2 + c2

1

~3
y

5
2 ≤ 1

~3
P~b(y) ≤ C1

b

~2
y

3
2 + C2

1

~3
y

5
2 ,

and
c̃
( b
~2

+
1

~3

)
≤
∫

1

~3
P~b(V−(u)) du ≤ C̃

( b
~2

+
1

~3

)
. (A.110)



74 Paper A

We obtain for the leading term

− 1

~3

∫
Λ~

P~b(V−(u)) du

= − 1

~3

∫
Λ
P~b(V−(u)) du+

∫
Λ\Λ~

C1
b

~2
V−(u)

3
2 + C2

1

~3
V−(u)

5
2 du,

and applying Hölder’s inequality for the subleading terms,

1

~3

∫
Λ~

P ′~b(V−(u)) du ≤ C
∫

Λ

b

~2
V−(u)

3
2 +

1

~3
V−(u)

5
2 du

≤ C

~3

∥∥V−∥∥ 3
2
3
2

+ C
b

~2
|Λ|

2
3

(∫
Ω
V−(u)

3
2 du

) 1
3
,

and

1

~3

∫
Λ~

(V−(u) + V ∗ |f~|2(u))P ′~b(V−(u)) du

≤ C
∫

suppV−

(V− + V ∗ |f~|2)
( b
~2
V

1
2
− +

1

~3
V

3
2
−

)
du

≤ C b

~2

(∫
Λ
V

3
2
− du

) 1
3
(∫

suppV−

∣∣V ∗ |f~|2 − V ∣∣ 3
2 du

) 2
3

+
C

~3

(∫
Λ
V

5
2
− du

) 3
5
(∫

suppV−

∣∣V ∗ |f~|2 − V ∣∣ 5
2 du

) 2
5

= C
b

~2

∥∥V−∥∥ 1
2
3
2

∥∥V ∗ |f~|2 − V ∥∥
L

3
2 (suppV−)

+
C

~3

∥∥V−∥∥ 3
2
5
2

∥∥V ∗ |f~|2 − V ∥∥
L

5
2 (suppV−)

.

Collecting these bounds, we have∑
j≥1

ej(~, b,Λ) ≤ − 1

~3

∫
Λ
P~b(V−(u)) du+ C

( b
~2

+
1

~3

)
ε(~), (A.111)

where ε(~) is independent of b, and lim~→0 ε(~) = 0. Finally, by the upper bound in
(A.110), we conclude

lim inf
~→0

∑
j ej(~, b,Λ)

Escl(~, b,Λ)
≥ 1

uniformly in b.

Lastly, we also include a proof of Corollary A.9, elaborating on the Weyl asymp-
totics when ~ and b satisfy the scaling relations (A.5). For this, it is very useful to
know the error bound in Remark A.50.
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Proof of Corollary A.9. We start out by considering the case 0 < β <∞. We wish to
apply dominated convergence to the sequence P~b(V−(x)). Note for each j ≥ 1 that
limN→∞[2~bj − V−(x)]− = [2kβj − V−(x)]− for almost every x ∈ R3. Note also for
each x that the number of non-zero terms in the sum in the semi-classical expression
(A.107) is bounded by V−(x)(2~b)−1, and for each j ≥ 1 we have [2~bj − V−(x)]− ≤
[2~b− V−(x)]−. Hence we get the integrable pointwise bound

∞∑
j=1

[2~bj − V−(x)]
3
2
− ≤

V−(x)

2~b
[2~b− V−(x)]

3
2
− ≤

V−(x)
5
2

2~b
,

so by dominated convergence,

lim
N→∞

∫
R3

~b
∞∑
j=1

[2~bj − V−(x)]
3
2
− dx =

∫
R3

kβ

∞∑
j=1

[2kβj − V−(x)]
3
2
− dx.

Combining this with the error bound in Remark A.50 and the definitions of ~ and b
by (A.4), we obtain

lim
N→∞

1

N

∑
j

ej(~, b, V ) = lim
N→∞

1

N
Escl(~, b, V )

= lim
N→∞

− 1

~3N

∫
R3

~b
3π2

(
V−(x)

3
2 + 2

∞∑
j=1

[2~bj − V−(x)]
3
2
−

)
dx

= −(1 + β)−
3
5

∫
R3

Pkβ (V−(x)) dx.

For the case β = 0, note that the sum in the semi-classical expression becomes a
Riemann sum, i.e.

lim
N→∞

2~b
∞∑
j=1

[2~bj − V−(x)]
3
2
− = lim

N→∞
2~b

bV−(x)(2~b)−1c∑
j=1

[2~bj − V−(x)]
3
2
−

=

∫ V−(x)

0
[y − V−(x)]

3
2
− dy =

2

5
V−(x)

5
2 ,

so we obtain the result in the same way by applying Remark A.50 as above.
In case βN → ∞, the contribution from all the higher Landau levels to the

pressure P~b goes to zero pointwise as N goes to infinity, so we conclude by monotone
convergence and Remark A.50.
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Semi-classical limit of large
fermionic systems at positive
temperature
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Abstract

We study a system of N interacting fermions at positive temperature in a confining
potential. In the regime where the intensity of the interaction scales as 1/N and with
an effective semi-classical parameter ~ = N−1/d where d is the space dimension,
we prove the convergence to the corresponding Thomas-Fermi model at positive
temperature.

B.1 Introduction

In this article we study mean-field-type limits for a system of N fermions at tem-
perature T > 0 in a fixed confining potential. We assume that the interaction has
an intensity of the order 1/N and that there is an effective semi-classical parameter
~ = N−1/d where d is the space dimension. In the limit N → ∞ we obtain the
nonlinear Thomas-Fermi problem at the same temperature T > 0. This paper is an
extension of a recent work [18] by Fournais, Solovej and the first author where the
case T = 0 was solved.

Physically, the Thomas-Fermi model is a rather crude approximation of quantum
many-body systems in normal conditions, and it has to be refined in order to obtain
a quantitative description of their equilibrium properties. However, certain physical
systems in extreme conditions are rather well described by Thomas-Fermi theory.
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It then becomes important to take into account the effect of the temperature. For
instance, the positive-temperature Thomas-Fermi model has been thoroughly studied
for very heavy atoms [17, 20, 30, 13, 53]. It has also played an important role in
astrophysics, where the very high pressure encountered in the core of neutron stars
and white dwarfs makes it valuable for all kinds of particles [48, 47, 12, 5]. Finally,
the Thomas-Fermi model is also useful for ultracold dilute atomic Fermi gases, but
the interaction often becomes negligible due to the Pauli principle, except in the
presence of spin or of several interacting species [21].

In the regime considered in this paper, a mean-field scaling is coupled to a semi-
classical limit. This creates some mathematical difficulties. Before [18], this limit has
been rigorously considered at T = 0 for atoms by Lieb and Simon in [41, 40] and
for pseudo-relativistic stars by Lieb, Thirring and Yau in [44, 45]. Upper and lower
bounds on the next order correction have recently been derived in [26, 7], for particles
evolving on the torus. The positive temperature Thomas-Fermi model was derived
for confined gravitational systems in [29, 28, 50, 49, 51] and for atoms in [53]. There
are several mathematical works on the time-dependent setting [52, 62, 4, 16, 1, 19,
10, 9, 6, 2, 54, 8, 22, 23, 15], in which the Schrödinger dynamics has been proved to
converge to the time-dependent Vlasov equation in the limit N → ∞. Finally, the
first two terms in the expansion of the (free) energy of a Fermi gas with spin in the
limit ρ→ 0 was provided in [39] at T = 0 and in [60] at T > 0.

The mean-field limit at positive temperature for fermions is completely different
from the bosonic case. It was proved in [32] that in the similar mean-field regime for
bosons, the leading order is the same at T > 0 as when T = 0. Only the next (Bogoli-
ubov) correction depends on T [37]. In order to observe an effect of the temperature
at the leading order of the bosonic free energy, one should take T ∼ N , a completely
different limit where nonlinear Gibbs measures arise [24, 33, 35, 36, 34, 57]. Without
statistics (boltzons), the temperature does affect the leading order of the energy [31],
and the same happens for fermions, as we will demonstrate.

Our method for studying the Fermi gas in the coupled mean-field/semi-classical
limit relies on techniques previously introduced in [18]. Assuming that the interaction
is positive-type (ŵ ≥ 0), the lower bound follows from using coherent states and
inequalities on the entropy. We discuss later in Remark B.6 a conjectured inequality
on the entropy of large fermionic systems which would imply the result for any
interaction potential, not necessarily of positive-type. The upper bound is slightly
more tedious. The idea is to construct a trial state with locally constant density in
small boxes of side length much larger than ~, and to use the equivalence between
the canonical and grand-canonical ensembles for the free Fermi gas. Finally, the
convergence of states requires the tools recently introduced in [18] based on the
classical de Finetti theorem for fermions.

The article is organized as follows. In the next section we introduce both the N -
particle quantum Hamiltonian and the positive-temperature Thomas-Fermi theory
which is obtained in the limit. We then state our main theorems, Theorem B.2 and
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Theorem B.8. As an intermediate result for the upper bound, we show in Section B.3
how to approximate a classical density by an N body quantum state. In Section B.4,
we use this trial state and some known results about the free Fermi gas at positive
temperature to prove our main result in the non-interacting case. The interacting case
is dealt with in Section B.5. Finally, in Section B.6 we study the Gibbs state and the
minimizers of the Thomas-Fermi functional at positive temperature (Theorem B.1).

B.2 Models and main results

B.2.1 The Vlasov and Thomas-Fermi functionals at T > 0

For a given density ρ > 0 and an inverse temperature β > 0, the Vlasov functional
at positive temperature is given by

Eβ,ρVla (m) =
1

(2π)d

∫∫
R2d

(|p+A(x)|2 + V (x))m(x, p) dx dp

+
1

2ρ

∫∫
R2d

w(x− y)ρm(x)ρm(y) dx dy

+
1

(2π)dβ

∫∫
R2d

s(m(x, p)) dx dp, (B.1)

where s(t) = t log t+ (1− t) log(1− t) is the fermionic entropy, and

ρm(x) =
1

(2π)d

∫
Rd
m(x, p) dp

is the spatial density of particles. Here m is a positive measure on the phase space
Rd × Rd, with the convention

1

(2π)d

∫∫
R2d

m(x, p) dx dp =

∫
Rd
ρm(x) dx = ρ,

and which is assumed to satisfy Pauli’s principle 0 ≤ m ≤ 1. For convenience we have
added the factor 1/ρ in front of the interaction energy, because it will naturally arise
in the mean-field limit. This dependence of the Vlasov functional is emphasized by
adding the index ρ on Eβ,ρVla , this density coincides with the mass constraint we impose
on the semi-classical mesures even though it could be considered as independent. We
denote the Vlasov minimum free energy by

eβVla(ρ) = inf
0≤m≤1

(2π)−d
∫∫

R2d m=ρ

Eβ,ρVla (m). (B.2)

Precise assumptions on A, V and w will be given later.
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Similarly as in the case T = 0, we can rewrite the minimum as a two-step
procedure where we first choose a density ν ∈ L1(Rd,R+) with

∫
Rd ν = ρ and

minimize over all m such that ρm = ν, before minimizing over ν. For any fixed
constants ν ∈ R+ and A ∈ Rd we can solve the problem at fixed x and obtain

min
0≤m(p)≤1

(2π)−d
∫
Rd m(p) dp=ν

( 1

(2π)d

∫
Rd
|p+A|2m(p) dp+

1

(2π)dβ

∫
Rd
s(m(p)) dp

)

= − 1

(2π)dβ

∫
Rd

log
(
1 + e−β(p2−µFG(β,ν))

)
dp+ µFG(β, ν)ν

where µFG(β, ν) is the unique solution to the implicit equation

1

(2π)d

∫
Rd

1

1 + eβ(p2−µFG(β,ν))
dp = ν

and with the unique corresponding minimizer

mν,A(p) =
1

1 + eβ(|p+A|2−µFG(β,ν))
.

This is the uniform Fermi gas at density ν > 0. For later purposes we introduce the
free energy of the Fermi gas

Fβ(ν) := − 1

(2π)dβ

∫
Rd

log
(
1 + e−β(p2−µFG(β,ν))

)
dp+ µFG(β, ν)ν. (B.3)

Note that A only appears in the formula of the minimizer. It does not affect the
value of the minimum Fβ(ν).

All this allows us to reformulate the Vlasov minimization problem using only the
density, leading to the Thomas-Fermi type minimization problem

eβVla(ρ) = min
ν∈L1(Rd,R+)∫
Rd ν(x) dx=ρ

{∫
Rd
Fβ(ν(x)) dx+

∫
Rd
V (x)ν(x) dx

+
1

2ρ

∫∫
R2d

w(x− y)ν(x)ν(y) dx dy
}
. (B.4)

The Vlasov minimization (B.2) on phase space will be more tractable and we will
almost never use the Thomas-Fermi formulation (B.4) of the problem.

Now we discuss the existence of a unique Vlasov minimizer for (B.2), under appro-
priate assumptions on V,A,w. We use everywhere the notation V± = max(±V, 0) for
the positive and negative parts of V , which are both positive functions by definition.

Theorem B.1 (Minimizers of the Vlasov functional). Fix ρ, β0 > 0. Suppose
that V− ∈ Ld/2(Rd) ∩ L1+d/2(Rd), A ∈ L1

loc(Rd) and that V+ ∈ L1
loc(Rd) satisfies∫

Rd e
−β0V+(x) dx <∞. Let

w ∈ L1+ d
2 (Rd) + L∞ε (Rd) + R+δ0.
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Then, for all β > β0, there are minimizers for the Vlasov problem (B.2). Any mini-
mizer m0 solves the nonlinear equation

m0(x, p) =
1

1 + exp
(
β(|p+A(x)|2 + V (x) + ρ−1w ∗ ρm0(x)− µ)

) , (B.5)

for some Lagrange multiplier µ. The minimum can be expressed in terms of m0 and
µ as

eβVla(ρ) =− 1

(2π)dβ

∫∫
R2d

log
(
1 + e−β(|p|2+V (x)+ρ−1w∗ρm0 (x)−µ)

)
dx dp

+ µρ− 1

2ρ

∫∫
R2d

w(x− y)ρm0(x)ρm0(y) dx dy. (B.6)

Furthermore, if ŵ ≥ 0, then Eβ,ρVla is strictly convex and therefore has a unique
minimizer. In this case, for ρ′ > 0 define

F βVla(ρ, ρ
′) := inf

0≤m≤1
(2π)−d

∫∫
R2d m=ρ

Eβ,ρ
′

Vla (m). (B.7)

Then, for any ρ′ > 0, F βVla( · , ρ′) is C1 on R+ and the multiplier appearing in (B.5)
is given by

µ =
∂F βVla

∂ρ
(ρ, ρ′)

∣∣∣
ρ′=ρ

(B.8)

We recall that, for p ≥ 1, f ∈ Lp(R3)+L∞ε (R3) if and only if for all ε > 0 we can
write f = f1 +f2 with f1 ∈ Lp(R3) and ‖f2‖L∞(R3) ≤ ε. The proof of Theorem B.1 is
classical and given for completeness in Section B.6. Note that the magnetic potential
A has only a trivial effect on the minimization problem. The minimizers for a given
A are exactly equal to the m0(x, p + A) with m0 a minimizer for A ≡ 0. The value
of the minimal energy, the density ρm0 and the Lagrange multiplier µ are unchanged
under this transformation.

The two conditions e−βV+ ∈ L1(Rd) and V− ∈ Ld/2(Rd) ∩ L1+d/2(Rd) have been
chosen to ensure that the minimizer has a finite total mass and a finite total energy.
This is because∫∫

R2d

1

1 + eβ(p2+V+(x)−V−(x))
dx dp

≤
∫∫

R2d

(
e−β(p2/2+V+(x)) + |{p2 ≤ 2V−(x)}|

)
dx dp

≤ C
∫
Rd

(
β−

d
2 e−βV+(x) + V−(x)

d
2
)

dx (B.9)
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and, similarly,∫∫
R2d

log
(
1 + e−β(p2+V+(x)−V−(x))

)
dx dp

≤
∫∫

R2d

e−β(p2/2+V+(x)) dx dp+ C

∫∫
{p2≤2V−(x)}

(1 + βV−(x)) dx dp

≤ C
∫
Rd

(
β−

d
2 e−βV+(x) + V−(x)

d
2 + βV−(x)1+ d

2
)

dx.

B.2.2 The N -body Gibbs state and its limit

The aim of this paper is to understand the large–N limit of fermionic systems in a
mean-field-type regime. We will end up with the Vlasov problem Eq. (B.1) introduced
in the previous section.

The mean-field limit

Here we analyze the ‘mean-field’ limit where the interaction has a fixed range and a
small intensity. We consider the following Hamiltonian

HN,~ =
N∑
j=1

|i~∇xj +A(xj)|2 + V (xj) +
1

N

∑
1≤j<k≤N

w(xj − xk) (B.10)

acting on the Hilbert space
∧N

1 L2(Rd) of anti-symmetric functions. For simplicity
we neglect the spin variable. In the mean-field regime considered here, spin could be
taken into account without changing the result (in the dilute limit considered later
in section B.2.2 the presence of spin would affect the result). We suppose that

|A|2, w ∈ L1+ d
2 (Rd) + L∞ε (Rd)

and that w is an even function. We also assume that the potential V ∈ L1+d/2
loc (Rd) is

confining, that is, V (x)→∞ when |x| → ∞, and that the divergence is so fast that∫
e−β0V+(x) dx < ∞ for some β0 > 0. Note that this implies that V− has a compact

support, hence in particular V− ∈ Ld/2(Rd) ∩ L1+d/2(Rd). At inverse temperature
β > β0, the canonical free energy is given by the functional

EN,~Can (Γ) = Tr(HN,~Γ) +
1

β
Tr(Γ log Γ), (B.11)

defined for all fermionic quantum states Γ = Γ∗ ≥ 0 with Tr(Γ) = 1. The minimum
over all Γ is uniquely attained at the Gibbs state

ΓN,~,β = Z−1e−βHN,~ ,
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where Z = Tr e−βHN,~ , which leads to the minimum free energy

eβCan(~, N) := min
Γ
EN,~Can (Γ) = − 1

β
log Tr e−βHN,~ .

Our main result is the following.

Theorem B.2 (Mean-field limit). Let β0, ρ > 0. Assume that V ∈ L1+d/2
loc (Rd) is

such that V (x)→∞ at infinity and that
∫
e−β0V+(x) dx <∞. Furthermore, assume

|A|2, w ∈ L1+d/2(Rd) + L∞ε (Rd) with w even and satisfying ŵ ≥ 0. Then, for all
β > β0 we have the convergence

lim
N→∞
~dN→ρ

~deβCan(~, N) = eβVla(ρ). (B.12)

Moreover, if (ΓN ) is a sequence of approximate Gibbs states, that is, satisfying

EN,~Can (ΓN ) = eβCan(~, N) + o(1), (B.13)

then the one-particle density of ΓN satisfies the following convergence

~dρ(1)
ΓN

⇀ ρm0 weakly in L1(Rd) ∩ L1+2/d(Rd),

and

m
(1)
f,ΓN

−→ m0 strongly in L1(R2d), (B.14)

ρ
m

(1)
f,ΓN

−→ ρm0 strongly in L1(Rd) ∩ L1+2/d(Rd), (B.15)

where m(k)
f,ΓN

is the k-particle Husimi function of ΓN and m0 is the unique mini-
mizer of the Vlasov functional in Eq. (B.5). The k-particle Husimi functions converge
weakly in the sense that ∫

R2dk

m
(k)
f,ΓN

ϕ→
∫
R2dk

m⊗k0 ϕ (B.16)

for all ϕ ∈ L1(R2dk) + L∞(R2dk). Similarly, if we denote by W(k)
ΓN

the k-particle
Wigner measure of ΓN , we also have,∫

R2dk

W(k)
ΓN
ϕ→

∫
R2dk

m⊗k0 ϕ, (B.17)

for all ϕ satisfying ∂α1
x1
· · · ∂αkxk ∂

β1
p1 · · · ∂

βk
pk ϕ ∈ L∞(R2dk), where αj , βj ≤ 1 for all

1 ≤ j ≤ k.
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We have denoted by ρ
(1)
Γ the one-particle density of the state Γ, which is the

unique function such that

Tr
( N∑
j=1

F (xj)
)

Γ =

∫
R3

F (x)ρ
(1)
Γ (x) dx.

for all bounded functions F ∈ L∞(R3).
The Husimi function m(k)

f,ΓN
(based on a given shape function f) and the Wigner

measure W(k)
ΓN

are defined and studied at length in [18]. These are some natural
semiclassical measures that can be associated with ΓN in the k-particle phase space
R2dk. We will recall their definition in the proof later in Section B.5.3.

Remark B.3. For simplicity we work with a confining potential V but Theorems B.1
and B.2 hold the same when Rd is replaced by a bounded domain Ω with any boundary
conditions.

Remark B.4. Our lower bound relies on the strong assumption that ŵ ≥ 0, but the
upper bound does not. It is classical that a positive Fourier transform allows to easily
bound the interaction from below by a one-body potential, see Eq. (B.42) below.

Remark B.5. As mentioned in (B.13), we can handle approximate Gibbs states with
a free energy close to the minimum with an error o(1), although the energy is itself
of order N . Our proof actually applies to the one-particle Husimi function under the
weaker condition that EN,~Can (ΓN ) = eβCan(~, N)+o(N) but our argument does not easily
generalize to higher order Husimi functions. Of course, for the exact quantum Gibbs
state we have equality EN,~Can (ΓN,~,β) = eβCan(~, N).

Remark B.6. Without the assumption ŵ ≥ 0, the Vlasov functional Eβ,ρVla can have
several minimizers and the limit in Eq. (B.16) is believed to be an average over the
set of minimizers of Eβ,ρVla . Namely there exists a so called de Finetti measure P [18],
concentrated on the setM of minimizers for eβVla, such that

m
(k)
f,ΓN

⇀

∫
M
m⊗k dP(m),

in the sense defined in Theorem B.2. We conjecture the following Fatou-type inequal-
ity on the entropy

lim inf
N→∞
~dN→ρ

~d Tr ΓN log ΓN ≥
∫
M

(∫
R2d

s(m)
)

dP(m) (B.18)

for general sequences (ΓN ) with de Finetti measure P. Should this inequality be true,
we could remove the assumption ŵ ≥ 0 in Theorem B.2. In fact, in our proof we
show that the above inequality holds when the right-hand side is replaced by∫

R2d

s
(∫
M
mdP(m)

)
.
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When there is a unique minimizer, the two coincide.
A completely different route for handling non positive-definite potentials would be

to extend the method in [29, 28] where the (attractive) Newton potential was covered,
using an approximation by a finite sum of rank-one interactions.

Example B.7 (Large atoms in a strong harmonic potential). The Hamilto-
nian in Eq. (B.10) can describe a large atom in a strong harmonic potential. Indeed,
consider N electrons in a harmonic trap and interacting with a nucleus of charge
Z. In the Born-Oppenheimer approximation, the N electrons are described by the
Hamiltonian

N∑
j=1

−∆xj + ω2|xj |2 −
Z

|xj |
+
∑
j<k

1

|xj − xk|
.

Scaling length in the manner xj = N−1/3x′j we see that this Hamiltonian is unitarily
equivalent to

N4/3

( N∑
j=1

−N−
2
3 ∆xj + (ωN−1)2|xj |2 −

ZN−1

|xj |
+

1

N

∑
j<k

1

|xj − xk|

)
.

Hence taking Z proportional to N and ω proportional to N , we obtain the Hamil-
tonian of Eq. (B.10) with d = 3, A = 0, V (x) = |x|2 and w(x) = |x|−1. In the limit
we find the positive-temperature Thomas-Fermi model for an atom in a harmonic
trap, which has stimulated many works in the Physics literature [17, 20, 30, 13]. This
convergence has been proved for the first time by Narnhofer and Thirring in [53],
but starting from the grand-canonical model instead of the canonical ensemble as we
do here. This was generalized to strong magnetic fields in [27].

The dilute limit

In this section we deal with the case where the interaction potential has a range
depending on N and tending to zero in our limit N → ∞ with ~dN → ρ. This is
classically taken into account by choosing the interaction in the form

wN (x) := Ndηw(Nηx) (B.19)

for a fixed w and a fixed parameter η > 0. In our confined system, the average
distance between the particles is of order N−1/d ' ρ−1/d~. The system is dilute when
the particles interact rarely, that is, η > 1/d. For bosons in 3D, the limit involves
the finite-range interaction 4πaδ0 where a =

∫
Rd w/(4π) for η < 1 and a = as,

the s-wave scattering length as when η = 1. Due to the anti-symmetry the s-wave
scattering length does not appear for fermions, except if there are several different
species, e.g. with spin. This regime has been studied in [39] for the ground state
and [60] at positive temperature, for the infinite translation-invariant gas. Here we
extend these results to the confined case but do not consider any spin for shortness,
hence we obtain a trivial limit. Our main result for dilute systems is the following.
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Theorem B.8 (Dilute limit). Let β0, ρ > 0. We assume that V ∈ L1+d/2
loc (Rd) is

such that V (x)→∞ at infinity and that
∫
e−β0V+(x) dx <∞. Furthermore, assume

that |A|2 ∈ L1+d/2(Rd) + L∞ε (Rd) and w ∈ L1(Rd) ∩ L1+d/2(Rd) is even.

• If 0 < η < 1/d and ŵ ≥ 0 then, for all β > β0 we have

lim
N→∞
~dN→ρ

~deβCan(~, N) = e
β,(

∫
Rd w)δ0

Vla (ρ)

where e
β,(

∫
Rd w)δ0

Vla (ρ) is the minimum of the Vlasov energy with interaction po-
tential (

∫
Rd w)δ0.

• If η > 1/d, d ≥ 3 and w ≥ 0 is compactly supported, then for all β > β0 we
have

lim
N→∞
~dN→ρ

~deβCan(~, N) = eβ,0Vla(ρ)

where eβ,0Vla(ρ) is the minimum of the Vlasov energy without interaction poten-
tial.

In both cases, we have the same convergence of approximate Gibbs states as in The-
orem B.2.

The proof of Theorem B.8 is given in Section B.5.

B.3 Construction of trial states

In this section we construct a trial state for the proof of the upper bound. In the dilute
case this construction is similar to the one in [60] where the thermodynamic limit of
non-zero spin interacting fermions were studied in the grand-canonical picture. This
construction allows us to prove the following proposition.

Proposition B.9 (Trial states). Let ρ0 ∈ C∞c (Rd) be such that
∫
Rd ρ0 = 1. Assume

|A|2 ∈ L1+d/2(Rd), w ∈ L1(Rd)∩L1+d/2(Rd). If ηd > 1, we assume w to be compactly
supported. Then, there is a sequence of states ΓN on

∧N
i=1 L

2(Rd) satisfying

~d
(

Tr
N∑
i=1

(i~∇+A)2ΓN + Tr ΓN log ΓN

)
−→
N→∞
~dN→1

∫
Rd
Fβ(ρ0), (B.20)

∥∥∥ 1

N
ρ

(1)
ΓN
− ρ0

∥∥∥
L1(Rd)

−→
N→∞
~dN→1

0 (B.21)



B.3. Construction of trial states 89

and

~d

N

∫
R2d

wN (x− y)ρ
(2)
ΓN

(x, y) dx dy −→
N→∞
~dN→1


∫
Rd(w ∗ ρ0)ρ0 if η = 0

(
∫
Rd w)

∫
Rd ρ

2
0 if 0 < dη < 1

0 if dη > 1, d ≥ 3.
(B.22)

Furthermore, we can take ρ(1)
ΓN

to be supported in a compact set which is independent
of N and uniformly bounded in L∞(Rd) so that the convergence (B.21) holds in fact
in all Lp(Rd) for 1 ≤ p <∞.

Proof. The proof consists in dividing the space into small cubes in which we take a
correlated version of the minimizer for the free case (correlations are only needed for
the case dη > 1) and then do the thermodynamic limit in these cubes (or equivalently
the limit where the effective Planck constant in front of the Laplacian tends to zero).
This choice allows us to control the one-body density, which will be almost constant
in these boxes. Without loss of generality, we will write the proof for A = 0. The
proof is the same for A 6= 0.

Step 1. Definition of the trial state

Let ρ0 ∈ C∞c (Rd) and take R > 0 such that supp ρ0 ⊂ [−R/2, R/2)d =: CR. Divide
CR in small cubes of size ` > 0, CR ⊂

⋃
z∈B(R`−1)∩Zd Λz with Λz := z`+[−`/2, `/2)d

and B(R`−1) the ball centered at the origin with radius R`−1. We will take later
1 � ` � ~. For all z define Nz := b~d`d minx∈Λz ρ0(x)c so that

∑
z Nz ≤ N . For

0 < ε < `/4 and for all z, define the box

Λ̃z := z`+
[
− `− ε

2
,
`− ε

2

)d
⊂ Λz

and denote by

Γ̃z =
e−β(

∑Nz
i=1−~

2∆per
i )

Zz
=

∑
k∈PNz (Zd)

λk |ek1 ∧ · · · ∧ ekNz 〉 〈ek1 ∧ · · · ∧ ekNz |

the canonical minimizer of the free energy at inverse temperature β of Nz free
fermions in the box Λ̃z with periodic boundary conditions, where Pn(E) denotes
the set of all subsets of E with n elements. For j ∈ Zd,

ej(x) = (`− ε)−d/2ei
2π
`−ε j·x

are the eigenfunctions of the periodic Laplacian in Λ̃z and λk the eigenvalues of Γ̃z
associated with ek = ek1 ∧ · · · ∧ ekNz . Note that we omit the z dependence of λk
and ek. We now regularize these functions and construct a state in the slightly larger
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cube Λz with Dirichlet boundary condition. Let χ ∈ C∞(Rd) such that χ ≡ 0 in
Rd \B(0, 1), χ ≥ 0 and

∫
Rd χ = 1, denote χε = ε−dχ(ε−1 · ) and define for j ∈ Zd

fj := ej
√
1

Λ̃z
∗ χε.

Note that∫
Λz

fjfk =

∫
ejek (1

Λ̃z
∗ χε) =

∫ ∫
Λ̃z

ej(x)ek(x)χε(y − x) dy dx

=

∫
Λ̃z

ejek

∫
Rd
χ = δj,k.

Hence the family ((j)j is still orthonormal and one can check that it satisfies fj ≡ ej
in [−(` − 2ε)/2, (` − 2ε)/2)d and as well as the Dirichlet boundary condition on
Λz. Besides from having a state satisfying the Dirichlet boundary condition, we also
want to add correlations in order to deal with the dη > 1 case. Let ϕ ∈ C∞c (Rd)
such that ϕ ≡ 0 in B(0, 1), ϕ ≡ 1 in B(0, 2)c and ϕ ≤ 1 almost everywhere and
for s > 0 denote ϕs = ϕ(s−1 · ). Following [60], we define the correlation function
F (x1, . . . , xNz) =

∏
i<j ϕs(xi − xj) and the state

Γz =
∑

k∈PNz (Zd)

λkZ
−1
k |Ffk1 ∧ · · · ∧ fkNz 〉 〈Ffk1 ∧ · · · ∧ fkNz | ,

where Zk = ‖Ffk1 ∧ · · · ∧ fkNz ‖
2
L2(ΛNzz )

are normalization factors. Now consider the
state

Γ :=
∧
z

Γz.

We will show that Γ satisfies the three limits Eq. (B.20), (B.21) and (B.22). This
state does not have the exact number of particle N but satisfies

∑
z Nz = N−O(`N).

Hence we will only have to correct the particle number by adding O(`N) uncorrelated
particles of low energy, for instance outside the support of ρ0. This will not modify
the validity of the three limits. Now we focus on Γ and compute its free energy.

In the case ηd < 1, we choose the following regime for the parameters introduced
above.

s� ~� ε� `� N−η and s`� ~2.

One could in fact take ΓF=1 (removing the factor F , see below) and remove the
dependence in s. In the case ηd > 1, the convergence holds in the regime

N−η � s� ~� ε� ` and s`� ~2.

Step 2. Verification of (B.20)

We fix z and work in the cube Λz. Let us first compute the kinetic energy of the
correlated Slater determinants appearing in the definition of Γz (note that this is
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not a eigenfunction decomposition due of the lack of orthogonality). Let us denote
X = (

√
1

Λ̃z
∗ χε)⊗Nz so that Ψz

k := fk1 ∧· · ·∧fkNz = Xek1 ∧· · ·∧ekNz (we will omit
the superscript z when there is no ambiguity) and denote ∇,−∆ the gradient and
the Laplacian for all coordinates x1, . . . , xNz in the box Λz with Dirichlet boundary
condition, we can check that

∇(FXek1 ∧ · · · ∧ ekNz ) =
(
X∇F + F∇X + iFX

Nz∑
j=1

2πkj
`− ε

)
ek1 ∧ · · · ∧ ekNz .

Hence,

Tr(−∆)Γz =
∑

k∈PNz (Zd)

λk
Zk

(
εk + ‖(X∇F + F∇X)ek1 ∧ · · · ∧ ekNz ‖

2
L2(ΛNzz )

)
where

εk :=
∣∣∣2π(`− ε)−1

Nz∑
j=1

kj

∣∣∣2
is the eigenvalue of −∆per associated with the eigenfunction ek. Note that λk ∝
e−β~

2εk . We will show that
∑

k λkZ
−1
k εk '

∑
k λkεk = Tr(−∆per)Γ̃ and that the

second summand above is an error term. For that we first need to estimate the
normalization factors Zk and then bound the factor with the ∇F and ∇X. We will
use several times that for any sequence 0 < a1, . . . , ap ≤ 1 we have

1 ≥
p∏

n=1

(1− an) ≥ 1−
p∑

n=1

an. (B.23)

Hence,

Zk =

∫
ΛNzz

∏
1≤n<m≤Nz

ϕs(xn − xm)2|Ψk|2 dX

≥ 1−
∫

ΛNzz

∑
1≤n<m≤Nz

(1− ϕs(xn − xm)2)|Ψk|2 dX

≥ 1−
∫

Λ2
z

(1− ϕs(x1 − x2)2)ρ
(1)
Ψk

(x1)ρ
(1)
Ψk

(x2) dx1 dx2

≥ 1− Csd`d~−2d, (B.24)

where we used that ρ(2)
Ψk

(x, y) ≤ ρ
(1)
Ψk

(x)ρ
(1)
Ψk

(y) because Ψk is a Slater determinant,

and that ρ(1)
Ψk

= Nz`
−d1

Λ̃z
∗ χε ≤ C~−d.

Then we compute

|∇x1F |2 =

Nz∑
m6=n
m,n≥2

∇ϕs(x1 − xm) · ∇ϕs(x1 − xn)

ϕs(x1 − xm)ϕs(x1 − xm)
F 2 +

Nz∑
m≥2

|∇ϕs(x1 − xm)|2

ϕs(x1 − xm)2
F 2
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and obtain

‖∇FΨk‖2L2(ΛNzz )

≤ C
∫

Λ3d
z

|∇ϕs(x1 − x2)||∇ϕs(x1 − x3)|ρ(1)
Ψk

(x1)ρ
(1)
Ψk

(x2)ρ
(1)
Ψk

(x3) dx1 dx2 dx3

+ C

∫
Λ2d
z

|∇ϕs(x1 − x2)|2ρ(1)
Ψk

(x1)ρ
(1)
Ψk

(x2) dx1 dx2

≤ Cs−2(s2d`d~−3d + sd`d~−2d).

Now we turn to the ∇X part. We have

∇x1X(x1, . . . , xNz) =
∇
√
1

Λ̃z
∗ χε(x1)√

1
Λ̃z
∗ χε(x1)

X(x1, . . . , xNz)

and

∫
ΛNzz

|∇X|2|ek1 ∧ · · · ∧ ekNz |
2 =

∫
ΛNzz

Nz∑
j=1

∣∣∣∣∇
√
1

Λ̃z
∗ χε(x1)√

1
Λ̃z
∗ χε(x1)

∣∣∣∣2|Ψk|2

=

∫
Λz

∣∣∣∣∇
√
1

Λ̃z
∗ χε(x1)√

1
Λ̃z
∗ χε(x1)

∣∣∣∣2ρ(1)
Ψk

≤ C
∫

Λz

∣∣∇√1
Λ̃z
∗ χε(x1)

∣∣2Nz`
−d

≤ CNz`
−d
∫

Λz

∫
|∇√χε|2 ≤ C`d~−dε−2,

where we used the pointwise bound |∇
√
1

Λ̃z
∗ χε(x1)|2 ≤

∫
|∇√χε|2. Since X and

F are both bounded by 1 we obtain

Tr(−∆)Γz = Tr(−∆per)Γ̃z

+O
(s2(d−1)`d~−3d + sd−2`d~−2d + `d~−dε−2

1− Csd`d~−2d
+N1+2/d

z sd`d~−2d
)
.

We proceed with estimating the entropy of Γz. Thanks to [60, Lemma 2] we have

Tr Γz log Γz ≤ Tr Γ̃z log Γ̃z − log min
k
Zk

= Tr Γ̃z log Γ̃z +O(sd`d~−2d),
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where we used the estimate (B.24) on Zk. Combining the last two estimates gives

Tr(−~2∆)Γ + Tr Γ log Γ

=
∑
z

Tr(−~2∆)Γz + Tr Γ log Γz

≤
∑
z

eβ,per
Can (Λ̃z, ~, Nz) + `−dO(sd`d~−2d) +O((~−d`d)1+2/dsd`d~−2d)

+ ~2`−dO
(s2(d−1)`d~−3d + sd−2`d~−2d + `d~−dε−2

1− Csd`d~−2d

)
,

where we used that Nz ≤ ‖ρ0‖L∞(Rd)~−d`d. It is a known fact [56, Proposition 2.1.3],
[58, Part 3.4] (see also [46, 64] for more details) that

eβ,per
Can (Λ̃z, ~, Nz) = ~−d`dFβ(Nz/(~−d`d)) + o(~−d`d) (B.25)

locally uniformly in ρz := Nz~d`−d as ~→ 0 under the condition ~� `. This is the
thermodynamic limit of the free Fermi gas. By the continuity of Fβ and the estimate
Nz/(~−d(`− ε)d) = ρ(z) +O(ε`−1) we obtain

~d(Tr(−~2∆)Γ + Tr Γ log Γ) ≤ `d
∑
z∈Zd

Fβ(ρ(z)) + o(1) +O(ε/`)

+O((s`/~2)d`2) +O(s/~)d +O
((s/~)2(d−1) + (s/~)d−2 + (~/ε)2

1− C(s`/~2)d

)
.

If s� ~� ε� ` with the extra condition that s`� ~2 we obtain the upper bound
in (B.20) by passing to the limit and by identifying the first term above as a Riemann
sum. The lower bound is obtained in the same fashion by seeing Γz as a trial state
for the periodic case.

Step 3. Verification of (B.21)

Let us recall that ΓF=1 is the uncorrelated version of the trial state (which corre-
sponds to taking ϕ ≡ 1) and that we denote by ρ(k)

F=1 its k-particle density, for k ≥ 1.
From (B.23) and using that ΓF=1 is a sum of Slater determinants we have

N−1‖ρ(1)
Γ − ρ

(1)
F=1‖L1(Rd)

≤ N−1
∑
z∈Zd

∑
k∈PNz (Zd)

λzk

∫∫
R2d

(1− ϕs(x1 − x2)2)ρ
(2)
Ψzk

(x1, x2) dx1 dx2

≤ CN−1
∑
z∈Zd

∫∫
Λ2
z

(1− ϕs(x1 − x2)2)N2
z `
−2d dx1 dx2

≤ CN−1
∑
z∈Zd

sd`dN2
z `
−2d

≤ C(s/~)d.
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We also used that ρ(2)
Ψzk
≤ ρ(1)

Ψzk
⊗ρ(1)

Ψzk
≤ ‖ρ0‖L∞(Rd)N

2
z `
−2d. Finally, denoting by Γz,F=1

the uncorrelated version of Γz and by ρ(1)
z,F=1 its one-body density we have

‖N−1ρ
(1)
F=1 − ρ0‖L1(Rd) ≤

∑
z

‖N−1ρ
(1)
z,F=1 − ρ01Λz‖L1(Rd)

≤ C
∑
z

(‖∇ρ0‖L∞(Rd)`
d+1 + ‖ρ0‖L∞(Rd)`

d−1ε)

≤ C(`+ ε/`).

We have used that in z`+ [−(`− 2ε)/2, (`− 2ε)/2)d,

N−1ρ
(1)
z,F=1 = N−1`−db~−d`d min

Λz
ρ0c = ρ0 +O(~d`d) +O(‖∇ρ0‖L∞(Rd)`)

and that
‖N−1ρ

(1)
z,F=1 − ρ01Λz‖L∞(Λz) ≤ C‖ρ0‖L∞(Rd).

Under the stated conditions on ~, `, s and ε we have N−1ρ
(1)
Γ → ρ0 in L1(Rd).

Step 4. Verification of (B.22)

Let us first turn to the case 0 ≤ ηd < 1. Note that the two-particle density matrices
satisfy

Γ(2) =
∑
z∈Zd

Γ(2)
z +

∑
z 6=z′

Γ(1)
z ⊗ Γ

(1)
z′

= Γ(1) ⊗ Γ(1) +
∑
z∈Zd

Γ(2)
z − Γ(1)

z ⊗ Γ(1)
z . (B.26)

In particular we obtain for the two-particle reduced density

ρ
(2)
Γ = ρ

(1)
Γ ⊗ ρ

(1)
Γ +

∑
z∈Zd

ρ
(2)
Γz
− ρ(1)

Γz
⊗ ρ(1)

Γz
. (B.27)

The second term above is negligible in our regime. Indeed, using the triangle inequal-
ity, the Lieb-Thirring inequality [42, 43] (the reader can refer to [18, Lem. 3.4] for
the exact version of the LT inequality we use) and Young’s inequality we obtain

N−2
∣∣∣∑
z∈Zd

∫
Rd
wN (x− y)

(
ρ

(2)
Γz
− ρ(1)

Γz
⊗ ρ(1)

Γz

)∣∣∣
≤ CN−2‖wN‖L1+d/2(Rd)

∑
z∈Zd

{
‖ρ(1)

Γz
‖L1+2/d(Rd)‖ρ

(1)
Γz
‖L1(Rd)

+N2
z

(
Tr Γz(

∑Nz
j=1−∆zj )

N
1+2/d
z

) 1
1+2/d

}
≤ CN−2Ndη d

d+2

∑
z∈Zd

N2
z `
− 2

1+2/d

≤ C(Nη`)d`d(1− 1
d+2

)
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where we used that ρ(1)
Γz
≤ CNz`

−d ≤ C‖ρ0‖L∞(Rd)~−d almost everywhere and the

estimate on the kinetic energy of Γz computed before. Hence, if N−1ρ
(1)
Γ → ρ0 in

L1(Rd) and if ` = o(N−η), since both N−1ρ
(1)
Γ and ρ0 are bounded (uniformly in

N) in L∞(Rd), by (B.27) and the use of Young’s inequality we obtain (B.22) for
0 ≤ ηd < 1.

The case ηd > 1 is easier to handle since in this case N−η = o(s). Indeed,
due to the correlation factor F and because w is compactly supported we will have
TrwN (x− y)Γ = 0 for N sufficiently large.

B.4 Proof of Theorem B.2 in the non-interacting case
w ≡ 0

In this section we prove the convergence (B.12) of the free energy in Theorem B.2 in
the case where the interaction is dropped, that is w ≡ 0. We study the interacting
case later in Section B.5. The convergence of states will be discussed in Section B.5.3.

The non-interacting case is well understood since the Hamiltonian is quadratic in
creation and annihilation operators in the grand canonical picture. The minimizers
are known to be the so-called quasi-free states [3]. For those we have an explicit
formula and the argument of the proof is reduced to a usual semi-classical limit.
The upper bound on the free energy is a consequence of Proposition B.9 from the
previous section. The proof of the lower bound relies on localization and the use of
coherent states.

We start with the following well-known lemma, the proof of which can for instance
rely on Klein’s inequality and the convexity of the fermionic entropy s [63].

Lemma B.10 (The minimal free energy of quasi-free states). Let β > 0, and
let H be a self-adjoint operator on a Hilbert space H such that Tr e−βH <∞. Then

min
0≤γ≤1
γ∈S1(H)

(TrHγ +
1

β
Tr s(γ)) = − 1

β
Tr log(1 + e−βH),

with the unique minimizer being γ0 = 1
1+eβH

.

With Lemma B.10 at hand we are able to provide the

Proof of Theorem B.2 in the non-interacting case.. Suppose that w = 0. We start
out by proving the upper bound on the energy, using the trial states constructed
in the previous section. Let ρ > 0 and 0 ≤ ν ∈ C∞c (Rd) with

∫
Rd ν(x) dx = ρ.

By Proposition B.9 we then have a sequence (ΓN ) of canonical N -particle states
satisfying

~d Tr
( N∑
j=1

|i~∇xj +A(xj)|2ΓN

)
+

~d

β
Tr ΓN log ΓN →

∫
Rd
Fβ(ν(x)) dx.
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The one-particle densities ~dρ(1)
ΓN

converge to ν strongly in L1(Rd) and are uniformly
bounded in L∞(Rd). Hence they converge strongly in all Lp(Rd) for p ∈ [1,∞). Since
V ∈ L1+d/2

loc (Rd) and ρ(1)
ΓN

are, by construction, supported in a fixed compact set, we
have

~d TrV (x)Γ
(1)
N = ~d

∫
Rd
V (x)ρ

(1)
ΓN

(x) dx→
∫
Rd
V (x)ν(x) dx.

This means that

~deβCan(~, N) ≤ ~dEN,~Can (ΓN )→
∫
Rd
Fβ(ν(x)) dx+

∫
Rd
V (x)ν(x) dx,

and, since ν is arbitrary, we have shown that

lim sup
N→∞
~dN→ρ

~deβCan(~, N) ≤ eβVla(ρ).

To prove the lower bound, we use the following bound [3, 63] on the entropy

Tr Γ log Γ ≥ Tr(Γ(1) log Γ(1) + (1− Γ(1)) log(1− Γ(1))) = Tr s(Γ(1))

which follows from the fact that quasi-free states maximize the entropy at given
one-particle density matrix Γ(1). The bound applies to any N -particle state Γ whose
one-particle density is Γ(1). Applying Lemma B.10 above, we have for any µ ∈ R and
any N -body state Γ

EN,~Can (Γ) ≥ Tr(|i~∇+A(x)|2 + V (x)− µ)Γ(1) +
1

β
Tr s(Γ(1)) + µN

≥ − 1

β
Tr log

(
1 + e−β(|i~∇+A(x)|2+V (x)−µ)

)
+ µN.

Thus, we are left to using the known semi-classical convergence (whose proof is
recalled below in Proposition B.11)

lim inf
~→0

−~d

β
Tr log

(
1 + e−β(|i~∇+A(x)|2+V (x)−µ)

)
≥ − 1

(2π)dβ

∫∫
R2d

log
(
1 + e−β(p2+V (x)−µ)

)
dx dp, (B.28)

and to take µ = µVla(ρ). Recognizing the expression of the Vlasov free energy on the
right-hand side we appeal to Theorem B.1 and immediately obtain

lim inf
N→∞
~dN→ρ

~deβCan(~, N) ≥ eβVla(ρ),

concluding the proof of (B.12) in the non-interacting case.

In (B.28) we have used the following well-known fact, which we prove for com-
pleteness.
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Proposition B.11 (Semi-classical limit). Let β0 > 0, we assume that |A|2 ∈
L1+d/2(Rd) + L∞ε (Rd), V ∈ L1+d/2

loc (Rd) is such that V (x) → ∞ at infinity and that∫
e−β0V+(x) dx <∞. Then for any chemical potential µ ∈ R and all β > β0,

lim sup
~→0

~d

β
Tr log

(
1 + e−β((|i~∇+A|2+V−µ)

)
≤ 1

(2π)dβ

∫∫
R2d

log
(
1 + e−β(p2+V (x)−µ)

)
dx dp. (B.29)

This result is known [63] and the proof we provide here is essentially the one
in [61], where however the von Neumann entropy x log(x) was used instead of the
Fermi-Dirac entropy x log(x) + (1 − x) log(1 − x). In fact, Theorem B.2 shows that
the inequality (B.29) is indeed an equality.

Proof of Proposition B.11. Without loss of generality we may assume that µ = 0.
We also assume in a first step that V− ∈ L∞(Rd) and then remove this assumption
at the end of the proof. Due to technical issues involving the potential V , we need to
localize the minimization problem on some bounded set. Let χ, η ∈ C∞(Rd) satisfy
χ2 + η2 = 1, suppχ ⊆ B(0, 1) and supp η ⊆ B(0, 1

2)c. For R > 0, denote χR = χ( ·R)

and ηR = η( ·R). Let H~ = |i~∇+A|2 + V and take γ~ = 1
1+eβH~

as in Lemma B.10.
By the IMS localization formula we have

TrH~γ
~ = Tr(H~χRγ

~χR) + Tr(H~ηRγ
~ηR)− ~2 Tr(|∇χR|2 + |∇ηR|2)γ~, (B.30)

and using the convexity of s and [11, Theorem 14],

Tr s(γ~) = TrχRs(γ
~)χR + Tr ηRs(γ

~)ηR

≥ Tr s(χRγ
~χR) + Tr s(ηRγ

~ηR). (B.31)

We first deal with the localization outside the ball. The operators we consider in
B(0, R2 )c are the ones with Dirichlet boundary condition. We obtain by Lemma B.10
that the remainder terms are bounded by

Tr(H~ηRγ
~ηR) +

1

β
Tr s(ηRγ

~ηR)

≥ − 1

β
TrL2(B(0,R

2
)c) log

(
1 + e−β(|i~∇+A|2+V−C)

)
≥ −C

β
TrL2(B(0,R

2
)c) e

−β((i~∇+A)2+V )

≥ −C
β

TrL2(B(0,R
2

)c) e
−β(−~2∆D+V ) (B.32)

≥ −C
β

TrL2(Rd) e
−β(−~2∆+(1−α)V+α infB(0,R)c V ) (B.33)

≥ −Ce
−βα infB(0,R)c V

(2π~)d

∫∫
R2d

e−β(p2+(1−α)V (x)) dx dp, (B.34)
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where α > 0 is such that β(1 − α) > β0. The inequality (B.32) comes from the
diamagnetic inequality [14] and (B.33) is obtained by the min-max characterization
of the eigenvalues. The last inequality follows from Golden-Thompson’s formula [55,
Theorem VIII.30].

The error term in the IMS formula can be estimated by

−Tr(|∇χR|2 + |∇ηR|2)γ~ ≥ −C
R

Tr γ~ ≥ −C
R

Tr e−βH~

≥ − C

R(2π~)d

∫∫
R2d

e−β(p2+V (x)) dx dp, (B.35)

where we used again the diamagnetic and Golden-Thompson inequalities.
Next we derive a bound on the densities ργ~R , where γ

~
R = χRγ

~χR, using the
Lieb-Thirring inequality [42, 43]. Combining (B.30), (B.31), (B.34) and (B.35) we
have shown

TrH~γ
~
R +

1

β
Tr s(γ~R)− ε(R)

~d
≤ TrH~γ

~ +
1

β
Tr s(γ~)

= − 1

β
Tr log(1 + e−βH~) ≤ 0 (B.36)

where ε(R)→ 0 when R→∞. By Lemma B.10 we have

TrH~γ
~
R +

1

β
Tr s(γ~R)

≥ 1

2
Tr(−~2∆)γ~R −

1

β
Tr log

(
1 + e−β(|i~∇+A|2/2+V )

)
− C

~d

where, as in (B.34),

Tr log
(
1 + e−β(|i~∇+A|2/2+V )

)
≤ Ce−αβ inf V

(2π~)d

∫∫
R2d

e−β(p2/2+(1−α)V (x)) dx dp.

This implies the following bound on the kinetic energy

Tr(−~2∆)γ~R ≤
C

~d
. (B.37)

By the Lieb-Thirring inequality [18, Lem. 3.4], we obtain∫
Rd
ργ~R

(x)1+ 2
d dx ≤ C Tr(−∆γ~R) ≤ 1

~d+2
C. (B.38)

We return to the estimate on the localized terms in (B.30) and (B.31), using
coherent states. Let f ∈ C∞c (Rd) be a real-valued and even function, and consider
the coherent state f~x,p(y) = ~−d/4f(~−1/2(y − x))ei

p·y
~ . The projections |f~x,p〉 〈f~x,p|

give rise to a resolution of the identity on L2(Rd):

1

(2π~)d

∫
R2d

|f~x,p〉 〈f~x,p| = IdL2(Rd). (B.39)
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Using this in combination with Jensen’s inequality and the spectral theorem, we
obtain

Tr s(χRγ
~χR) =

1

(2π~)d

∫∫
R2d

〈
f~x,p, s(γ

~
R)f~x,p

〉
dx dp

≥ 1

(2π~)d

∫∫
R2d

s
(〈
f~x,p, γ

~
Rf

~
x,p

〉)
dx dp. (B.40)

On the other hand, applying [18, Corollary 2.5] we have

TrH~χRγ
~χR =

1

(2π~)d

∫∫
R2d

〈
f~x,p, H~γ

~
Rf

~
x,p

〉
dx dp

=
1

(2π~)d

∫∫
R2d

(|p+A|2 + V (x))
〈
f~x,p, γ

~
Rf

~
x,p

〉
dx dp

+

∫
Rd
ργ~R

(A2 −A2 ∗ |f~|2)− 2<Tr(A−A ∗ |f~|2) · i~∇γ~R

− ~
∫
Rd
|∇f |2 +

∫
Rd
ργ~R

(V − V ∗ |f~|2) (B.41)

Since ~dργ~R is supported in B(0, R) and is uniformly bounded in L1+2/d(Rd) by
(B.38), and V ∗|f~|2 converges to V locally in L1+d/2(Rd). The same argument applied
to A and |A|2 combined with Hölder’s inequality, the Lieb-Thirring inequality and
(B.37) shows that the remainder terms above are o(~−d). At last, combining (B.36),
(B.40) and (B.41) as well as a simple adaptation of Proposition B.16 to finite domains
(Remark B.17) yields

lim sup
~→0

~d Tr log
(
1 + e−β(|i~∇+A|2+V )

)
≤ 1

(2π)d

∫∫
R2d

log
(
1 + e−β(p2+V (x))

)
dx dp+ ε(R),

where ε(R) → 0 when R → ∞. This concludes the proof in the case V− ∈ L∞(Rd).
We now remove this unnecessary assumption: let us consider a potential V satisfying
the assumptions of Proposition B.11 (possibly unbounded below). For K > 0, we
take the cut off potential VK = V 1{V≥−K} and for any 0 < ε < 1 we obtain using
Lemma B.10

− 1

β
Tr log

(
1 + e−β(|i~∇+A|2+V )

)
≥ min

0≤γ≤1

(
Tr((1− ε)|i~∇+A|2 + VK)γ +

1

β
Tr s(γ)

)
+ min

0≤γ≤1
Tr(ε|i~∇+A|2 + V − VK)γ

= − 1

β
Tr log

(
1 + e−β((1−ε)|i~∇+A|2+VK)

)
− Tr(ε|i~∇+A|2 + V − VK)−.
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Applying the Lieb-Thirring inequality, we obtain

Tr(ε|i~∇+A|2 + V − VK)− ≤ C~−dε−d/2
∫
Rd

(V − VK)
1+d/2
− dx.

This means that for any K and ε

lim sup
~→0

~d Tr log
(
1 + e−β(|i~∇+A|2+V )

)
≤ 1

(2π)d

∫∫
R2d

log
(
1 + e−β((1−ε)p2+VK(x))

)
dx dp

+ ε−d/2C

∫
Rd

(V − VK)
1+d/2
− dx.

First taking K → ∞ and afterwards ε → 0, the result follows using the monotone
convergence theorem.

B.5 Proof of Theorem B.2 in the general case

In this section we deal with the interacting case w 6= 0. We first focus on the proof
of Theorem B.2 (mean-field limit) before proving Theorem B.8 (dilute limit).

B.5.1 Convergence of the energy in the mean-field limit η = 0

Here we prove (B.12) in the case of general w ∈ L1+d/2(Rd) + L∞ε (Rd). The upper
bound on the canonical energy follows immediately from the trial states constructed
in Proposition B.9, so we concentrate on proving the lower bound. This is the content
of the following proposition.

Proposition B.12. Let β0, ρ > 0, V ∈ L
1+d/2
loc (Rd) such that V (x) → ∞ when

|x| → ∞ and
∫
e−β0V+(x) dx <∞. Furthermore, let |A|2, w ∈ L1+d/2(Rd) +L∞ε (Rd),

w be even and satisfy ŵ ≥ 0. Then we have

lim inf
N→∞
~dN→ρ

~deβCan(~, N) ≥ eβVla(ρ).

Proof. The main idea of the proof is to replace w by an effective one-body potential,
and then use the lower bound in the non-interacting case.

We begin by regularizing the interaction potential: let ϕ ∈ C∞c (Rd) even and
real-valued, define χ = ϕ ∗ ϕ and wε = w ∗ χε with χε = ε−dχ(ε−1 · ) for ε > 0.
Note that ŵε ≥ 0. Moreover, if α > 0 and w = w1 + w2 with w1 ∈ L1+ d

2 (Rd) and
‖w2‖L∞(Rd) ≤ α then w1,ε := w1 ∗ χε satisfies ŵ1,ε ∈ L1(Rd) and w2,ε := w2 ∗ χε
satisfies ‖w2,ε‖L∞(Rd) ≤ α. Then, using the Lieb-Thirring inequality, we can replace
w by wε up to an error of order ‖w1 − w1,ε‖L1+d/2(Rd) + Cα, see for instance [18,
Lem. 3.4]. It remains to let ε tend to zero and then let α tend to zero. We therefore
assume for the rest of the proof that w satisfies ŵ ∈ L1(Rd).
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Now, with 0 ≤ ŵ ∈ L1(Rd), it is classical that we can bound w from below
by a one-body potential, see, e.g., [18, Lem. 3.6]. More precisely, we have for all
x1, . . . , xN ∈ Rd and ϕ ∈ C∞c (Rd)

∫
Rd
ŵ
∣∣∣F[ N∑

i=1

δxi − ϕ
]∣∣∣2 ≥ 0,

with F [ · ] also denoting the Fourier transform. After expanding, this is the same as

∑
1≤i<j≤N

w(xi − xj) ≥
N∑
i=1

w ∗ ϕ(xi)−
1

2

∫
Rd

(ϕ ∗ w)ϕ− N

2
w(0). (B.42)

Letm0 be the minimizer of the semiclassical problem with density ρ, whose existence
is guaranteed by Theorem B.1. For any N -body trial state Γ we obtain from (B.42)

TrHN,~Γ ≥ Tr
(
(i~∇+A(x))2 + V (x) + ρ−1w ∗ ρm0(x)

)
Γ(1)

− N

2ρ2

∫
Rd

(ρm0 ∗ w)ρm0 −
1

2
w(0),

where Γ(1) is the 1-particle reduced density matrix of Γ. Let µVla(ρ) be the chemical
potential corresponding to the minimizer m0 and define V eff = V + ρ−1w ∗ ρm0(x)−
µVla(ρ). Denoting by eβ,eff

Can (~, N) the minimum of the canonical energy with potential
V eff and with no interaction, we obtain using the convergence shown for the non-
interacting case in Section B.4,

~deβCan(~, N) ≥ ~deβ,eff
Can (~, N)− ~dN

2ρ2

∫
Rd

(ρm0 ∗ w)ρm0 + µVla(ρ)~dN

−−−−−→
N→∞
~dN→ρ

− 1

β(2π)d

∫∫
R2d

log
(
1 + e−β(p2+V eff(x))

)
dx dp

− 1

2ρ

∫
Rd

(ρm0 ∗ w)ρm0 + µVla(ρ)ρ

= eβVla(ρ),

where the last equality is due to Theorem B.1. This concludes the proof of the
convergence of energy in Theorem B.2.

B.5.2 Convergence of the energy in the dilute limit η > 0

Here we prove the convergence of the energy in Theorem B.8 where η > 0. We first
state a lemma about the regularity of the minimizers of (B.4) when the interaction
has a Dirac component. It will be needed in the proof of the convergence of the
energy in Theorem B.8 below.
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Lemma B.13. Let β, a, ρ > 0, let A, V satisfy the assumptions of Theorem B.1, let
w = aδ0 for some a > 0. If m ∈ L1(R2d) satisfies the non-linear equation (B.5), then
ρm ∈ L1+d/2(Rd).

Proof. For simplicity and without loss of generality, we assume that a = ρ = 1,
µ = 0 and we take w = δ0 and A = 0. Since ρm ∈ L1(Rd), it is sufficient to show
that ρm1{ρm(x)≥1} is in L1+d/2(Rd). Recalling that m satisfies the equation

m(x, p) =
1

1 + eβ(p2+V (x)+ρm(x))
, (B.43)

we immediately have

ρm(x) ≤ e−β(V (x)+ρm(x))

(2π)d

∫
Rd
e−βp

2
dp = Cd,βe

−β(V (x)+ρm(x)),

implying that
ρm(x)eβρm(x) ≤ Cd,βeβV−(x).

Hence
ρm1{ρm≥1} ≤ (V− + logCd,β)1{ρm≥1} ∈ L1+ d

2 (Rd),

since V− ∈ L1+ d
2 (Rd) and {ρm ≥ 1} has finite measure by Markov’s inequality.

Case 0 < η < 1/d

In this case, we take w ∈ L1(Rd) with 0 ≤ ŵ ∈ L1(Rd). Take wN = Ndηw(Nη·)
and consider the canonical model with this interaction. Denoting a =

∫
Rd w(x) dx,

Proposition B.9 implies that

lim sup
N→∞
~dN→ρ

~deβCan(N, ~) ≤ eβ,aδ0Vla (ρ).

To show the lower bound, we follow the argument of Proposition B.12. Denote by
m0 the minimizer of the Vlasov functional with the delta interaction aδ0, and let ΓN
be the Gibbs state minimizing the canonical free energy functional. Applying (B.42)
with ϕ = N

ρ ρm0 , we obtain

TrHN,~ΓN ≥ Tr((i~∇+A)2 + V eff)Γ
(1)
N +

1

ρ
Tr(wN ∗ ρm0 − aρm0)Γ

(1)
N

− N

2ρ2

∫
Rd

(ρm0 ∗ wN )ρm0 + µaδ0Vla (ρ)N + o(~−d), (B.44)

where V eff = V + a
ρρm0 − µ

aδ0
Vla (ρ). Here, by Hölder’s inequality, we have

~d Tr(wN ∗ ρm0 − aρm0)Γ
(1)
N

= ~d
∫
Rd

(wN ∗ ρm0 − aρm0)ρ
Γ

(1)
N

≤ ‖~dρ
Γ

(1)
N

‖L1+2/d(Rd)‖wN ∗ ρm0 − aρm0‖L1+d/2(Rd),
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which tends to 0 since ‖~dρ
Γ

(1)
N

‖L1+2/d(Rd) is bounded, by the Lieb-Thirring inequality,

and since ρm0 ∈ L1+ d
2 (Rd) by Lemma B.13. Finally we have,∫

Rd
(ρm0 ∗ wN )ρm0 −→ a

∫
Rd
ρ2
m0
.

Hence, continuing from (B.44), we conclude that

lim inf
N→∞
~dN→ρ

~deβCan(N, ~) ≥ − 1

(2π)dβ

∫∫
R2d

log
(
1 + e−β(p2+V eff(x))

)
dx dp

+ µaδ0Vla (ρ)ρ− a

2ρ

∫
Rd
ρ2
m0

= eβ,aδ0Vla (ρ).

Case η > 1/d

Here we treat the dilute limit. Assume that d ≥ 3, 0 ≤ w ∈ L1(Rd), and that w is
compactly supported. Then, since w ≥ 0, we have the immediate lower bound

lim inf
N→∞
~dN→ρ

~deβCan(N, ~) ≥ lim inf
N→∞
~dN→ρ

~deβ,0Can(N, ~) = eβ,0Vla(ρ).

On the other hand, it follows from Proposition B.9 that we also have the correspond-
ing upper bound, so

lim
N→∞
~dN→ρ

~deβCan(N, ~) = eβ,0Vla(ρ).

This finishes the proof of the convergence of the energy in the dilute limit.

B.5.3 Convergence of states

Strong convergence of the one-particle Husimi and Wigner measures

Here we concentrate on proving the limits (B.14) and (B.15) for the one-particle
Husimi measure and the associated density. We start by briefly recalling the defini-
tions.

For f ∈ L2(Rd) a normalized, real-valued function and (x, p) ∈ R2d, ~ > 0,
we define f~x,p(y) = ~−d/4f((x − y)/~1/2)eip·y/~ and denote by P ~

x,p = |f~x,p〉 〈f~x,p|
the orthogonal projection onto f~x,p. For k ≥ 1, we introduce the k-particle Husimi
measure of a state Γ

m
(k)
f,Γ(x1, p1, . . . , xk, pk) =

N !

(N − k)!
Tr(P ~

x1,p1
⊗ · · · ⊗ P ~

xk,pk
⊗ 1N−kΓ),
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for x1, p1, . . . , xk, pk ∈ R2dk. See [18] for alternative formulas of m(k)
f,Γ. We also recall

the definition of the Wigner measure,

W(k)
Γ (x1, p1, . . . , xk, pk)

=

∫
Rdk

∫
Rd(N−k)

Γ
((
x+

~
2
y, z
)
;
(
x− ~

2
y, z
))
e−ip·y dz dy,

where x = (x1, . . . xk), p = (p1, . . . , pk) ∈ Rdk, and Γ(·, ·) is the kernel of the operator
Γ.

Using [18, Theorem 2.7] and the fact that the Husimi measures are bounded both
in the x and p variables, we obtain the existence of a Borel probability measure P
on

S =
{
µ ∈ L1(R2d)

∣∣ 0 ≤ µ ≤ 1,

∫
R2d

µ = ρ
}

such that, up to a subsequence, we have∫
R2dk

m
(k)
f,ΓN

ϕ→
∫
S

(∫
R2dk

m⊗kϕ
)

dP(m),

for any ϕ ∈ L1(R2dk) + L∞(R2dk) and similarly for the Wigner measures. There is
no loss of mass in the limit due to the confining potential V . Our goal is to show
that P = δm0 , where m0 is the Vlasov minimizer from Theorem B.1.

We begin with the case η = 0. Using coherent states, the tightness of (m
(1)
f,ΓN

)N
and a finite volume approximation we obtain

lim
Nj→∞
~dNj→ρ

~deβCan(~, Nj) ≥
1

(2π)d

∫
S

(∫
R2dk

(p2 + V (x))m(x, p)
)

dP(m)

+
1

2ρ

∫
S

(∫
R2dk

(w ∗ ρm)ρm

)
dP(m) +

1

(2π)d

∫
R2d

s
(∫
S
m dP(m)

)
. (B.45)

The lower semi-continuity of the entropy term can be justified as in the proof of
Lemma B.19. The case 0 < η < 1/d can be adapted using (B.42) with ϕ = Nρm0

and the case η > 1/d is even easier since the interaction is assumed non-negative
and can therefore be dropped.

If we denote m =
∫
S mdP(m), the right side of (B.45) is not exactly ECan(m)

because of the interaction term. In the case 0 ≤ η < 1/d we assumed ŵ ≥ 0, hence
the following inequality follows from convexity:∫

S

(∫
R2dk

w ∗ ρmρm
)

dP(m) ≥
∫
R2d

w ∗ ρmρm. (B.46)

The case 1/d < η is immediate since we assumed w ≥ 0 and the limiting energy has
no interaction term. Gathering the above inequalities we have

lim
Nj→∞
~dNj→ρ

~deβCan(~, Nj) ≥ Eβ,ρ,•Vla (m) ≥ eβ,•Vla(ρ),
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where Eβ,ρ,•Vla and eβ,•Vla(ρ) are the appropriate limiting functional and energy: i.e. • = w

if η = 0, • = (
∫
Rd w)δ0 if 0 < dη < 1 and • = 0 if dη ≥ 1 and d ≥ 3. Now,

by Theorem B.2 and Theorem B.8 the above inequalities are in fact equalities and
m is therefore the unique minimizer of Eβ,ρ,•Vla that is m0. Since this limit does not
depend on the subsequence we have taken, we conclude that the whole sequence
m

(1)
f,ΓN

converges weakly to m0, and similarly for the Wigner measure.
Note that, when ŵ > 0 and 0 < dη < 1, the equality in (B.46) gives that

P is concentrated on functions m which all share the same density ρm0 , by strict
convexity. But this is the only information that we have obtained so far on P. If the
conjectured entropy inequality (B.18) was valid, then we would conclude immediately
that P = δm0 . Since we do not have this inequality, we will have to go back later to
the proof that P = δm0 .

So far the convergence of m(1)
f,ΓN

is only weak but it can be improved using the
(one-particle) entropy. Going back to the previous estimates we now have

~deβCan(~, N) = eβ,•Vla(ρ) +
1

(2π)dβ

∫∫
R2d

(s(m
(1)
f,ΓN

)− s(m0)) + o(1) (B.47)

As before we denote by eβ,•Vla(ρ) the appropriate limiting energy, depending on the
choice of η. Recall that in the case η > 1/d, the interaction potential is assumed to
be non negative, so the interaction term is just dropped. We now focus on the second
term in (B.47). Let us remark that

s(m
(1)
f,ΓN

)− s(m0)

= m
(1)
f,ΓN

log

(
m

(1)
f,ΓN

m0

)
+ (1−m(1)

f,ΓN
) log

(
1−m(1)

f,ΓN

1−m0

)
+ (m0 −m(1)

f,ΓN
) log

(1−m0

m0

)
≥ m0 log

(
m

(1)
f,ΓN

m0

)
+ β(m0 −m(1)

f,ΓN
)(p2 + V +

1

ρ
wN ∗ ρm0 − µ+ β−1),

where we used the expression of m0 (B.5) and the pointwise inequality x log(x/y) +

(y − x) ≥ 0 for any x, y > 0. Integrating over x and p, we obtain on the right side
the sum of the relative von Neumann entropy of m(1)

f,ΓN
and m0, and a term which

tends to zero, due to the weak convergence we have proven. By Pinsker’s inequality
and (B.47) we obtain

~deβCan(~, N)− eβ,•Vla(ρ) ≥ 1

2(2π)dβ

(∫
R2d

|m(1)
f,ΓN

−m0|
)2

+ o(1).

The convergence of the energies gives the strong convergence in L1(R2d) of m(1)
f,ΓN

towards the Vlasov minimizer m0, hence in Lp(R2d) for all 1 ≤ p < ∞ since the
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Husimi measures are bounded by 1. This automatically gives that ρ
m

(1)
f,ΓN

→ ρm0

strongly in L1(Rd). The weak convergence in L1+2/d(Rd) follows from the (classical)
Lieb-Thirring inequality

‖ρm‖L1+d/2(Rd) ≤ C‖m‖
d
d+2

L1(R2d,p2 dxdp)
‖m‖

2
d+2

L∞(R2d)

for any m in L1(R2d).
Finally, by the Lieb-Thirring inequality ~dρ(1)

ΓN
is bounded in L1(Rd)∩L1+d/2(Rd),

hence this sequence is weakly precompact in those spaces. On the other hand, for
any ϕ ∈ C∞c (Rd) we have by [18, Lemma 2.4]∫

Rd
ρ
m

(1)
f,ΓN

ϕ =

∫
Rd

~dρ(1)
ΓN
ϕ ∗ |f~|2.

Let ρ̃ be an accumulation point for ~dρ(1)
ΓN

. By passing to the limit in both sides we
obtain ∫

Rd
ρm0ϕ =

∫
Rd
ρ̃ϕ.

The test function ϕ being arbitrary, we conclude that ~dρ(1)
ΓN

has a single accumula-
tion point and therefore converges weakly in L1(Rd) ∩ L1+d/2(Rd) towards ρm0 .

Weak convergence of the k-particle Husimi and Wigner measures

At this point we have proved the strong convergence ofm(1)
f,ΓN

towardsm0 in Lp(R2d)

for all 1 ≤ p <∞. Our argument works for any sequence of approximate Gibbs states
(ΓN ) in the sense that

EN,~Can (ΓN ) = eβCan(~, N) + o(N).

Here we discuss the weak convergence of the higher order Husimi functions. This is
not an easy fact in the canonical ensemble case. For instance, when w ≡ 0 one can
use Wick’s formula in the grand canonical case but there is no such formula in the
canonical ensemble [59, 25]. Here we will use a Feynman-Hellmann-type argument,
which forces us to consider the exact Gibbs state, and not only an approximate
equilibrium state. We will come back to approximate Gibbs states at the end of the
proof but our argument will require that they approach the right energy with an
error of order o(1) instead of o(N).

In order to access the two-particle Husimi function, the usual Feynman-Hellmann
argument is to perturb theN -body Hamiltonian by a positive two-body term of order
N , multiplied by a small parameter ε. This modifies the effective Vlasov energy and,
after taking the limit, one then look at the derivative at ε = 0. The problem here
is to control negative values of ε. For atoms one can use the strong repulsion at
the origin of the Coulomb interaction to control a negative two-body term, as was
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done in [53].1 For a general interaction or even when w ≡ 0, such an argument
fails. Another difficulty is the need to re-prove the existence of the limit with the
perturbation, since in the canonical ensemble trial states are not so easy to construct.

We follow a different route and use instead an argument inspired of a new tech-
nique recently introduced in [34]. The idea is to perturb the energy by a one body
term of order 1. This will not modify the leading order in the limit and will force
us to look at the next order. Since we are only interested in deviations in ε, the
existence of the limit for the one-particle Husimi measure will help us to identify the
deviation. Then, in order to access the two-body Husimi measure, we look at the
second derivative at ε = 0 instead of the first derivative.

Let us detail the argument. Let b ∈ C∞c (Rd×Rd,R+) be a non-negative function
on the phase space and introduce its coherent state quantization

B~ :=
1

(2π)d

∫∫
Rd×Rd

b(x, p)P ~
x,p dx dp,

where we recall that P ~
x,p = |f~x,p〉 〈f~x,p| is the orthogonal projection onto f~x,p. We

then consider the operator

BN,~ :=
N∑
j=1

(B~)j (B.48)

in the N -particle space. Note that B~ is a bounded self-adjoint operator with

0 ≤ B~ ≤ ‖b‖L∞(R2d)~d (B.49)

due to the coherent state representation (B.39) and that it is trace-class with

Tr(B~) ≤ 1

(2π)d

∫∫
Rd×Rd

b(x, p) dx dp. (B.50)

In particular BN,~ is bounded uniformly in N , with

‖BN,~‖B(
∧N L2(R3)) ≤ min

(
N~d‖b‖L∞(R2d), (2π)−d‖b‖L1(R2d)

)
.

This is because ∥∥∥ N∑
j=1

Cj

∥∥∥
B(

∧N L2(R3))
≤ ‖C‖S1(L2(R3)) (B.51)

for any trace class operator C. In the sequel we will just denote by ‖·‖ = ‖·‖B(H) the
operator norm and omit the underlying Hilbert space H which could be

∧N L2(R3)

or L2(R3). We introduce the perturbed Hamiltonian

HN,~(ε) := HN,~ + εBN,~,

1After inspection one sees that the argument used in [53] works under the condition that ŵ(p) ≥
a|p|−a for some a > 0 for large p. Not all interaction potentials can therefore be covered.
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for ε ∈ R. The perturbation is uniformly bounded, hence will not affect the limit
N →∞ for fixed ε. More precisely, let us call

ΓN,~,β(ε) :=
e−βHN,~(ε)

Tr e−βHN,~(ε)

the associated Gibbs state and

FN,~,β(ε) := − log Tr(e−βHN,~(ε))

β

the corresponding free energy. Everywhere we assume that ~N1/d → ρ and β > 0 is
fixed. By plugging ΓN,~,β(ε) into the variational principle at ε = 0 and conversely,
we obtain immediately that

FN,~,β(0) +
ε

(2π)d

∫∫
R2d

bm
(1)
f,ΓN,~,β(ε)

≤ FN,~,β(ε) ≤ FN,~,β(0) +
ε

(2π)d

∫∫
R2d

bm
(1)
f,ΓN,~,β(0). (B.52)

We have used here that Tr(B~Γ(1)) = (2π)−d
∫∫

R2d bm
(1)
f,Γ for all states Γ. Since

0 ≤ m(1)
f,Γ ≤ 1, this proves that

FN,~,β(ε) = EN,~Can (ΓN,~,β(ε)) = eβCan(~, N) +O(ε)

where O(ε) is even uniform in N . Hence from the analysis in the previous section,
we deduce immediately that

m
(1)
ΓN,~,β(ε) −→ m0

strongly in L1(R2d) for any fixed ε. Going back to (B.52) we infer that

FN,~,β(ε) = FN,~,β(0) +
ε

(2π)d

∫∫
R2d

bm0 + o(1).

A different way to state the same limit is

fN (ε) :=
Tr e−βHN,~−βεBN,~

Tr e−βHN,~
−→ exp

(
− εβ

(2π)d

∫∫
R2d

bm0

)
. (B.53)

It turns out that the so-defined function fN is C∞ on R with all its derivatives locally
uniformly bounded in N . This follows from the following general fact.

Lemma B.14. Let A be a self-adjoint operator such that Tr(eA) <∞ and let B be
a bounded self-adjoint operator, on a Hilbert space H. Then the function

ε ∈ R 7→ Tr(eA+εB)

Tr(eA)
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is C∞ and its derivatives are bounded by∣∣∣ dk

dεk
Tr(eA+εB)

Tr(eA)

∣∣∣ ≤ ‖B‖kTr(eA+εB)

Tr(eA)
≤ ‖B‖ke|ε|‖B‖

for k ≥ 0.

Proof. Note that Tr(eA+εB) ≤ eε‖B‖Tr(eA) since A+ εB ≤ A+ |ε|‖B‖. We have for
the first derivative

d

dε

Tr(eA+εB)

Tr(eA)
=

Tr(BeA+εB)

Tr(eA)

which is then clearly bounded by ‖B‖. The second derivative is given by Duhamel’s
formula

d2

dε2

Tr(eA+εB)

Tr(eA)
=

∫ 1

0

Tr(Bet(A+εB)Be(1−t)(A+εB))

Tr(eA)
dt (B.54)

and we have by Hölder’s inequality in Schatten spaces

|Tr(Bet(A+εB)Be(1−t)(A+εB))| ≤ ‖B‖2‖et(A+εB)‖
S

1
t
‖e(1−t)(A+εB)‖

S
1

1−t

= ‖B‖2 Tr(eA+εB) ≤ ‖B‖2e|ε|‖B‖Tr(eA),

as claimed. The argument is the same for the higher order derivatives. The function
is indeed real-analytic on R but this fact is not needed in our argument.

Since BN,~ is bounded uniformly in N and ~, we conclude from the lemma that
fN is bounded in W k,∞

loc for all k. This implies that f (k)
N converges locally uniformly

to the kth derivative of the right side of (B.53) for all k. In particular, we have

f ′′N (0) −→
( β

(2π)d

∫∫
R2d

bm0

)2
. (B.55)

On the other hand, we can compute the second derivative f ′′N (0) explicitly, us-
ing (B.54):

f ′′N (0) = β2

∫ 1

0

Tr(BN,~ e
−tβHN,~BN,~ e

−(1−t)βHN,~)

Tr(e−βHN,~)
dt. (B.56)

We claim that this indeed behaves as

f ′′N (0) =
β2

(2π)2d

∫∫
R4d

b⊗ bm(2)
f,ΓN,~,β

+ o(1) (B.57)

and first explain why this is useful before justifying (B.57). From the weak conver-
gence of m(2)

f,ΓN,~,β
mentioned in the previous section, we obtain

lim
N→∞
N~d→ρ

f ′′N (0) =
β2

(2π)2d

∫
S

(∫
R2d

bm
)2

dP (B.58)
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with the de Finetti measure P. Comparing (B.55) with (B.58) and using m0 =∫
S mdP, we conclude that∫

S

(∫
R2d

bm
)2

dP(m) =
(∫
S

∫
R2d

bmdP(m)
)2

for every non-negative b ∈ C∞c (R2d). This proves that P = δm0 as desired. The
limits (B.16) and (B.17) then follow for all k ≥ 2. Therefore, it only remains to
prove (B.57).

The idea of the proof of (B.57) is simple. Since we are in a semi-classical regime,
the order of the operators in the trace (B.56) should not matter. If we put the two
BN,~ together, we obtain after a calculation

Tr((BN,~)2ΓN,~,β) = Tr
(
(B~)2Γ

(1)
N,~
)

+
1

(2π)2d

∫∫
R4d

b⊗ bm(2)
f,ΓN,~,β

.

The first term tends to zero since

Tr
(
(B~)2Γ

(1)
N,~
)
≤ N‖B~‖2 ≤ ‖b‖2L∞(R2d)N~2d,

whereas the second term converges to (2π)−2d
∫
S
(∫∫

R2d bm
)2
dP(m) due to the weak

convergence of m(2)
f,ΓN,~,β

. Therefore we have to compare f ′′N (0) with Tr(BN,~)2ΓN,~,β .
In [34], it is proven that the function

t 7→ Tr
(
BN,~ e

−tβHN,~BN,~ e
−(1−t)βHN,~

)
is convex on [0, 1], non-increasing on [0, 1/2] and non-decreasing on [1/2, 1]. Using
that the function is minimal at t = 1/2 and above its tangent at t = 0 provides the
bound

Tr
(
BN,~ e

−tβHN,~BN,~ e
−(1−t)βHN,~

)
≥ Tr

(
BN,~ e

−β
2
HN,~BN,~ e

−β
2
HN,~

)
≥ Tr

(
(BN,~)2e−βHN,~

)
+
β

4
Tr
([

[HN,~, BN,~], BN,~
]
e−βHN,~

)
for all t ∈ [0; 1], see [34]. Inserting in (B.56), we find that

f ′′N (0) ≥ β2 Tr
(
(BN,~)2ΓN,~,β

)
+
β3

4
Tr
([

[HN,~, BN,~], BN,~
]

ΓN,~,β
)
. (B.59)

Hence (B.57) readily follows from the following result.

Lemma B.15 (Convergence of the double commutator). With BN,~ defined
as in (B.48), we have

lim
N→∞
N~d→ρ

Tr
([

[HN,~, BN,~], BN,~
]

ΓN,~,β
)

= 0. (B.60)
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Proof. We have[
[HN,~, BN,~], BN,~

]
=

N∑
j=1

[
[H1,~, B~], B~

]
j

+
1

N

∑
1≤j 6=k≤N

[
[wjk, (B~)j ], (B~)j + (B~)k

]
(B.61)

with H1,~ = |i~∇ + A|2 + V the one-particle operator and wjk the multiplication
operator by wN (xj−xk). The commutators have been used to dramatically reduce the
number of terms, but will not play any role anymore. We will estimate separately the
terms (B~H1,~B~)j , (H1,~B

2
~)j , wjk(B~)j(B~)j′ and (B~)jwjk(B~)j′ with j′ ∈ {k, j}.

First we deal with the kinetic energy. For instance we can bound, by Hölder’s
inequality in Schatten spaces,∥∥B~(−~2∆)B~

∥∥
S1 +

∥∥(−~2∆)(B~)2
∥∥
S1

≤ 2‖B~‖
∥∥B~

∥∥ 1
2

S1

∥∥(−~2∆)B
1
2
~
∥∥
S2 ≤

C

N

∥∥(−~2∆)B
1
2
~
∥∥
S2 .

We have used here our estimates (B.49) and (B.50) on the norm and trace of the
non-negative operator B~. The last Hilbert-Schmidt norm is equal to∥∥(−~2∆)B

1
2
~
∥∥2

S2 = Tr
(
(−~2∆)B~(−~2∆)

)
=

1

(2π)d

∫∫
R2d

b(x, p)‖~2∆f~x,p‖2 dx dp.

Using that

~2∆f~x,p(y) = ~ ~−d/4(∆f)
(x− y√

~

)
eip·y/~ − |p|2f~x,p(y)

+ 2i
√
~ ~−d/4p · (∇f)

(x− y√
~

)
eip·y/~,

we find that ∥∥(−~2∆)B
1
2
~
∥∥
S2 ≤ C

∫∫
R2d

(|p|4 + ~|p|2 + ~2)b(x, p) dx dp.

This is uniformly bounded since b has a compact support in the phase space. Us-
ing (B.51), we conclude as we wanted that

Tr
(

ΓN,~,β

N∑
j=1

[
[−~2∆, B~], B~

]
j

)
= O(N−1).

For the potential term we have to use more information on the state ΓN,~,β . We
first estimate

Tr
(
Γ

(1)
N,~,βV B

2
~
)
≤ ‖B~‖

3
2

∥∥(Γ
(1)
N,~,β)

1
2 |V |

1
2

∥∥
S2

∥∥|V | 12B 1
2
~
∥∥
S2 .
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Using the Lieb-Thirring inequality for V− ∈ L1+d/2(R3) as in (B.38) and that the
energy is O(N) for V+, we see that∥∥(Γ

(1)
N,~,β)1/2|V |1/2

∥∥2

S2 = Tr Γ
(1)
N,~,β|V | = O(N).

Hence we can deduce that

Tr
(
Γ

(1)
N,~,βV B

2
~
)
≤ C

N

∥∥|V | 12B 1
2
~
∥∥.

Like for the kinetic energy, we compute the Hilbert-Schmidt norm∥∥|V | 12B 1
2
~
∥∥2

S2 = Tr|V |
1
2B~|V |

1
2

=
1

(2π)d

∫∫
Rd×Rd

b(x, p)
∥∥|V | 12 f~x,p∥∥2

L2(Rd)
dx dp

=
1

(2π)d

∫∫
R2d

b(x, p) |V | ∗ |f~0,0|2(x) dx dp

≤ C
∫
BR

|V (x)| dx (B.62)

where BR is a fixed large ball, chosen large enough such that supp(b) ⊂ BR−1. We
are using here that f~0,0 has compact support, hence supp(f~0,0) ⊂ B1, for ~ small
enough. Since V ∈ L1

loc(Rd) by assumption, this proves that

Tr
(
Γ

(1)
N,~,βV B

2
~
)

= O(N−1).

The argument is similar for Tr(Γ
(1)
N,~,βB

2
~V ). Finally, we also have

Tr
(
Γ

(1)
N,~,βB~V B~

)
≤ ‖B~‖

∥∥B 1
2
~ |V |

1
2

∥∥2

S2 = O(N−1) (B.63)

by (B.62). This concludes the proof that the potential terms tend to 0. The argument
is exactly the same for |A|2. For i~∇ ·A+A · i~∇, we argue similarly, using that∥∥|A|B 1

2
~
∥∥
S2 +

∥∥A · (i~∇)B
1
2
~
∥∥
S2 ≤ C

∫
BR

|A|

and ∥∥∥|i~∇|√Γ
(1)
N,~,β

∥∥∥2

S2
= Tr(−~2∆)Γ

(1)
N,~,β = O(N).

Let us finally turn to the interaction. First we look at

Tr
(

ΓN,~,β
1

N

∑
1≤j 6=k≤N

(B~)jwjk(B~)k

)
= (N − 1) Tr

(
ΓN,~,β(B~)1w12(B~)2

)
and use the Cauchy-Schwarz inequality to estimate

±(B~)1w12(B~)2 ≤ (B~)1|w12|(B~)1 + (B~)2|w12|(B~)2.
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We look for instance at

(N − 1) Tr
(
ΓN,~,β(B~)2w12(B~)2

)
= Tr

(
ΓN,~,β

N∑
j=2

(B~)jw1j(B~)j

)
.

For fixed x1, the operator
∑N

j=2(B~)jw1j(B~)j (acting on the remaining N − 1 vari-
ables) is estimated as in (B.51) by∥∥∥ N∑

j=2

(B~)jw1j(B~)j

∥∥∥ ≤ ∥∥B~|wN (x1 − · )|B~
∥∥
S1 ≤

C

N
sup
x1∈Rd

∫
B(x1,R)

|wN |.

When η > 0 the supremum can be bounded by
∫
Rd |wN | =

∫
Rd |w|, since we assume

that w ∈ L1(Rd) in this case. When η = 0 (hence wN = w) this can be controlled by

sup
x1∈Rd

∫
B(x1,R)

|w| ≤ |BR|‖w2‖L∞(Rd) + |BR|1+ 2
d ‖w1‖

L1+ d
2 (Rd)

since w = w1 + w2 ∈ L1+d/2 + L∞(Rd). In all cases, we have proved that

Tr
(

ΓN,~,β
1

N

∑
1≤j 6=k≤N

(B~)jwjk((B~)j + (B~)k)
)

= O(N−1).

It then remains to look at∣∣(N − 1) Tr
(
ΓN,~,β(B~)j′(B~)2w12

)∣∣
≤ (N − 1)

√
Tr
(
ΓN,~,β(B~)j′(B~)2|w12|(B~)2(B~)j′

)√
Tr(ΓN,~,β|w12|),

where j′ ∈ {1, 2}. The first term is estimated as before by

Tr
(
ΓN,~,β(B~)j′(B~)2|w12|(B~)2(B~)j′

)
≤ C

N3
sup
x∈Rd

∫
B(x,R)

|wN |.

The supremum is uniformly bounded. Hence∣∣(N − 1) Tr
(
ΓN,~,β(B~)j′(B~)2w12

)∣∣ ≤ C

N1/2

√
Tr(ΓN,~,β|w12|). (B.64)

The estimate on Tr(ΓN,~,β|w12|) depends on the value of η. If η = 0, then wN = w

and we have Tr(ΓN,~,β|w12|) = O(1) by the Lieb-Thirring inequality. If η > 1/d,
we have assumed that w ≥ 0, hence Tr(ΓN,~,β|w12|) = Tr(ΓN,~,βw12) is uniformly
bounded since this term appears in the energy. Finally, when 0 < η < 1/d, the
Lieb-Thirring inequality implies

Tr(ΓN,~,β|w12|) ≤ C‖wN‖L1+d/2(Rd) = CN
dη

d/2
1+d/2 ‖w‖L1+d/2(Rd).

When inserted in (B.64), we obtain an error of the order N−
1
2

+ dη
2

1
1+d/2 → 0. This

concludes the proof of Lemma B.15.



114 Paper B

At this point we have finished the proof of Theorems B.2 and B.8 for the exact
N -particle Gibbs states ΓN,~,β . It is possible to handle approximate Gibbs states
using the relative entropy and Pinsker’s inequality as we did for the one-particle
Husimi functions. Indeed, consider a sequence of states ΓN such that

EN,~Can (ΓN ) = eβCan(~, N) + o(1).

We can write
EN,~Can (ΓN )− eβCan(~, N) =

1

β
H(ΓN ,ΓN,~,β)

where H(A,B) = TrA(logA − logB) if the relative entropy. From the quantum
Pinsker inequality H(A,B) ≥ ‖A−B‖2S1/2 we infer that

Tr|ΓN − ΓN,~,β| −→ 0

in trace norm. Since ‖m(k)
f,Γ‖L∞(R2dk) ≤ Tr|Γ| by [18, Eq. (1.15)], we conclude that

‖m(k)
f,ΓN

−m(k)
f,ΓN,~,β

‖L∞(R2dk) −→ 0.

Therefore m(k)
f,ΓN

has the same weak limit as the exact Gibbs state. The proof of
Theorems B.2 and B.8 is now complete.

B.6 Proof of Theorem B.1: Study of the semiclassical
functional

This section is devoted to the proof of Theorem B.1 and some auxiliary results on the
semiclassical functional. We begin our analysis with the free particle case (w = 0)
and then generalize to systems with pair interaction. We recall that the magnetic
potential does not affect the energy, only the minimizer, and can be removed by a
change of variables so we do not consider it here. For this section and for ρ > 0 we
denote by

SVla(ρ) =
{
m ∈ L1(R2d)

∣∣ 0 ≤ m ≤ 1, 1
(2π)d

∫
R2d

m = ρ
}
.

the set of admissible semi-classical measures.

B.6.1 The free gas

Proposition B.16 (Minimizing the free semi-classical energy). Suppose that
w = 0, and that V+ ∈ L1

loc(Rd) satisfies
∫
Rd e

−βV+(x) dx < ∞ for some β > 0 and
V− ∈ Ld/2(Rd) ∩ L1+d/2(Rd). Fix ρ > 0 and define m0 ∈ SVla(ρ) by

m0(x, p) :=
1

1 + eβ(p2+V (x)−µ)
,
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where µ is the unique chemical potential such that

1

(2π)d

∫∫
R2d

m0(x, p) dx dp = ρ.

Then

eβ,0Vla(ρ) = Eβ,ρ,0Vla (m0)

= − 1

(2π)dβ

∫
R2d

log
(
1 + e−β(p2+V (x)−µ)

)
dx dp+ µρ. (B.65)

Proof. The map
R : R −→ R

µ 7−→ (2π)−d
∫∫

R2dm0(x, p) dx dp

is well-defined on R, using that

1

1 + eβ(p2+V (x)−µ)
≤ max(1, eβµ)

1 + eβ(p2+V (x))

which is integrable under our conditions on V , by the remarks after Theorem B.1.
In addition, R is increasing and continuous with

lim
µ→−∞

R(µ) = 0, lim
µ→+∞

R(µ) = +∞.

Therefore we can always find µ so that the density of m0 equals the given ρ. Note
then that

1−m0(x, p) = eβ(p2+V (x)−µ)m0(x, p) =
1

1 + e−β(p2+V (x)−µ)
,

so that

Eβ,ρ,0Vla (m0) =
1

(2π)dβ

∫
R2d

(
β(p2 + V (x)− µ)m0 +m0 logm0

−m0 log
(
eβ(p2+V (x)−µ)m0

))
dx dp

+
1

(2π)dβ

∫
R2d

(log(1−m0) + βµm0) dx dp

= − 1

(2π)dβ

∫
R2d

log(1 + e−β(p2+V (x)−µ)) dx dp+ µρ,

showing the second equality in (B.65). That m0 is the minimizer follows from the
fact that the free energy is strictly convex. For instance, for any other m ∈ SVla(ρ),
since the function s(t) = t log t+ (1− t) log(1− t) is convex on (0, 1) with derivative
s′(t) = log( t

1−t), we have pointwise

s(m) ≥ s(m0) + s′(m0)(m−m0)

= −β(p2 + V (x)− µ)m+ β(p2 + V (x)− µ)m0 + s(m0), (B.66)

replacing m0 by its expression implies that Eβ,ρ,0Vla (m) ≥ Eβ,ρ,0Vla (m0). That m0 is the
unique minimizer follows from the fact that Eβ,ρ,0Vla is a strictly convex functional.
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Remark B.17. For an arbitrary domain Ω ⊆ R2d, we have by the very same argu-
ments that

min
m∈L1(Ω)
0≤m≤1

{ 1

(2π)d

∫
Ω

(
(p2 + V (x))m(x, p) dx+

1

β
s(m(x, p))

)
dx dp

}
= − 1

(2π)dβ

∫
Ω

log(1 + e−β(p2+V (x))) dx dp.

with the unique minimizer m̃0(x, p) = (1 + eβ(p2+V (x)))−1 and no chemical potential
since we have dropped the mass constraint.

B.6.2 The interacting gas

We now deal with the interacting case. When w 6= 0, to retrieve the existence of
minimizers as well as their expression, we need to use compactness techniques and
compute the Euler-Lagrange equation. We divide the proof in several lemmas. We
start by proving the semi-continuity of the functional in Lemma B.18 and then prove
the existence of minimizers on SVla(ρ) in Lemma B.19. To obtain the form of the
minimizers we compute the Euler-Lagrange equation but because the entropy s is
not differentiable in 0 and 1 we first need to prove in Lemma B.20 that minimizers
cannot be equal to 0 nor 1 in sets of non zero measure. The proof of Theorem B.1 is
given at the end of this subsection.

Lemma B.18. Fix ρ, β0 > 0. Suppose that w = 0, and that V+ ∈ L1
loc(Rd), V− ∈

Ld/2(Rd) ∩ L1+d/2(Rd) satisfies
∫
Rd e

−β0V+(x) dx <∞. Then for all β > β0, Eβ,ρ,0Vla is
L1-strongly lower semi-continuous on SVla(ρ).

Proof. We have to show that for any C0 ∈ R

L(C0) :=
{
m ∈ SVla(ρ)

∣∣ Eβ,ρ,0Vla (m) ≤ C0

}
is closed with respect to the L1-norm on SVla(ρ). Let (mn) ⊆ L(C0) be a sequence
converging towards some m ∈ L1(Rd) with respect to the L1-norm. By the L1 con-
vergence we immediately have 1

(2π)d

∫∫
R2dm = ρ, we can also extract a subsequence

converging almost everywhere and obtain 0 ≤ m ≤ 1. Applying Remark B.17 with
Ω = {|x|+ |y| ≥ R}, we have for any R > 0 that

1

(2π)d

∫∫
|x|+|p|≥R

(p2 + V (x))mn(x, p) +
1

β
s(mn(x, p)) dx dp

≥ − 1

β

∫∫
|x|+|p|≥R

log
(
1 + e−β(p2+V (x))

)
dx dp = oR(1). (B.67)
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Now we use that (mn) is bounded in L∞(R2d) to obtain that mn → m in Lp(R2d)

for all 1 ≤ p <∞. By Fatou’s lemma and dominated convergence we obtain

lim inf
n→∞

∫∫
|x|+|p|≤R

(p2 + V+(x))mn(x, p) dx dp

≥
∫∫
|x|+|p|≤R

(p2 + V+(x))m(x, p) dx dp,

∫∫
|x|+|p|≤R

V−(x)mn(x, p) dx dp −→
n→∞

∫∫
|x|+|p|≤R

V−(x)m(x, p) dx dp.

It remains to deal with the entropy term: by continuity of s and by dominated
convergence we have∫∫

|x|+|p|≤R
s(mn(x, p)) dx dp −→

n→∞

∫∫
|x|+|p|≤R

s(m(x, p)) dx dp.

All in all we obtain

C0 ≥ lim inf
n→∞

Eβ,ρ,0Vla (mn)

≥ 1

(2π)d

∫∫
|x|+|p|≤R

(p2 + V (x))m(x, p) dx dp

+
1

β

∫∫
|x|+|p|≤R

s(m(x, p)) dx dp+ o(R)

≥ 1

(2π)d

∫∫
|x|+|p|≤R

(p2 + V+(x))m(x, p) dx dp+ o(R)

− 1

(2π)d

∫∫
R2d

V−(x)m(x, p) dx dp+
1

β

∫∫
R2d

s(m(x, p)) dx dp.

Finally, we use the monotone convergence theorem and let R tend to ∞ to obtain
Eβ,ρ,0Vla (m) ≤ C0.

Lemma B.19. Fix ρ, β0 > 0. Suppose that w ∈ L1+d/2(Rd) + L∞ε (Rd) + R+δ0,
V+ ∈ L1

loc(Rd), V− ∈ L1+d/2(Rd) satisfies
∫
Rd e

−β0V+(x) dx < ∞ and V+(x) → ∞ as
|x| → ∞. Then for all β > β0, Eβ,ρVla is bounded below and has a minimizer m0 in
SVla(ρ).

Proof. Let (mn) ⊆ SVla(ρ) be a minimizing sequence, i.e. Eβ,ρVla (mn) → eβVla(ρ) as
n → ∞. Since (mn) is bounded in both L1(R2d) and L∞(R2d), one can verify that
up to extraction the sequence has a weak limit m0 ∈ L1(R2d) ∩ L∞(R2d) satisfying∫

R2d

mn(x, p)ϕ(x, p) dx dp→
∫
R2d

m0(x, p)ϕ(x, p) dx dp (B.68)

for any ϕ ∈ L1(R2d) + L∞ε (R2d). Moreover, the weak limit m0 satisfies 0 ≤ m0 ≤ 1

and
∫
R2dm0 ≤ ρ(2π)d. Note that we do not have pointwise convergence a priori.
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Let us prove that m0 is a minimizer of Eβ,ρVla in SVla(ρ). Our first step is to show the
tightness of the sequence of probability measures (mn) to obtain

∫
R2dm0 = (2π)dρ,

then we argue thatm0 ∈ SVla(ρ) and minimizes Eβ,ρVla using weak lower-semicontinuity.
We start out by bounding the interaction term using some of the kinetic energy.

Let ε > 0 and let us write w = w1 +w2 +aδ0 with w1 ∈ L1+d/2(Rd), ‖w2‖L∞(Rd) < ε

and a ≥ 0. We use Young’s inequality to bound the interaction term∫
Rd
w ∗ ρmnρmn ≥ ‖w1‖L1+d/2(Rd)‖ρmn‖L1+2/d(Rd)‖ρmn‖L1(Rd)

+ ‖w2‖L∞(Rd)‖ρmn‖2L1(Rd)

≥ Cε
∫∫

R2d

p2mn(x, p) dx dp− C. (B.69)

In the last inequality we have used the well-known fact [38] that∫
Rd
p2m(x, p) dp ≥ inf

0≤m̃≤1∫
m̃=(2π)dρm(x)

∫
Rd
p2m̃(p) dp

= (2π)dcTF

d

d+ 2
ρm(x)1+2/d, (B.70)

which gives the Lieb-Thirring inequality for classical measures on phase space. Sim-
ilarly we have∫

Rd
V−(x)ρmn(x) dx ≤ C

(
ε−d/2‖V−‖1+d/2

L1+d/2(Rd)
+ ε‖ρmn‖

1+2/d

L1+2/d(Rd)

)
. (B.71)

Now using Proposition B.16, (B.70), (B.69) and (B.71), denoting α = (β − β0)/(2β)

we have

C ≥ Eβ,ρVla (mn) ≥ α

(2π)d

∫∫
R2d

(p2 + V (x))mn +
1

2ρ

∫
Rd

(w ∗ ρmn)ρmn

+
1

2
e
β(1−α),0
Vla (ρ)

≥ α− Cε
(2π)d

∫∫
R2d

(p2 + V+(x))mn − C (B.72)

Note that by construction, β(1−α) > β0. Taking ε > 0 sufficiently small but positive,
the above inequality shows the tightness condition∫∫

R2d

(p2 + V+(x))mn(x, p) dx dp ≤ C. (B.73)

Therefore
∫∫

R2dm0 = (2π)dρ.
Now we prove that lim infn→∞ Eβ,ρVla (mn) ≥ Eβ,ρVla (m0). From the tightness condi-

tion it is easy to verify that ρmn ⇀ ρm0 and that∫
Rd

(w − aδ0) ∗ ρmnρmn →
∫
Rd

(w − aδ0) ∗ ρm0ρm0 .
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To finish, we deal with the delta part of the interaction as well as the entropy part.
We use that a continuous convex function is always weakly lower semi-continuous.
We obain

a

∫
Rd
ρ2
m0

=

∫
Rd

lim
n→∞

ρ2
mn ≤ lim

n→∞

∫
Rd
ρ2
mn ,∫

Rd
s(m0) =

∫
Rd

lim
n→∞

s(mn) ≤ lim inf
n→∞

∫
Rd
s(mn).

Lemma B.20. Fix ρ, β0 > 0. Suppose that w ∈ L1+d/2(Rd) + L∞ε (Rd) + R+δ0,
V+ ∈ L1

loc(Rd), V− ∈ L1+d/2(Rd) satisfies
∫
Rd e

−β0V+(x) dx < ∞ and V+(x) → ∞ as
|x| → ∞. Then any minimizer m0 ∈ SVla(ρ) of Eβ,ρVla satisfies

0 < m(x, p) < 1, for (x, p) ∈ R2d almost everywhere.

Proof. Define Ω1 := {m0 = 1} and Ω0 := {m0 = 0}. Our goal is to prove that Ω1

and Ω0 have 0 measure. To this end, we will first show that |Ω1||Ω0| = 0. Then we
use that at least one of them is a null set to prove that so is the other one. Let us
first assume neither of them are null sets. Let r > 0, 0 < λ < 1

2 and for almost every
(ξ1, ξ2) ∈ Ω1 × Ω0 define

ϕ1 = λ1B(ξ1,r)∩Ω1
, ϕ2 = λ1B(ξ2,r′)∩Ω0

,

where r′ := min{s ≥ 0 | |B(ξ2, s) ∩ Ω0| = |B(ξ1, r) ∩ Ω1|}. We will use the notation
v(r) = |B(ξ1, r) ∩ Ω1|. Note that by Lebesgue’s density theorem, for almost every
(ξ1, ξ2) ∈ Ω1 × Ω0 we have v(r) > 0 and r′ <∞. In order to obtain a contradiction,
we will use m0 − ϕ1 + ϕ2 ∈ SVla(ρ) as a trial state and that m0 is a minimizer of
Eβ,ρVla . Let us estimate the entropy, using that s(0) = s(1) = 0 and s(t) = s(1− t), we
obtain ∫∫

R2d

s(m0 − ϕ1 + ϕ2) =

∫∫
R2d

s(m0) + s(ϕ1) + s(ϕ2)

= 2s(λ)v(r) +

∫∫
R2d

s(m0).

It remains to estimate the contribution to the interaction energy, we have∫
Rd
ρm0−ϕ1+ϕ2w ∗ ρm0−ϕ1+ϕ2 =

∫
Rd
ρm0w ∗ ρm0 + 2

∫
Rd
ρϕ2−ϕ1w ∗ ρm0

+

∫
Rd
ρϕ2−ϕ1w ∗ ρϕ2−ϕ1 .
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Let ε > 0 and let us write w = w1 +w2 +aδ0 with w1 ∈ L1+d/2(Rd), ‖w2‖L∞(Rd) < ε

and a ≥ 0. We first use Young’s inequality to bound the last term∫
Rd
w ∗ (ρϕ2 − ρϕ1)(ρϕ2 − ρϕ1)

≤ ‖w1‖L1+d/2(Rd) ‖ρϕ2 − ρϕ1‖L1(Rd) ‖ρϕ2 − ρϕ1‖L1+2/d(Rd)

+ ‖w2‖L∞ε (Rd)‖ρϕ2 − ρϕ1‖2L1(Rd) + a‖ρϕ2 − ρϕ1‖2L2(Rd)

≤ Cλ2
(
‖w‖L1+d/2(Rd) v(r)1+ d

d+2 + ‖w2‖L∞ε (Rd)v(r)2 + av(r)
)
.

Next and similarly we estimate the second term (minus the delta interaction)∫
Rd

(w1 + w2) ∗ ρm0(ρϕ2 − ρϕ1)

≤ ‖w1‖L1+d/2(Rd) ‖ρm0‖L1+2/d(Rd) ‖ρϕ2 − ρϕ1‖L1(Rd)

+ ‖w2‖L∞ε (Rd) ‖ρm0‖L1(Rd) ‖ρϕ2 − ρϕ1‖L1(Rd)

≤ Cλ
(
‖w1‖L1+d/2(Rd) ‖ρm0‖L1+2/d(Rd) + ‖w2‖L∞ε (Rd) ‖ρm0‖L1(Rd)

)
v(r).

Since m0 is a minimizer, these estimates imply that

Eβ,ρVla (m0) ≤ Eβ,ρVla (m0 − ϕ1 + ϕ2)

≤ Eβ,ρVla (m0) +
1

(2π)d

∫∫
R2d

(p2 + V (x) + aρm0)(ϕ2 − ϕ1)

+ Cλ2
(
‖w‖L1+d/2(Rd) v(r)1+ d

d+2 + ‖w2‖L∞ε (Rd)v(r)2 + av(r)
)

+ Cλ
(
‖w1‖L1+d/2(Rd) ‖ρm0‖L1+2/d(Rd)

+ ‖w2‖L∞ε (Rd) ‖ρm0‖L1(Rd)

)
v(r) +

2s(λ)

(2π)dβ
v(r).

Now we divide the last inequality by v(r) and we let r tend to zero and use the
Lebesgue differentiation theorem (and the Lebesgue density theorem), to obtain that
for almost all (ξ1, ξ2) ∈ Ω1 × Ω0

−2s(λ)

λβ
≤ − p2

1 − V (x1)− aρm0(x1) + p2
2 + V (x2) + aρm0(x2)

+ C ‖w‖L1+d/2(Rd) ‖ρm0‖L1+2/d(Rd) .

Now letting λ tend to zero, we have that for almost all (ξ1, ξ2) ∈ Ω1 × Ω0, p2
2 +

V (x2) + aρm0(x2) − p2
1 − V (x1) − aρm0(x1) = ∞ which, since V ∈ L1+d/2

loc (Rd) and
ρm0 ∈ L

1+2/d
loc (Rd), implies that |Ω1 × Ω0| = 0. Therefore, at least one of them is

a null set, we will treat the case where |Ω0| = 0 and |Ω1| 6= 0, the other one can
be dealt with similarly. Because m has finite mass we can find ε > 0 such that
Ω2,ε := {1− ε ≤ m(x, p) ≤ 1− ε/2} is not a null set. Defining ϕ1 and ϕ2 (replacing
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Ω0 by Ω2,ε) as before and doing the same computations we obtain that for almost
all (ξ1, ξ2) ∈ Ω1 × Ω2,ε

−s(λ)

λβ
≤ − p2

1 − V (x1)− aρm0(x1) + p2
2 + V (x2) + aρm0(x2)

+
s(m(ξ2)− λ)− s(m(ξ2))

λ
+ C ‖w‖L1+d/2(Rd) ‖ρm0‖L1+2/d(Rd) .

Because s is continuously differentiable on [1 − 2ε, 1 − ε/2], the difference quotient
above is bounded uniformly in ξ2 ∈ Ω2,ε and λ > 0 small enough. Letting λ tend
to zero, we end up with the same contradiction as before showing that Ω1 is a null
set.

Proof of Theorem B.1. We assume A = 0 without loss of generality, since it can be
removed by a change of variable.

We will first show that the expression (B.5) of the minimizers is correct by com-
puting the Euler-Lagrange equation associated with any such minimizer m0. This
gives automatically the expression of the minimum energy (B.6). We conclude, in
the case ŵ ≥ 0, by showing that the chemical potential µ is given by (B.8).

Let ε > 0 small enough and ϕ ∈ L1 ∩ L∞({ε < m0 < 1 − ε}) such that∫∫
R2d ϕ(x, p) dx dp = (2π)dρ. For δ = ε

1+‖ϕ‖∞
we have

mt :=
m0 + tϕ

1 + t
∈ SVla(ρ)

for all t ∈ (−δ, δ). Since m0 is a minimizer, we must have d
dtE

β
Vla(mt)|t=0 = 0. Using

that d
dtmt = (ϕ−m0)(1 + t)−2 and s′(t) = log( t

1−t) we obtain∫∫
R2d

(
p2 + V (x) +

1

ρ
w ∗ ρm0(x) +

1

β
log
( m0(x, p)

1−m0(x, p)

))
ϕ(x, p) dx dp

=

∫∫
R2d

(
p2 + V (x) +

1

ρ
w ∗ ρm0(x)

+
1

β
log
( m0(x, p)

1−m0(x, p)

))
m0(x, p) dx dp.

Denoting the right hand side by (2π)dµVla(ρ)ρ, we have shown for any ϕ verifying
the above conditions that∫∫

{ε<m<1−ε}

(
p2 + V (x) +

1

ρ
w ∗ ρm0(x)

+
1

β
log(

m0(x, p)

1−m0(x, p)
)− µVla(ρ)

)
ϕ(x, p) dx dp = 0.

This is enough for the left factor in the integrand above to be zero almost everywhere
on {ε < m0 < 1 − ε}. But ε can be taken arbitrary small and by Lemma B.20 we
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have
⋃
ε>0{ε < m0 < 1− ε} = {0 < m0 < 1} = R2d almost everywhere, from which

we obtain (B.5).
That ρm0 ∈ L2(Rd)∩L1+d/2(Rd) follows from Lemma B.13 and the fact that m0

satisfies (B.5).
It remains to prove (B.8) when it is assumed that ŵ ≥ 0. This is a classical

argument and we only sketch it, we refer to [41] for further details. First note that
the assumption ŵ ≥ 0 ensures the convexity of Eβ,ρVla , hence for ρ′ > 0, F βVla(ρ

′, ρ) is the
minimum of a convex function under a linear constraint, it is therefore convex. This
implies that, for ρ′ > 0, the function F βVla( · , ρ′) is continuous on R+ and continuously
differentiable except maybe in a countable number of values of ρ. We first show that

R∗+ 3 ρ 7→ µ(ρ) ∈ R

defines a bijection, where µ(ρ), defined in (B.5), is the Lagrange multiplier associated
to the constraint ρ. Consider, for µ ∈ R, the unconstrained minimization problem

inf
0≤m≤1

Eβ,ρ
′

Vla (m)− µ

(2π)d

∫∫
R2d

m = inf
ρ≥0

F βVla(ρ, ρ
′)− µρ. (B.74)

This yields a minimizer mµ and hence a density ρ(µ) := (2π)−d
∫∫

mµ, see Re-
mark B.17. The expression of mµ can be computed through the Euler-Lagrange
equation,

mµ =
1

1 + eβ(p2+V+ρ′−1ρmµ∗w−µ)

From (B.74), the density mµ must also satisfy Eβ,ρ
′

Vla (mµ) = F βVla(ρ(µ), ρ′) and since
ŵ ≥ 0, we conclude that mµ is also the unique solution of this equation and must
satisfy (B.5) where µ(ρ) appears. By identification, µ = µ(ρ) is the Lagrange multi-
plier associated to the minimization problem at density ρ. This proves the bijective
correspondance between µ(ρ) and ρ.

Finally, if F βVla( · , ρ′) is differentiable in some ρ0, the above discussion shows (B.8)
for ρ = ρ0. But because of the one-to-one correspondance between µ and ρ, ∂ρF

β
Vla

cannot be discontinuous, this concludes the proof.
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Supplement B

Thermodynamic limits

In this chapter, I collect and prove a few useful results that were applied in Paper B,
some of them without reference. The contents of the following cannot be considered
new results. However, since I do not know any good references for the precise results
that we need, I have decided to include them here for completeness. The main purpose
of the following is to provide a proof of the existence of the thermodynamic limit
for a system of non-interacting fermions in cubes, with periodic boundary conditions
and at positive temperature. In order to provide an expression for the free energy in
the limit, I will also need to consider the thermodynamic limit in the grand canonical
model, where many expressions are explicitly computable. Proposition BB.16 below
is used in the proof of Proposition B.9 in Paper B.

Along the way, I also recall a few useful results on the anti-symmetrization of
general quantum states in the canonical model. Corollaries BB.7 and BB.8 below are
also used in the proof of Proposition B.9 in Paper B.

Parts of the calculations in this chapter were carried out in cooperation with
Mathieu Lewin and Arnaud Triay during my stay at Université Paris-Dauphine.
The results contained here can also be found in [7].

BB.1 The grand canonical model

Even though we are primarily interested in canonical models, where the number of
particles is conserved, it is convenient to also introduce corresponding grand canon-
ical models, which is the content of this section. Most of the definitions and basic
facts below can also be found e.g. in the more comprehensive works [1, 3].

Let H be any separable Hilbert space (think of H = L2(Λ) for some domain
Λ ⊆ Rd), and denote by Hn :=

∧nH the n-fold anti-symmetric tensor product of H,
with the convention that

∧0H = C. The fermionic (or anti-symmetric) Fock space
over H is then defined by

F = Fa(H) =
⊕
n≥0

Hn.

127
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Let β > 0 and suppose thatH is a self-adjoint operator onH satisfying Tr e−βH <

∞. Then the second quantization of H is defined by

dΓ(H) = H := 0⊕
⊕
n≥1

n∑
j=1

Hj , (BB.1)

where Hj acts on the jth component of Hn. Introducing the number operator N :=

dΓ(1), the grand canonical free energy functional at inverse temperature β and chem-
ical potential µ ∈ R is defined by

EβGC(Γ) := Tr dΓ(H −µ)Γ +
1

β
Tr Γ log Γ = Tr( dΓ(H)−µN ) +

1

β
Tr Γ log Γ (BB.2)

on the set of grand canonical states

SGC = {Γ ∈ S1(F) | 0 ≤ Γ,Tr Γ = 1}.

The energy functional has minimum energy

eβGC(µ) := inf
Γ∈SGC

EβGC(Γ) = − 1

β
log Tr e−β( dΓ(H)−µN ),

which is achieved uniquely by the Gibbs state Γ0 := Z−1e−β( dΓ(H)−µN ), where Z is
the grand canonical partition function

Z = TrF e
−β( dΓ(H)−µN ) =

∑
n≥1

TrHn e
−β(

∑n
j=1 Hj−µn).

Minimizers of functionals of the form (BB.2), with H being a one-body operator, are
also called quasi-free states.

For ψ1 ∈ HN1 and ψ2 ∈ HN2 the anti-symmetric tensor product ψ1∧ψ2 ∈ HN1+N2

is defined by

ψ1 ∧ ψ2 =

√
(N1 +N2)!√
N1!N2!

∑
σ∈SN1+N2

sgn(σ)Pσ(ψ1 ⊗ ψ2),

where SN1+N2 is the symmetric group, and Pσ for σ ∈ SN is the permuation operator
on
⊗N H acting on pure tensors by

Pσ(u1 ⊗ · · · ⊗ uN ) = uσ(1) ⊗ · · · ⊗ uσ(N) (BB.3)

for any set of vectors u1, . . . uN ∈ H. Given a vector f ∈ H, the fermionic creation
operator is defined on N -particles sectors a†(f) : HN → HN+1 by

a†(f)ψ := f ∧ ψ,
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and the annihilation operator a(f) : HN → HN−1 by a(f)H0 = {0} for N = 0, and
through the relation

〈ψN−1, a(f)ψN 〉 = 〈a†(f)ψN−1, ψN 〉

for N ≥ 1, where ψN−1 ∈ HN−1 and ψN ∈ HN . In the anti-symmetric case, these
operators extend to bounded operators on the whole Fock space F , with ‖a†(f)‖ =

‖a(f)‖ = ‖f‖, and they satisfy the canonical anti-commutation relations
a(f)a†(g) + a†(g)a(f) = 〈f, g〉1,
a†(f)a†(g) + a†(g)a†(f) = 0,

a(f)a(g) + a(g)a(f) = 0.

(BB.4)

Using the creation and annihilation operators, one can also define the k-body reduced
density matrices Γ(k) : Hk → Hk of a grand canonical state Γ ∈ SGC by the relation〈

u1 ∧ · · · ∧ uk,Γ(k)v1 ∧ · · · ∧ vk
〉

= TrF
(
Γa†(v1) · · · a†(vk)a(uk) · · · a(u1)

)
. (BB.5)

We always have Γ(k) ≥ 0, but Γ(k) need not be a trace-class operator [3], since

TrHk Γ(k) = TrF

((
N
k

)
Γ

)
(BB.6)

is not finite for all Γ ∈ SGC.

BB.1.1 The grand canonical Gibbs state

Here I will introduce a unitary operator of the anti-symmetric Fock space that is
very useful for calculations. Suppose that (ui) is an orthonormal basis of the Hilbert
space H. We will use that the anti-symmetric Fock space generated by a single vector
u is Fa(Cu) = C⊕ Cu, and that Fa(H1 ⊕H2) ' Fa(H1)⊗Fa(H2), such that

Fa(H) '
⊗
i≥1

Fa(Cui) =
⊗
i≥1

C2.

Here the infinite tensor product on the right hand side should be interpreted as the
closure of the linear span of vectors of the form ⊗i≥1vi with vi = (1, 0) for all but
finitely many i, with respect to the inner product 〈⊗ivi,⊗iwi〉 =

∏
i〈vi, wi〉C2 . More

precisely, the isomorphism above is given by the operator defined on the canonical
basis of Fa(H) by

U : Fa(H) −→
⊗
i≥1

C2

ui1 ∧ · · · ∧ uik 7−→
⊗
i≥1

(
1−

∏k
p=1(1− δi,ip)∏k

p=1(1− δi,ip)

)
,
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where δi,k is the Kronecker delta. In other words, U(ui1 ∧ · · · ∧ uik) has a (0, 1) in
the jth component if and only if ip = j for some p, and a (1, 0) in the jth component
otherwise.

Denoting ak := a(uk) and a†k := a†(uk), the creation and annihilation operators
in this representation of the Fock space become

UakU∗ =
⊗
i≥1

(
1− δi,k δi,k

0 1− δi,k

)
, Ua†kU

∗ =
⊗
i≥1

(
1− δi,k 0

δi,k 1− δi,k

)
.

Furthermore,

Ua†kakU
∗ =

⊗
i≥1

(
1− δi,k 0

0 1

)
, (BB.7)

and for j 6= k,

Ua†jakU
∗ =

⊗
i≥1

(
1− δi,j − δi,k δi,k

δi,j 1− δi,j − δi,k

)
. (BB.8)

Proposition BB.1. Let Γ0 = Z−1e−β( dΓ(H−µ)) be the Gibbs state corresponding to
the Hamiltonian H at chemical potential µ. Then

(1) The grand canonical minimal free energy satisfies

eβGC(µ) = − 1

β
log TrF e

−β( dΓ(H)−µN ) = − 1

β
TrH log

(
1 + e−β(H−µ)

)
.

(2) The 1-body reduced density matrix of Γ0 is given by

Γ
(1)
0 =

1

1 + eβ(H−µ)
.

(3) The entropy of Γ0 is given by

TrF Γ0 log Γ0 = TrH
(
Γ

(1)
0 log Γ

(1)
0 +

(
1− Γ

(1)
0

)
log
(
1− Γ

(1)
0

))
.

(4) Γ0 maximizes the entropy fixed Γ
(1)
0 , i.e., if Γ ∈ SGC is any grand canonical

state with Γ(1) = Γ
(1)
0 , then

TrF Γ log Γ ≥ TrF Γ0 log Γ0.

Proof. By absorbing β and µ into H, we can assume that β = 1 and µ = 0. Because
e−H is trace class, we can writeH =

∑
i hi|ui〉〈ui|, where (ui) is an orthonormal basis

of H, and hence the second quantization of H can be written dΓ(H) =
∑

i hia
†
iai. It
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follows easily from the canonical anti-commutation relations (BB.4) that (a†iai) is a
family of commuting projections, so

e− dΓ(H) =
∏
i≥1

e−hia
†
iai =

∏
i≥1

((1− a†iai) + e−hia†iai).

Combining this with (BB.7), we have

Ue−dΓ(H)U∗

=
∏
i≥1

(⊗
j≥1

(
1 0

0 1

)
−
⊗
j≥1

(
1− δi,j 0

0 1

)
+ e−hi

⊗
j≥1

(
1− δi,j 0

0 1

))

=
∏
i≥1

(⊗
j≥1

(
1 0

0 1− δi,j

)
+
⊗
j≥1

(
1− δi,j 0

0 1 + δi,j(e
−hi − 1)

))

=
∏
i≥1

(⊗
j≥1

(
1 0

0 1 + δi,j(e
−hi − 1)

))
=
⊗
i≥1

(
1 0

0 e−hi

)
.

This implies Z = Tr e− dΓ(H) =
∏
i≥1(1 + e−hi), and hence

logZ = log Tr e− dΓ(H) =
∑
i≥1

log(1 + e−hi) = Tr log(1 + e−H), (BB.9)

showing that (1) holds. Furthermore, denoting Zi = 1 + e−hi , we can now write

UΓ0U∗ =
⊗
i≥1

1

Zi

(
1 0

0 e−hi

)
,

so using (BB.8), we conclude that Γ0a
†
jak = 0 whenever j 6= k. Also applying (BB.7),

we calculate

〈uj ,Γ(1)
0 uk〉 = Tr(Γ0a

†
jak) = δj,k Tr

(⊗
i≥1

1

Zi

(
1− δi,k 0

0 e−hi

))

=
e−hk

1 + e−hk
δj,k,

showing (2). Now noting that 1− Γ
(1)
0 = eH

1+eH
, we calculate

Tr dΓ(H)Γ0 = TrHΓ
(1)
0 + Tr Γ

(1)
0 log Γ

(1)
0 − Tr Γ

(1)
0 log Γ

(1)
0

= Tr Γ
(1)
0

(
log eH + log

1

1 + eH
)
− Tr Γ

(1)
0 log Γ

(1)
0

= Tr Γ
(1)
0 log

(
1− Γ

(1)
0

)
− Tr Γ

(1)
0 log Γ

(1)
0 ,
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so using (BB.9),

Tr Γ0 log Γ0 = Tr Γ0 log
e− dΓ(H)

Z
= −Tr dΓ(H)Γ0 − logZ

= Tr Γ
(1)
0 log Γ

(1)
0 − Tr Γ

(1)
0 log

(
1− Γ

(1)
0

)
+ Tr log

(
1− Γ

(1)
0

)
= Tr

(
Γ

(1)
0 log Γ

(1)
0 +

(
1− Γ

(1)
0

)
log
(
1− Γ

(1)
0

))
,

which is (3). Finally, to obtain (4), we simply use that Γ0 minimizes the grand
canonical energy functional, so if Γ is any other state with the same 1-body reduced
density matrix Γ(1) = Γ

(1)
0 , we have

Tr Γ log Γ = EGC(Γ)− TrHΓ(1) ≥ EGC(Γ0)− TrHΓ
(1)
0 = Tr Γ0 log Γ0.

Proposition BB.2. For any grand canonical fermionic state Γ ∈ SGC with Tr Γ(1) =

TrNΓ <∞, we have the bound

TrF Γ log Γ ≥ TrH
(
Γ(1) log Γ(1) +

(
1− Γ(1)

)
log
(
1− Γ(1)

))
.

Proof. The basic idea of the proof is to use Γ(1) to construct a quasi-free state
(on a possibly smaller Hilbert space) with entropy equal to the right hans side
above, and then apply Proposition BB.1. By the spectral theorem we can write
Γ =

∑
j≥1 λj |Ψj〉〈Ψj |, where (Ψj) is an orthonormal basis of the Fock space Fa(H),

and the eigenvalues λj satisfy 0 ≤ λj ≤ 1 and
∑

j λj = 1. Similarly, since the one
body density matrix also satisfies 0 ≤ Γ(1) ≤ 1, we can write Γ(1) =

∑
j≥1 µj |ϕj〉〈ϕj |

with 0 ≤ µj ≤ 1 and
∑

j µj = Tr Γ(1), and with (ϕj) being a basis of the Hilbert
space H. We will construct a quasi-free state whose one particle density matrix has
spectrum {µj | 0 < µj < 1}, so we order the eigenvalues µj such that µj = 1 for
1 ≤ j ≤ k.

Fixing for the moment a j0 ≤ k and recalling the notation aj := a(ϕj), a
†
j :=

a†(ϕj), we have by definition of Γ(1) that∑
j≥1

λj〈Ψj , a
†
j0
aj0Ψj〉 = Tr(Γa†j0aj0) = 〈ϕj0 ,Γ(1)ϕj0〉 = 1,

so since Tr Γ = 1, we must have 〈Ψj , a
†
j0
aj0Ψj〉 = 1 for all j such that λj 6= 0,

implying for these j that Ψj = a†j0aj0Ψj . Thus, using the canonical anticommu-
tation relations, we can write Ψj = a†1 · · · a

†
kak · · · a1Ψj = a†1 · · · a

†
kΨ̃j , where the

vectors Ψ̃j := ak · · · a1Ψj are orthonormal and can be regarded as vectors in the
smaller Fock space Fa((span(ϕ1, . . . , ϕk))

⊥) generated by the orthogonal comple-
ment of ϕ1, . . . , ϕk.
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On the other hand, supposing that µj0 = 0, then we obtain as above∑
j≥1

λj〈Ψj , a
†
j0
aj0Ψj〉 = Tr(Γa†j0aj0) = 〈ϕj0 ,Γ(1)ϕj0〉 = 0,

implying that aj0Ψj = 0, and hence also aj0Ψ̃j = 0 for all j with λj 6= 0. This means
that Ψ̃j does not see any of the kernel of Γ(1), so if we define the smaller Hilbert
space H̃ := (span(ϕ1, . . . , ϕk) ∪ ker Γ(1))⊥ ⊆ H, and a state

Γ̃ :=
∑
λj 6=0

λj |Ψ̃j〉〈Ψ̃j |

on the Fock space Fa(H̃), then Γ̃ has the same entropy as Γ, and the one-body
density matrix of Γ̃ is by construction

Γ̃(1) =
∑

0<µj<1

µj |ϕj〉〈ϕj |.

At this point, we can define a self-adjoint operator H on H̃ by

H := log
1− Γ̃(1)

Γ̃(1)
=

∑
0<µj<1

log
1− µj
µj
|ϕj〉〈ϕj |.

Then by Proposition BB.1 the quasi-free state on Fa(H̃) generated by H has the
same one body density matrix as Γ̃, and we conlude that

Tr Γ log Γ = Tr Γ̃ log Γ̃ ≥ Tr
(
Γ̃(1) log Γ̃(1) +

(
1− Γ̃(1)

)
log
(
1− Γ̃(1)

))
= Tr

(
Γ(1) log Γ(1) +

(
1− Γ(1)

)
log
(
1− Γ(1)

))
,

finishing the proof.

BB.1.2 The grand canonical thermodynamic limit

Definition BB.3 (η-regularity). A subset Λ ⊆ Rd is said to have η-regular bound-
ary if there exists a t0 > 0 such that for all t ∈ [0, t0) we have

|{x ∈ Rd | d(x, ∂Λ) ≤ |Λ|
1
d t}| ≤ |Λ|η(t),

where η : [0, t0)→ R+ is a continuous function with η(0) = 0.

Proposition BB.4. Let Λn ⊆ Rd be a sequence of bounded, connected domains with
|Λn| → ∞, and suppose furthermore that Λn has η-regular boundary, where η is
independent of n. Denoting by

eβGC(Λn, µ) = − 1

β
Tr log

(
1 + e−β(−∆Λn−µ)

)
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the corresponding grand canonical free energy at chemical potential µ, then we have
for any µ ∈ R in the thermodynamic limit

fGC(β, µ) := lim
n→∞

1

|Λn|
eβGC(Λn, µ) = − 1

(2π)dβ

∫
Rd

log
(
1 + e−β(p2−µ)

)
dp

independently of the sequence (Λn).

Proof. The proof is done using Dirichlet-Neumann bracketing. For the duration of
the proof we will for any set Λ ⊆ Rd denote by −∆Λ

D the Dirichlet Laplacian on Λ,
and by −∆Λ

N the Neumann Laplacian on Λ. Decompose Rd into a union of cubes Cj
of side length ` > 0. To provide an upper bound on eβGC(Λn, µ) we will approximate
Λn from the inside by a union of cubes and consider the Dirichlet Laplacian on each
cube. For the corresponsing lower bound, we will instead approximate Λn from the
outside and use the Neumann Laplacian. Recall (e.g. from [5, Sec. XIII.15]) that for
any Λ ⊇ Λ̃ we have

−∆Λ
N ≤ −∆Λ

D ≤ −∆Λ̃
D,

and if Λ1 and Λ2 are disjoint open sets, then −∆Λ1∪Λ2

D/N = −∆Λ1

D/N ⊕−∆Λ2

D/N.
Define

Λ̃n :=
⋃

Cj⊆Λn

Cj ⊆ Λn

to be the union of all the cubes Cj completely contained in Λn, and note that
if x ∈ Cj ∩ Λn is any point, with Cj intersecting the boundary of Λn (that is,
Cj ∩ Λcn 6= ∅), then d(x, ∂Λn) ≤ diamCj =

√
d`. Thus, using the η-regularity of Λn,

we estimate

|Λ̃n| = |Λn| −
∑

Cj∩Λcn 6=∅

|Cj ∩ Λn| ≥ |Λn| − |{x | d(x, ∂Λn) ≤
√
d`}|

≥ |Λn|(1− η(
√
d`|Λn|−

1
d )), (BB.10)

so |Λ̃n| is comparable to |Λn| in the n → ∞ limit, for any fixed ` > 0. Note also
that Λ̃n consists of exactly Kn = |Λ̃n|/|Cj | cubes. Since the eigenvalues of −∆

Cj
D

are explicitly determined (e.g. using formula (114) in [5]) by the numbers π2

`2
n2 for

n ∈ Nd, we have for each cube

−Tr log
(
1 + e−β(−∆

Cj
D −µ)

)
=

∑
n∈(π

`
N)d

− log
(
1 + e−β(n2−µ)

)
,

where, since t→ − log(1+e−βt) is increasing, the sum can be recognised as an upper
Riemann sum for the integral − log

(
1 + e−β(p2−µ)

)
on the set {p ∈ Rd | pi ≥ 1

`}.
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Hence we obtain by operator monotonicity of the function t→ − log(1 + e−βt),

1

|Λn|
eβGC(Λn, µ) ≤ 1

|Λn|
eβGC(Λ̃n, µ) = − Kn

|Λn|β
Tr log

(
1 + e−β(−∆

Cj
D −µ)

)
≤ − Kn

|Λn|
`d

πdβ

∫
pi≥ 1

`

log
(
1 + e−β(p2−µ)

)
dp.

Since Kn`
d = |Λ̃n| ∼ |Λn|, we can take first n→∞ while keeping ` fixed, and then

take `→∞ to obtain on the right hand side

1

πdβ

∫
pi≥0

log
(
1 + e−β(p2−µ)

)
dp =

1

(2π)dβ

∫
Rd

log
(
1 + e−β(p2−µ)

)
dp,

which concludes the proof of the upper bound.
For the lower bound we instead define

Λ̃n :=
⋃

Cj∩Λn 6=∅

Cj ⊇ Λn,

a union of Kn = |Λn|/|Cj | cubes of side length ` > 0. Exactly as before, we have by
the η-regularity

|Λ̃n| ≤ |Λn|+
∑

Cj∩Λn 6=∅

|Cj ∩ Λcn| ≤ |Λn|+ |{x | d(x, ∂Λn) ≤
√
d`}|

≤ |Λn|(1 + η(
√
d`|Λn|−

1
d )), (BB.11)

so Λ̃n is again a good approximation of Λn. The eigenvalues of the Neumann Lapla-
cian in a cube are the same as for the Dirichlet Laplacian, except that they are
indexed by n ∈ Nd0 instead of Nd. Thus we have in the same way as before

−Tr log
(
1 + e−β(−∆

Cj
N −µ)

)
=

∑
n∈(π

`
N0)d

− log
(
1 + e−β(n2−µ)

)
,

so this time recognising the right hand side as a lower Riemann sum for the integral
of − log

(
1 + e−β(p2−µ)

)
on the set {p ∈ Rd | pi ≥ −1

`},

1

|Λn|
eβGC(Λn, µ) ≥ 1

|Λn|
eβGC(Λ̃n, µ) = − Kn

|Λn|β
Tr log

(
1 + e−β(−∆

Cj
N −µ)

)
≥ − Kn

|Λn|
`d

πdβ

∫
pi≥− 1

`

log
(
1 + e−β(p2−µ)

)
dp.

First taking n→∞ followed by `→∞ finishes the proof.
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BB.2 The canonical model

Let H be a self-adjoint operator on a separable Hilbert space H, and consider the
operator

HN :=

N∑
i=1

Hi,

acting on HN =
∧N H. The N -particle fermionic free energy functional at inverse

temperature β > 0 is defined by

EβCan(Γ) := TrHNΓ +
1

β
Tr Γ log Γ

on the set of N -body fermionic states

SNCan := {Γ ∈ S1(HN ) | 0 ≤ Γ ≤ 1,Tr Γ = 1}.

As in the grand canonical case, the minimal free energy is

eβCan(N) := inf
Γ∈SNCan

(
TrHNΓ +

1

β
Tr Γ log Γ

)
= − 1

β
log Tr e−βHN ,

where the infimum is achieved uniquely when Γ is the Gibbs state

ΓN :=
1

ZN
e−βHN , (BB.12)

where ZN = Tr e−βHN is the partition function, ensuring that Tr ΓN = 1. Since
any canonical state Γ is automatically also a grand canonical state on the Fock
space Fa(H), we can define the k-particle reduced density matrices as in (BB.5).
However, we can also define the k-particle density matrix using partial traces Γ(k) :=
N !

(N−k)! Trk+1→N Γ, or, by duality, as the unique operator Γ(k) ∈ S1(Hk) satisfying

TrAΓ(k) =
N !

(N − k)!
Tr(A⊗ 1N−k)Γ

for all bounded operators A ∈ B(Hk).

BB.2.1 Anti-symmetrization of states

In the following, we recall the anti-symmetrization of two canonical fermionic states
living in orthogonal subspaces of the same Hilbert space, as well as some useful
properties. Let H be a separable Hilbert space. Using the permutation operators Pσ
defined in (BB.3), we define the projection Π :

⊗N H →
∧N H onto the fermionic

subspace by

Π =
1

N !

∑
σ∈SN

sgn(σ)Pσ.
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Let N = N1 + N2 and Ψi ∈
∧Ni H for i = 1, 2, and recall the anti-symmetrization

of the two wave functions Ψ1 and Ψ2

Ψ1 ∧Ψ2 =
((N1 +N2)!

N1!N2!

) 1
2

Π(Ψ1 ⊗Ψ2).

We want to carry this anti-symmetrization procedure over to general fermionic states.
Beginning with pure states, notice that

Π |Ψ1 ⊗Ψ2〉 〈Ψ1 ⊗Ψ2|Π =
N1!N2!

(N1 +N2)!
|Ψ1 ∧Ψ2〉 〈Ψ1 ∧Ψ2| . (BB.13)

Based on this we make the following definition.

Definition BB.5. For i ∈ {1, 2}, let Ni ≥ 1 and Γi be a fermionic state on
∧Ni H.

We define the anti-symmetrization of the two states to be

Γ1 ∧ Γ2 :=
(N1 +N2)!

N1!N2!
Π(Γ1 ⊗ Γ2)Π. (BB.14)

We may write Γ1 =
∑

k µk |ψk〉 〈ψk| with ψk ∈
∧N1 H being an orthonormal basis

of
∧N1 H, and similarly Γ2 =

∑
j λj |ϕj〉 〈ϕj |. Then by (BB.13) it follows that

Γ1 ∧ Γ2 =
∑
k,j

µkλj |ψk ∧ ϕj〉 〈ψk ∧ ϕj | . (BB.15)

Generally, Γ1 ∧ Γ2 need not be a state, in the sense that Tr Γ1 ∧ Γ2 = 1 does not
necessarily hold (because ϕj ∧ ψk may not be normalized). However, when Γ1 and
Γ2 live on different (orthogonal) subspaces of the Hilbert space H, then Γ1 ∧ Γ2 is
a fermionic N1 +N2-body state, as the following lemma demonstrates, among other
things.

Lemma BB.6 (One- and two-body densities). For i ∈ {1, 2}, let Ni ≥ 1 and
Qi orthogonal projections on H satisfying Q1Q2 = 0. Let Γi be a fermionic state on∧Ni QiH. Then the one-body reduced density matrix of Γ1 ∧ Γ2 is

(Γ1 ∧ Γ2)(1) = Γ
(1)
1 + Γ

(1)
2 . (BB.16)

In particular, Γ1 ∧ Γ2 is a state on
∧N1+N2 H. Moreover, for any W ∈ B(H ∧ H)

such that [W,Qi ⊗Qj ] = 0 for i, j ∈ {1, 2} we have

TrW (Γ1 ∧ Γ2)(2) = TrW
(
Γ

(2)
1 + Γ

(2)
2 + Γ

(1)
1 ⊗ Γ

(1)
2 + Γ

(1)
2 ⊗ Γ

(1)
1

)
. (BB.17)

Proof. Because of (BB.15), it is enough to show (BB.16) and (BB.17) for pure states
Γi = |Ψi〉〈Ψi|. Suppose that A ∈ B(H) and denote N = N1+N2 and A1 = A⊗1N−1.
By definition of the anti-symmetrization Γ1 ∧ Γ2 we have

TrA1Γ1 ∧ Γ2 =
〈
Ψ1 ∧Ψ2, A1Ψ1 ∧Ψ2

〉
=

1

N1!N2!N !

∑
σ,τ∈SN

sgn(στ)
〈
Pσ(Ψ1 ⊗Ψ2), A1Pτ (Ψ1 ⊗Ψ2)

〉
, (BB.18)
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where, since P1P2 = 0, each term〈
Pσ(Ψ1 ⊗Ψ2), A1Pτ (Ψ1 ⊗Ψ2)

〉
=
〈
Pσ(Q⊗N1

1 ⊗Q⊗N2
2 )(Ψ1 ⊗Ψ2), A1Pτ (Q⊗N1

1 ⊗Q⊗N2
2 )(Ψ1 ⊗Ψ2)

〉
can be non-zero only if σ and τ satisfy the conditions

τ({1, . . . N1}) ⊆ σ({1, . . . , N1}) ∪ {1},
τ({N1 + 1, . . . , N}) ⊆ σ({N1 + 1, . . . , N}) ∪ {1},

which are equivalent to τ({1, . . . N1}) = σ({1, . . . , N1}). With σ fixed, there are
exactlyN1!N2! permutations τ satisfying this. If τ is one of these, we can write τ = σσ̃

for a unique permutation σ̃ with σ̃({1, . . . , N1}) = {1, . . . , N1} and sgn(σ̃) = sgn(στ).
Then by anti-symmetry we have PτΨ1 ⊗ Ψ2 = PσPσ̃Ψ1 ⊗ Ψ2 = sgn(σ̃)PσΨ1 ⊗ Ψ2,
so continuing from (BB.18),

TrA1Γ1 ∧ Γ2 =
1

N !

∑
σ∈SN

〈
Pσ(Ψ1 ⊗Ψ2), A1Pσ(Ψ1 ⊗Ψ2)

〉
.

Now, if for instance σ−1(1) ∈ {1, . . . , N1}, then〈
Pσ(Ψ1 ⊗Ψ2), A1Pσ(Ψ1 ⊗Ψ2)

〉
=
〈
Pσ(Ψ1 ⊗Ψ2), PσAσ−1(1)(Ψ1 ⊗Ψ2)

〉
=
〈
Ψ1, A1Ψ1

〉
= TrA1Γ1,

and similarly if σ−1(1) ∈ {N1 + 1, . . . , N}, so finally we have

TrA1(Γ1 ∧ Γ2)(1) =
1

(N − 1)!

∑
σ∈SN

〈
Pσ(Ψ1 ⊗Ψ2), A1Pσ(Ψ1 ⊗Ψ2)

〉
= N1 TrA1Γ1 +N2 TrA1Γ2 = TrA1Γ

(1)
1 + TrA1Γ

(1)
2 .

Consider now an interactionW ∈ B(H∧H) with [W,Qi⊗Qj ] = 0 for i, j ∈ {1, 2}.
Expanding as in (BB.18), we have

TrW1,2Γ1 ∧ Γ2 =
1

N1!N2!N !

∑
σ,τ∈SN

sgn(στ)
〈
Pσ(Ψ1 ⊗Ψ2),W1,2Pτ (Ψ1 ⊗Ψ2)

〉
,

where W1,2 = W ⊗1N−2. Since W commutes with the projections Qi⊗Qj , the per-
mutations σ and τ must satisfy the same condition τ({1, . . . N1}) = σ({1, . . . , N1})
as before, in order for the corresponding term in the sum above to be non-zero. Now,
if for instance σ−1(1), σ−1(2) ∈ {1, . . . , N1}, then

sgn(στ)
〈
Pσ(Ψ1 ⊗Ψ2),W1,2Pτ (Ψ1 ⊗Ψ2)

〉
=

1

N1(N1 − 1)
TrWΓ

(2)
1 .
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Similiarly, if σ−1(1) ∈ {1, . . . , N1} and σ−1(2) ∈ {N1 + 1, . . . , N}, we have

sgn(στ)
〈
Pσ(Ψ1 ⊗Ψ2),W1,2Pτ (Ψ1 ⊗Ψ2)

〉
=

1

N1N2
TrWΓ

(1)
1 ⊗ Γ

(1)
2 .

Hence, collecting terms and counting permutations, we conclude

TrW (Γ1 ∧ Γ2)(2) = N(N − 1) TrW1,2Γ1 ∧ Γ2

= TrW
(
Γ

(2)
1 + Γ

(2)
2 + Γ

(1)
1 ⊗ Γ

(1)
2 + Γ

(1)
2 ⊗ Γ

(1)
1

)
.

The two following corollaries are used without reference in the proof of Proposi-
tion B.9 in Paper B.

Corollary BB.7. In particular, if H = L2(Rd) we have

ρ
(2)
Γ1∧Γ2

(x, y) = ρ
(2)
Γ1

(x, y) + ρ
(2)
Γ2

(x, y) + ρ
(1)
Γ1

(x)ρ
(1)
Γ2

(y) + ρ
(1)
Γ2

(x)ρ
(1)
Γ1

(y).

Corollary BB.8 (Additivity of entropy and kinetic energy). Denoting by
HΛ,N =

∑N
i=1−∆Λ

i the N -body Laplacian on Λ (with Dirichlet boundary conditions),
and let Γi be an Ni-body fermionic state on Λi, i = 1, 2, where Λ = Λ1 ∪ Λ2 is a
disjoint union. Then the anti-symmetrization of Γ1 and Γ2 satisfies

Tr(Γ1 ∧ Γ2) log(Γ1 ∧ Γ2) = Tr Γ1 log Γ1 + Tr Γ2 log Γ2, (BB.19)

and
TrHΛ,N1+N2Γ1 ∧ Γ2 = TrHΛ1,N1Γ1 + TrHΛ2,N2Γ2. (BB.20)

Proof. Using (BB.15) along with the spectral theorem it is obvious that (BB.19)
holds, and (BB.20) follows directly from (BB.16).

BB.2.2 The canonical thermodynamic limit

Given an open, connected subset Λ ⊆ Rd, we denote by −∆Λ the Dirichlet Laplacian
on L2(Λ), and

HΛ,N =
N∑
i=1

−∆Λ
i ,

acting on the Hilbert space H =
∧N L2(Λ). In this subsection, the existence of the

thermodynamic limit of the canonical free energy is proved for general sequences of
domains (ΛN ) with |ΛN | → ∞ and N/|ΛN | → ρ for any density ρ > 0. Recall the
notion of η-regularity from Definition BB.3.
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Theorem BB.9. Let ρ, β > 0 and ΛN ⊆ Rd a sequence of bounded, connected
sets such that |ΛN | → ∞ and N/|ΛN | → ρ as N tends to infinity, and suppose
furthermore that ΛN has η-regular boundary, where η is independent of N . Then the
thermodynamic limit

fCan(β, ρ) := lim
N→∞

1

|ΛN |
eβCan(ΛN , N) = lim

N→∞
− 1

|ΛN |β
log Tr e−βHΛN,N (BB.21)

exists, and is independent of the sequence (ΛN ).

Remark BB.10 (Periodic boundary conditions). With the existence of the
thermodynamic limit established for the Dirichlet Laplacian, it is not difficult to
generalize to the Laplacian on cubes with periodic boundary conditions. Denoting
by eβ,per

Can (Λ(L), N) the free energy for the periodic Laplacian in a cube Λ(L) =

(−L/2, L/2)d, it is clear that

eβ,per
Can (Λ(L), N) ≤ eβCan(Λ(L), N),

since any state on Λ(L) satisfying Dirichlet boundary conditions also automatically
satisfies periodic boundary conditions.

On the other hand, following steps 1 and 2 in the proof of Proposition B.9 in
Paper B (but neglecting correlations) yields for any ` > 0 an N -body Dirichlet trial
state Γ on Λ(L+ `) satisfying

Tr
(
−∆Λ(L+`)

)
Γ +

1

β
Tr Γ log Γ ≤ eβ,per

Can (Λ(L), N) + C
N

`2
.

for some constant C > 0. Taking 1 � ` � L, we conclude that the thermodynamic
limit with periodic boundary conditions is the same as with Dirichlet conditions,

lim
N→∞

NL−d→ρ

1

Ld
eβ,per

Can (Λ(L), N) = fCan(β, ρ).

To prove Theorem BB.9, we follow ideas from [2, 4] based on sub-additivity of
the canonical free energy. The existence will be proved first for a special sequence of
cubes, and afterwards it will be generalized to arbitrary sequences of domains. We
start out by making some introductory observations on the free energy

Lemma BB.11 (Basic properties of the free energy). We have the following
basic properties of the canonical free energy:

(1) The free energy is monotone in the sense that

eβCan(Λ1, N) ≥ eβCan(Λ2, N)

whenever Λ1 ⊆ Λ2.
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(2) Suppose that Λ1 and Λ2 are disjoint subsets of Rd, β > 0, and N1, N2 are
positive integers. Then the free energy is sub-additive in the sense that

eβCan(Λ1 ∪ Λ2, N1 +N2) ≤ eβCan(Λ1, N1) + eβCan(Λ2, N2).

(3) Finally, for any ρ ≥ 0 and µ ∈ R we can bound the free energy from below by

lim inf
N→∞

N |ΛN |−1→ρ

1

|ΛN |
eβCan(ΛN , N) ≥ − 1

(2π)dβ

∫
Rd

log
(
1 + e−β(p2−µ)

)
dp+ µρ.

Proof. (1). This is trivial since any N -particle state on the domain Λ1 is also an
N -particle state on Λ2.

(2). Denote by Γ1 and Γ2 the Gibbs states on Λ1 and Λ2, respectively, and
consider the anti-symmetrization Γ := Γ1 ∧ Γ2, which is a suitable trial state on
Λ := Λ1∪Λ2. Since both the kinetic energy and the entropy behave additively under
anti-symmetrization by Corollary BB.8, we obtain with N := N1 +N2,

eβCan(Λ, N) ≤ TrHΛ,NΓ +
1

β
Tr Γ log Γ

= TrHΛ1,N1Γ1 +
1

β
Tr Γ1 log Γ1 + TrHΛ2,N2Γ2 +

1

β
Tr Γ2 log Γ2

= eβCan(Λ1, N1) + eβCan(Λ2, N2).

(3). Since any N -particle fermionic state is automatically also a state on anti-
symmetric Fock space, we can always bound the canonical free energy from below
by the grand canonical energy. More precisely, for any µ ∈ R

eβCan(Λ, N) = inf
Γ∈SNCan

(
TrHΛ,NΓ +

1

β
Tr Γ log Γ

)
= inf

Γ∈SNCan

(
Tr

N∑
i=1

(−∆Λ
i − µ)Γ +

1

β
Γ log Γ

)
+ µN

≥ eβGC(Λ, µ) + µN,

so utilizing the thermodynamic limit of the grand canonical free energy Proposi-
tion BB.4,

lim inf
N→∞

N |ΛN |−1→ρ

1

|ΛN |
eβCan(ΛN , N) ≥ − 1

(2π)dβ

∫
Rd

log
(
1 + e−β(p2−µ)

)
dp+ µρ.

Lemma BB.12. If Λ is a disjoint union of k identical cubes, then for any N ≥ k,
we have the upper bound

eβCan(Λ, N) ≤ Cd
N1+ 2

d

|Λ|
2
d

. (BB.22)
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Proof. We prove first that the bound holds for any single cube and then generalize
to unions of cubes. Suppose that Λ = (0, L)d. We will construct a trial state for the
variational problem by splitting Λ into at least N smaller cubes and placing a single
particle in N of these cubes. Defining ` = LdN

1
d e−1, we can split Λ into exactly

(L`−1)d = dN
1
d ed ≥ N smaller cubes of side length `. Let u ∈ C∞((0, 1)d) be any

L2-normalized function on the unit cube satisfying Dirichlet boundary conditions,
and define for n ∈ Zd a function u`n(x) = `−

d
2u(x−n` ) on the cube Λn := (0, `)d + n`.

By choosing N different indices n1, . . . , nN ∈ Zd with Λni ⊆ Λ, we can define a
normalized N -body wave function by

Ψ := u`n1
∧ · · · ∧ u`nN

on the union of cubes
⋃
i Λni , and extend it by zero to the rest of Λ. Since Ψ is a

pure state, and using the additivity of kinetic energy Corollary BB.8, we calculate

eβCan(Λ, N) ≤
〈
Ψ, HΛ,NΨ

〉
= N

∫
(0,`)d
|∇u`0(x)|2 dx

=
N

`2

∫
(0,1)d

|∇u(x)|2 dx ≤ 2N1+ d
2

L2

∫
(0,1)d

|∇u(x)|2 dx,

showing that (BB.22) holds when Λ is just a single cube.
Suppose now that Λ =

⋃k
i=1 Λi is a union of cubes. Since N ≥ k, we can write

N = Nkk + rk, where Nk ≥ 1 and 0 ≤ rk < k. Then we can define integers
Ñi ∈ {Nk, Nk + 1} such that N = Ñ1 + · · ·+ Ñk, and because |Λ| = k|Λi|, we have

Ñi

|Λi|
≤ (Nk + 1)k

k|Λi|
≤ 2N

|Λ|
.

Thus, using sub-additivity,

eβCan(Λ, N) ≤
k∑
i=1

eβCan(Λi, Ñi) ≤
k∑
i=1

Cd
Ñ

1+ 2
d

i

|Λi|
2
d

≤
k∑
i=1

CdÑi

(2N

|Λ|

) 2
d

= 2
2
dCd

N1+ 2
d

|Λ|
2
d

,

concluding the proof.

We now prove Theorem BB.9 in the case of a special sequence of cubes.

Proposition BB.13. Let ρ, β > 0 and consider the sequence of cubes Λn with side
lengths Ln = 2nρ−1/d. Then the limit

fCan(β, ρ) := lim
n→∞

1

Ldn
eβCan(Λn, 2

dn)

exists.
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Proof. The idea is simply to argue that the sequence on the right hand side above
is decreasing and bounded from below. Dividing Λn into 2d smaller cubes of side
length 1

2Ln = Ln−1, and putting 2d(n−1) particles in each of these cubes, we obtain
by sub-additivity and translation invariance

1

Ldn
eβCan(Λn, 2

dn) ≤ 1

Ldn
2deβCan

(
Λn−1, 2

d(n−1)
)

=
1

Ldn−1

eβCan

(
Λn−1, 2

d(n−1)
)
.

Noting that 1
Ldn
eβCan(Λn, 2

dn) is bounded from below by Lemma BB.11 finishes the
proof.

Proof of Theorem BB.9.. Fix β, ρ > 0 along with a positive integer n ∈ N, and
suppose that we have a sequence of domains (ΛN ) as in the theorem. Split Rd into a
union of cubes Cj , all of side length `n = 2nρ−1/d. An upper bound to eβCan(ΛN , N)

will be given by approximating ΛN from the inside using the cubes Cj , and a lower
bound will be obtained by approximating from the outside, see Fig. BB.1. Let us
consider the upper bound first.

We define as in the proof of Proposition BB.4

Λ̃N =
⋃

Cj⊆ΛN

Cj ⊆ ΛN ,

and recall that by regularity we have the estimate (BB.10), that is,

|Λ̃N | ≥ |ΛN |(1− η(
√
d`n|ΛN |−

1
d )).

Note that Λ̃N consists of exactly KN = |Λ̃N |/|Cj | cubes, and that N/KN → 2dn as
N → ∞. Fix now any 0 < ε < 1 and put 2dn particles each in KN − bεKNc of the
cubes in Λ̃N . Place the Ñ := N − (KN −bεKNc)2dn remaining particles in the union
ΛεN =

⋃
bεKN cCj of the last bεKNc cubes, and note that Ñ ≥ bεKNc for N large

enough (so that we can apply Lemma BB.12), and that Ñ/N → ε. We obtain by
monotonicity and sub-additivity of the free energy

eβCan(ΛN , N)

|ΛN |
≤ eβCan(Λ̃N , N)

|ΛN |

≤ (KN − bεKNc)
eβCan(Cj , 2

dn)

|ΛN |
+
eβCan(ΛεN , Ñ)

|ΛN |

≤
∣∣Λ̃N ∣∣− bεKNc|Cj |

|ΛN |
eβCan(Cj , 2

dn)

|Cj |
+ ωd

Ñ1+ 2
d

|ΛN |(bεKNc|Cj |)
2
d

,

where the last inequality uses the upper bound in Lemma BB.11. First taking N to
infinity yields

lim sup
N→∞

1

|ΛN |
eβCan(ΛN , N) ≤ (1− ε) 1

|Cj |
eβCan(Cj , 2

dn) + εωdρ
1+ 2

d ,
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so afterwards taking ε → 0 and n → ∞ using Proposition BB.13, we conclude the
upper bound

lim sup
N→∞

1

|ΛN |
eβCan(ΛN , N) ≤ fCan(β, ρ).

Figure BB.1: Strategy for proving lower and upper bounds on the free energy. On the left, for
the lower bound, a set ΛN approximated from the inside by a union of cubes. On the right, for the
upper bound, ΛN is placed in a large cube and approximated from the outside by smaller cubes.

For the lower bound, the general idea is the same, but ΛN will instead be ap-
proximated from the outside by a union of cubes, that is, we now define

Λ̃N =
⋃

Cj∩ΛN 6=∅

Cj ⊇ ΛN

as in the proof of Proposition BB.4. Again we have the estimate (BB.11), i.e.

|Λ̃N | ≤ |ΛN |(1 + η(
√
d`n|ΛN |−

1
d )).

By the connectedness and η-regularity of ΛN , it follows from [2, Lemma 1] that the
volume of the smallest cube containing ΛN is of order |ΛN |. By possibly translating
and enlarging this cube a little, we can choose a cube C ′N containing Λ̃N such that
C ′N is a union of a number of the smaller cubes Cj for some kN ≥ n, and such that
for some α > 2,

2|Λ̃N | ≤ |C ′N | ≤ α|ΛN |. (BB.23)

Then C ′N has volume 2dkNρ−1 for some kN ≥ n, and C ′N \ Λ̃N is a union of exactly

KN :=
|C′N\Λ̃N |
|Cj | cubes. We will now put N particles in Λ̃N and approximately 2dn

particles in each of the cubes in C ′N \ Λ̃N , such that there are exactly 2dkN particles
in C ′N in total. More precisely, we again fix 0 < ε < 1 and place 2dn particles each
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in KN − bεKNc of the cubes of C ′N \ Λ̃N , and Ñ := 2dkN −N − (KN − bεKNc)2dn
particles in the union ΛεN of the remaining bεKNc cubes of C ′N \ Λ̃N .

Before we proceed, let us argue that this number Ñ is at least bεKNc when N
is large enough (so that Lemma BB.12 is applicable). To see this, note by definition
of KN and (BB.23) that

KN2dn = |C ′N \ Λ̃N |ρ ≥ |Λ̃N |ρ,

and since N/|Λ̃N | → ρ, we have for any δ > 0 and N large enough that

N − |Λ̃N |ρ ≤ δ|Λ̃N |ρ ≤ δKN2dn.

Thus, using that

2dkN −N −KN2dn = |C ′N |ρ−N − |C ′N \ Λ̃N |ρ = |Λ̃N |ρ−N,

we easily obtain

Ñ = |Λ̃N |ρ−N + bεKNc2dn ≥ bεKNc2dn − δKN2dn,

which is greater than bεKNc if we choose δ ≤ ε(1− 2−dn).
Now, as before, we obtain by sub-additivity

eβCan(C ′N , 2
dkN ) ≤ eβCan(ΛN , N)

+ (KN − bεKNc)eβCan(Cj , 2
dn) + eβCan(ΛεN , Ñ). (BB.24)

We have by definition of KN

KN − bεKNc
|ΛN |

eβCan(Cj , 2
dn) = (1− ε)

|C ′N \ Λ̃N |
|ΛN |

eβCan(Cj , 2
dn)

|Cj |
+ o(1)

so using that eβCan(C ′N , 2
dkN ) ≥ fCan(β, ρ)|C ′N | (which follows from the proof of Propo-

sition BB.13) and continuing from (BB.24), we obtain

eβCan(ΛN , N)

|ΛN |
≥
|C ′N |
|ΛN |

fCan(β, ρ)−
eβCan(ΛεN , Ñ)

|ΛN |

− (1− ε)
|C ′N \ Λ̃N |
|ΛN |

eβCan(Cj , 2
dn)

|Cj |

=
|Λ̃N |
|ΛN |

fCan(β, ρ)−
eβCan(ΛεN , Ñ)

|ΛN |

+
|C ′N \ Λ̃N |
|ΛN |

(
fCan(β, ρ)− (1− ε)e

β
Can(Cj , 2

dn)

|Cj |

)
.

Let us estimate the second term above. Since

Ñ

N
=
bεKNc2dn

N
+ o(1) = ε

|C ′N \ Λ̃N |ρ
N

+ o(1) ≤ εα |ΛN |ρ
N

+ o(1),
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and
|ΛεN |
N

=
bεKNc|Cj |

N
≥ ε |ΛN |

N
− |Cj |

N
→ ε

ρ
,

we have by the upper bound in Lemma BB.12 that

lim sup
N→∞

eβCan(ΛεN , Ñ)

|Λ|N
≤ lim sup

N→∞
ωd

Ñ1+ 2
d

|ΛN ||ΛεN |
2
d

≤ εwdα1+ 2
d ρ1+ 2

d .

Hence, because |C
′
N\Λ̃N |
|ΛN | is bounded, we obtain for some constant c ∈ R that

lim inf
N→∞

eβCan(ΛN , N)

|ΛN |
≥ fCan(β, ρ)− εwdα1+ 2

d ρ1+ 2
d

+ c
(
fCan(β, ρ)− (1− ε)e

β
Can(Cj , 2

dn)

|Cj |

)
.

Finally, taking n→∞ and ε→ 0 yields the desired bound, finishing the proof.

Lemma BB.14 (Properties of fCan). Let β > 0.

(1) fCan(β, · ) is continuous at ρ = 0, with fCan(β, 0) = 0.

(2) fCan(β, · ) is convex (and hence also continuous) in ρ ∈ R+.

(3) Fix a domain Λ0 ⊆ Rd and consider sequences of the type ΛN = LNΛ0,
where (LN ) is a sequence of positive numbers. Then the convergence in the
thermodynamic limit (BB.21) for fixed Λ0 is locally uniform in the density
ρ = limN→∞

N
LdN |Λ0|

.

Proof. (1). We will argue both that the thermodynamic limit is

lim
N→∞

N |ΛN |−1→0

1

|ΛN |
eβCan(ΛN , N) = 0,

and that limρ→0 fCan(β, ρ) = 0. Because of the lower bound on the free energy from
Lemma BB.11, we have for any µ ∈ R and non-negative ρ that

lim inf
N→∞

N |ΛN |−1→ρ

eβCan(ΛN , N)

|ΛN |
≥ − 1

(2π)dβ

∫
Rd

log
(
1 + e−β(p2−µ)

)
dp+ µρ

≥ − 1

(2π)dβ

∫
Rd
e−β(p2−µ) dp+ µρ = −Cβeβµ + µρ.

Hence, for ρ = 0, we simply take µ→ −∞ to obtain

lim inf
N→∞

N |ΛN |−1→0

eβCan(ΛN , N)

|ΛN |
≥ 0.
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On the other hand, choosing µ = 1
β log ρ in the case ρ > 0, we have

fCan(β, ρ) ≥ −Cβρ+
1

β
ρ log ρ

ρ→0−−−→ 0.

Taking the thermodynamic limit along a sequence of cubes, the two corresponding
upper bounds follow from the upper bound on the free energy in Lemma BB.12.

(2). Let ρ1, ρ2 > 0 and 0 < t < 1 be arbitrary, and put ρ = tρ1+(1−t)ρ2. Suppose
further that ΛN is a sequence of boxes such that the assumptions of Theorem BB.9
are satisfied. Cut each box into two smaller boxes Λ

(1)
N and Λ

(2)
N such that |Λ(1)

N | =

t|ΛN | and |Λ(2)
N | = (1 − t)|ΛN |. Putting respectively N1 := bt|ΛN |ρ1c and N2 :=

b(1− t)|ΛN |ρ2c in each box we have that Ni|Λ(i)
N | → ρi as N tends to infinity, so by

sub-additivity,

fCan(β, ρ) = lim
N→∞

1

|ΛN |
eβCan(ΛN , N)

≤ lim
N→∞

t
1

|Λ(1)
N |

eβCan(Λ
(1)
N , N1) + (1− t) 1

|Λ(2)
N |

eβCan(Λ
(2)
N , N2)

= tfCan(β, ρ1) + (1− t)fCan(β, ρ2),

showing convexity.
(3). The uniform convergence in ρ for this particular type of sequences follows

from a simple change of variables along with an elementary fact. Given a ρ > 0 we
denote Λρ = ( N

ρ|Λ0|)
1
dΛ0 and by changing variables,

eβCan(ρ,N) :=
1

|Λρ|
eβCan(Λρ, N) = − ρ

Nβ
log Tr e−β

∑N
i=1−∆

Λρ
i

= − ρ

Nβ
log Tr e−β

∑N
i=1−(

ρ|Λ0|
N

)
2
d∆

Λ0
i .

This means with ρN := N
|ΛN | = N

LdN |Λ0|
that we can write

fCan(β, ρ) = lim
N→∞

1

|ΛN |
eβCan(ΛN , N) = lim

N→∞
eβCan(ρN , N).

We can now to conclude that the convergence is locally uniform in ρ by applying the
following elementary fact, which is easily shown by contradiction:

• Suppose that X is any locally compact metric space, and let (gn) be a sequence
of functions on X with values in a metric space Y . If there exists a continuous
function g on X satisfying that gn(xn)→ g(x) for any convergent sequence xn
in X with limit point x, then gn converges to g locally uniformly on X.
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Proposition BB.15 (Equivalence of ensembles). Let β, ρ > 0 be any positive
numbers and define µ(ρ) to be the unique solution to the equation

ρ =
∂

∂µ
fGC(β, µ(ρ)) =

1

(2π)d

∫
Rd

1

1 + eβ(p2−µ(ρ))
dp. (BB.25)

Then we have

fCan(β, ρ) = lim
N→∞

N |ΛN |−1→ρ

eβGC(ΛN , µ(ρ)) + µ(ρ)
N

|ΛN |

= − 1

(2π)dβ

∫
Rd

log
(
1 + e−β(p2−µ(ρ))

)
dp+ µ(ρ)ρ. (BB.26)

Proof. Because of Lemma BB.11 we only need to give an upper bound on fCan(β, ρ).
For this I will follow the idea of [6], using the fact that fCan(β, · ) is its own double
Legendre transform due to convexity. Thus we introduce the Legendre transform of
fCan(β, · ),

f∗Can(β, µ) := sup
0≤ρ<∞

(µρ− fCan(β, ρ)), µ ∈ R. (BB.27)

If we can bound the grand canonical free energy from below using this function, i.e.
if

fGC(β, µ) := lim
N→∞

1

|ΛN |
eβGC(ΛN , µ) ≥ −f∗Can(β, µ), (BB.28)

then we have the following series of inequalities, using the already established lower
bound on fCan(β, ρ),

fCan(β, ρ) ≥ sup
µ∈R

(fGC(β, µ) + µρ) ≥ sup
µ∈R

(µρ− f∗Can(β, µ)) = fCan(β, ρ).

From this we conclude that (BB.26) holds when µ satisfies the equation

ρ =
∂

∂µ
fGC(β, µ) =

1

(2π)d

∫
Rd

1

1 + eβ(p2−µ)
dp.

The rest of the proof is thus devoted to proving (BB.28). Since the thermody-
namic limit is independent of the sequence of domains, we can fix a sequence of the
form ΛN = LNΛ0, where Λ0 ⊆ Rd is some basis domain, and LN is a sequence of
positive integers with N

LdN |Λ0|
→ ρ. Recall that the grand canonical free energy is

given by

eβGC(ΛN , µ) = − 1

β
log
(∑
n≥0

Tr e−β(HΛN,n
−µn)

)
.

We will fix a number C > 0 and estimate the terms with n ≤ C|ΛN | and n > C|ΛN |
separately, starting with the low n terms.
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Because of the locally uniform convergence of Lemma BB.14, and by continuity
of the thermodynamic limit we can pick N large enough such that for n ≤ C|ΛN |,
we have for some arbitrary ε > 0,

− 1

β
log Tr e−βHΛN,n = eβCan(ΛN , n) ≥ |ΛN |(fCan(β, n|ΛN |−1)− ε).

This means that∑
n≤C|ΛN |

Tr e−β(HΛN,n
−µn) ≤

∑
n≤C|ΛN |

eβ|ΛN |(µn|ΛN |
−1−fCan(β,n|ΛN |−1)+ε)

≤
∑

n≤C|ΛN |

eβ|ΛN |(f
∗
Can(β,µ)+ε)

≤ C|ΛN |eβ|ΛN |(f
∗
Can(β,µ)+ε). (BB.29)

For the terms with n > C|ΛN |, we will take advantage of the fact that the kinetic
energy grows faster than n, by the Lieb-Thirring inequality:

HΛN ,nΓ ≥ CLT
n1+ 2

d

|ΛN |
2
d

,

for any n-particle fermionic state Γ. Using this, we get the estimate

− 1

β
log Tr e−βHΛN,n = min

Γ

(
TrHΛN ,nΓ +

1

β
Tr Γ log Γ

)
≥ 1

2
CLT

n1+ 2
d

|ΛN |
2
d

− 1

β
log Tr e−

β
2
HΛN,n ,

where, by choosing N large enough, we can bound the last term by

− 1

β
log Tr e−

β
2
HΛN,n ≥ 1

2
e
β/2
GC (ΛN , 2µ) + µn ≥ |ΛN |

2
(fGC(β/2, 2µ)− ε) + µn.

Thus, since fGC is negative, we obtain for n > C|ΛN |,

Tr e−βHΛN,n ≤ e−βµne−
β
2

(
CLTn

1+ 2
d |ΛN |−

2
d+|ΛN |(fGC(β/2,2µ)−ε)

)
≤ e−βµne−

β
2
n
(
CLTC

2
d+C−1(fGC(β/2,2µ)−ε)

)
.

Hence, choosing C sufficiently large (independently on N) to make the exponents
above as negative as we want, the contribution from the terms with n > C|ΛN | can
be bounded by, say, ∑

n>C|ΛN |

Tr e−β(HΛN,n
−µn) ≤

∑
n>C|ΛN |

(1

2

)n
,
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which becomes small when N tends to infinity. Combining with (BB.29), we conclude
for large N that

1

|ΛN |
eβGC(ΛN , µ) ≥ − 1

β|ΛN |
log(C|ΛN |eβ|ΛN |(f

∗
Can(β,µ)+ε) + o(1))

= − log(C|ΛN |)
β|ΛN |

− f∗Can(β, µ)− ε+ o(1).

Since ε is arbitrary, taking N to infinity shows that (BB.28) holds, finishing the
proof.

Finally, combining Remark BB.10, Lemma BB.14, and Proposition BB.15 we
immediately obtain the following result, which (up to a rescaling) is used in the
proof of Proposition B.9 (the construction of trial states for the upper energy bound
in Paper B):

Proposition BB.16. Let β, ρ > 0, and denote for L > 0 the cube Λ(L) =
(
−L

2 ,
L
2

)d.
Then, locally uniformly in the density ρ, the thermodynamic limit for cubes with
periodic boundary conditions is

lim
N→∞

NL−d→ρ

1

Ld
eβ,per

Can (Λ(L), N) = − 1

(2π)dβ

∫
Rd

log
(
1 + e−β(p2−µ(ρ))

)
dp+ µ(ρ)ρ,

where µ(ρ) is the unique solution to the equation (BB.25).
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