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Introduction

This Ph.D.-thesis contains two papers. The only thing these papers have in common
is that they are concerned with some kind of homology, and that the results are
related to algebraic K-theory. To explain what homology is, let me quote from
MacLane [19]:

Homology provides an algebraic \picture" of topological spaces, assigning
to each space X a family of abelian groups H0(X); : : : ; Hn(X); : : : , to
each continous map f : X ! Y a family of group homomorphisms
fn : Hn(X) ! Hn(Y ). Properties of the space or the map can often be
e�ectively found from properties of the groupsHn or the homomorphisms
fn. A similar process associates homology groups to other Mathematical
objects; for example, to a group � or to an associative algebra �.

In this generality, K-theory and topological Hochschild homology are particular
kinds of homology for associative algebras, and the two homology theories are related
by maps Kn(R) ! THHn(R) from the K-(homology) groups to the topological
Hochschild homology groups. One direction in the subject of algebraic K-theory is
to compute the K-groups for as many rings as possible. Paper 2 can be viewed as a
step towards a computation of the groups Kn(Z=p

2). Another direction in algebraic
K-theory is to relate the K-groups to problems in geometry. This is one of the
motivations for paper 1.
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1. Homology of O(n) and O1(1; n) made discrete: an application of

Edgewise Subdivision. This paper is concerned with homology of orthogonal
groups. It is a joint paper with M. B�okstedt and J. Dupont. The main result is the
following theorem conjectured by C.-H. Sah:

Theorem . The inclusion O(n) � O1(1; n) induces an isomorphism Hk(O(n)) !
Hk(O

1(1; n)) for k � n� 1.

Here O(n) denotes the group of orthogonal n� n-matrices, O1(1; n) denotes the
group of isometries of hyperbolic n-space and Hk denotes group homology. In their
paper on scissors congruences, Dupont, Parry and Sah found that this theorem im-
plies that the scissors congruence group in spherical 3-space is a rational vectorspace
[6]. The theorem can also be related to a conjecture of Friedlander and Milnor on
homology of topological groups [21]. Let me explain what the scissors congruence
group is:

Let X be either the Euclidean space Rn , the sphere Sn or the hyperbolic space
Hn. A k-simplex � in X is just an ordered set of points � = fa0; a1; : : : akg, ai 2 X,
where in the spherical case we assume the distance between any two of these points
to be less than �. � will be said to be generic if each of its j-faces with j � min(n; k)
spans a geodesic subspace of dimension j. The underlying geometric simplex j�j is
the geodesic convex hull (in the spherical case of diameter < �). A polytope P � X
is a �nite union P =

S
i j�ij of generic geometric n-simplices such that any two

intersect in a common face of dimension less than n.
Now de�ne the scissors congruence group P(X) to be the free abelian group

generated by all polytopes P modulo the relations

1. [P ] = [P 0] + [P 00] if P = P 0 [ P 00 and P 0 \ P 00 has no interior points,

2. [P ] = [gP ], for g an isometry of X.

As the 3rd among 23 problems Hilbert asked for two tetrahedra in R3 with the
same volume, that are not scissors congruent [12]. Such tetrahedra were found a few
months later by Dehn [4]; he showed that the tetrahedron with vertices at (0; 0; 0),
(1; 0; 0), (0; 1; 0), (0; 0; 1) and the tetrahedron with vertices at (0; 0; 0), (1; 0; 0),
(1; 1; 0) and (1; 1; 1) are not scissors congruent. The way to prove this is to de-
�ne an invariant, called the Dehn invariant, on the scissors congruence group. In
the modern formulation of Jessen [14], the Dehn invariant takes values in the tensor
product of the abelian groups R and R=Z. For a tetrahedron the Dehn invariant
is the sum over all the edges of the elements l 
 (�=�), where l denotes the length
of the edge and � denotes the interior dihedral angle along this edge, that is the
angle obtained by intersecting the tetrahedron with a plane perpendicular to the
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edge, measured in radians. Later Sydler proved that the scissors congruence class
of a polyhedron is completely determined by its volume and the value of the Dehn
invariant [26]. The analogous result in dimension 4 was proven by Jessen [15], but
in higher dimensional Euclidean spaces it is not known weather the volume and the
Dehn invariant determines the scissors congruence class. There are similar Dehn in-
variants for polyhedra in hyperbolic and spherical 3-space, and the third problem of
Hilbert can be generalized to these geometries: Is the scissors congruence class for
a polyhedron in spherical (respective hyperbolic) 3-space determined by the volume
and the Dehn invariant? This question can also be posed in higher dimensions, but
then there are several reasonable choices of Dehn invariants. For hyperbolic 3-space
the generalized 3rd problem of Hilbert is partially solved by the exact sequence

0! H3(SL(2; C ))
� ! P(H3)

D
! R 
 R=Z ! H2(SL(2; C ))

� ! 0;

given by Dupont, Parry and Sah in [6]. Here D denotes the Dehn invariant, and
the superscript � denotes the (�1)-eigenspace with respect to complex conjugation.
For spherical 3-space the exact sequence

0! H3(SU(2))! P(S3)
D
! R 
 R=Z ! H2(SU(2))! 0;

also given in [6], solves the generalized 3rd Hilbert problem partially. As a corollary
to the theorem about homology of orthogonal groups stated above, we have identi�ed
H3(SU(2)) with a subgroup of the algebraic K-group K3(C ). The rationality of
P(S3) follows from results of Suslin about K3(C ) (see [24, p. 304]). For a more
complete survey of scissors congruences in 3-space, see [8].

In order to give a summary of the proof of the main theorem of the paper, let
C 0
�(H

3) denote the chain complex where a generator in degree k is a k-simplex � in
H3, and let C�(H

3) denote the subcomplex of C 0
�(H

3) spanned by the set of generic
simplices. The theorem follows from a stabilization result of C.-H. Sah [23] and the
following lemma:

Lemma . The chain complex Z
Z[O1(1;n)] C�(H
n) is (n � 1)-acyclic with augmen-

tation Z.

There is an elegant geometric proof of the analogous lemma for Euclidean space
given in [7]. In the hyperbolic case it has to be modi�ed because the circumscribed
sphere for a generic n-simplex is used, and such a circumscribed sphere does not in
general exist for generic hyperbolic n-simplices. The solution is to divide a generic
hyperbolic n-simplex into smaller generic hyperbolic n-simplices each possessing a
circumscribed sphere. The way we do this is by edgewise subdivision, cutting a
simplex into smaller simplices by hyperplanes that intersect the edges of the original
simplex at the middle. The main body of the paper consists of the construction of
edgewise subdivision as a chain map Sd : C�(H

n)! C�(H
n), inducing a chain map

Sd : Z
Z[O1(1;n)] C�(H
n) ! Z
Z[O1(1;n)] C�(H

n) with the property that Sdx � x is
a boundary for x 2 Z 
Z[O1(1;n)] Cm(H

n), m � n � 1. The traditional barycentric
subdivision is not suited for this purpose because it changes the shape of the simplices
too much.
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This paper is accepted for publication by the Journal of Pure and Applied Alge-
bra. This version of the paper di�ers from the version submitted to the journal at
the proof of theorem 4.1.6, that unfortunately was incomplete.

2. Topological Hochschild homology of the integers modulo the square

of an odd prime. In this paper I compute topological Hochschild homology, THH,
of Z=p2 for p an odd prime: For i � 0 there is an isomorphism

�iTHH(Z=p
2) �=
M

k�0

�i�2k THH(Z;Z=p
2):

To work out this formula one needs to know that �0 THH(Z;Z=p
2) �= Z=p2, and that

for k � 1
�2k THH(Z;Z=p

2) �= �2k�1 THH(Z;Z=p
2) �= Z=(k; p2);

where (k; p2) denotes the greatest common divisor of p2 and k.
Topological Hochschild homology is a particular kind of homology for rings up

to homotopy. (Homology in the general sense given in the introduction.) A ring
up to homotopy is roughly a topological space with operations like addition and
multiplication for an associative algebra, for which certain of the identities, that an
associative algebra satis�es, only are satis�ed up to homotopy. It is quite compli-
cated to give a good notion of a ring up to homotopy, and several notions of rings
up to homotopy are available. Some of these notions are new and not yet published.
(For recent work on rings up to homotopy, see the work of Hovey, Shipley and Smith
[13], the work of Elmendorf, Kriz, Mandell and Kay [9], or the work of Lydakis [18]
and Schwede [25].) The most basic ring up to homotopy is the in�nite loop space
QS0 = lim

�!
n


nSn; for rings up to homotopy it plays the same role as the ring of

integers does for associative algebras. An associative algebra is another example of
a ring up to homotopy.

Topological Hochschild homology is constructed by imitating the classical de�-
nition of homology of associative algebras, due to Hochschild, in the framework of
rings up to homotopy. Goodwillie was the �rst to suggest to do this, and it was
B�okstedt who wrote down the �rst precise de�nition of topological Hochschild ho-
mology [1]. To do this he needed a good notion of rings up to homotopy, and the
concept of a functor with smash product turned out to be well suited for this pur-
pose. In fact Goodwillie conjectured what these topological Hochschild homology
groups should be for the integers and Z=p for any prime p, and he conjectured that
topological Hochschild homology is equivalent to stable K-theory for any associa-
tive algebra. B�okstedt computed THH(Z) and THH(Z=p) in [2], and showed that
they agreed with Goodwillie's original conjecture. Dundas and McCarthy have in
[5] shown that topological Hochschild homology and stable K-theory are equivalent
for any associative algebra. By use of an action of the cyclic groups on topological
Hochschild homology, another homology theory, topological cyclic homology, TC,
has been constructed by B�okstedt, Hsiang and Madsen in [3]. They show that for
an associative algebra R, there are maps

Ki(R)
trc
�! TCi(R)! THHi(R);
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connecting topological Hochschild homology and topological cyclic homology to al-
gebraic K-theory. These maps are factorizations of a map Ki(R)! HHi(R) from al-
gebraic K-theory to Hochschild homology (the classical homology for associative al-
gebras), often called the Dennis trace map. They are in general non-trivial, and Hes-
selholt and Madsen have proven that in situations including the case R = Z=p2, the
map trc is almost an isomorphism [11]. In this spirit the computation of THH(Z=p2)
can be viewed as partial information about algebraic K-theory for Z=p2.

Pirashvili and Waldhausen have shown in [22] that topological Hochschild homol-
ogy for an associative algebra is isomorphic to another kind of homology for associa-
tive algebras, constructed much earlier by MacLane [20]. This MacLane homology
was constructed purely algebraically, but initially nobody was able to compute it.
Pirashvili and Jibladze gave an alternative description of MacLane homology in [16],
and Franjou, Lannes and Schwartz have now computed MacLane homology for �nite
�elds in [10].

Until now I have mentioned that topological Hochschild homology is known for
the integers and for �nite �elds. It is not hard to see that for an associative algebra
containing the rational numbers topological Hochschild homology and Hochschild
homology agree. Also if R is an associative algebra andG is a group, then topological
Hochschild homology for the group ring R[G] can be expressed in terms of topological
Hochschild homology for R and the homology of the group G. For perfect �elds of
characteristic p > 0 (that is �elds for which the map x 7! xp is an isomorphism),
topological Hochschild homology is described in [11], and for integers in number
rings it has been computed by Lindenstrauss and Madsen [17]. It is a fundamental
fact that topological Hochschild homology of the ring up to homotopy QS0 is simply
the homotopy groups of QS0, but these are not known!

The main observation of this paper is that the �ltration 0 � pZ=p2 � Z=p2 of
Z=p2 gives rise to a �ltration of THH(Z=p2). Comparing topological Hochschild
homology to Hochschild homology, the computation can be made by use of the mul-
tiplicative structure of a spectral sequence �rst considered by Pirashvili and Wald-
hausen [22]. To describe this multiplicative structure, I have changed B�okstedt's
construction of topological Hochschild homology slightly in order to be able to de-
scribe the product on topological Hochschild homology in a direct way.
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HOMOLOGY OF O(n) AND O1(1; n) MADE DISCRETE:
AN APPLICATION OF EDGEWISE SUBDIVISION

MARCEL B�OKSTEDT, MORTEN BRUN, AND JOHAN DUPONT

Abstract. The group of isometries of hyperbolic n-space contains the orthog-
onal group O(n) as a subgroup. We prove that this inclusion induces a stable
isomorphism of discrete group homology. The unstable version of this result im-
plies in particular that the scissors congruence group P(S3) in spherical 3-space
is a rational vectorspace.

1. Introduction

Let O(n) denote the group of orthogonal n � n-matrices and let O1(1; n) be the
group of isometries of hyperbolic n-space Hn. The main result of this paper is the
following theorem conjectured by C.-H. Sah (cf. [11, appendix A], [4, x4], where it
is shown in a few low dimensional cases):

Theorem (4.1.6). The inclusion O(n) � O1(1; n) induces an isomorphism
Hk(O(n))! Hk(O

1(1; n)) for k � n� 1.

Here Hk(G) for G any Lie group denotes the Eilenberg-MacLane homology of the
underlying uncountably in�nite discrete group G� with integer coe�cients. This
result has a number of corollaries. Thus for n = 3 it answers a�rmatively Problem
4.14 in [12]:

Corollary 1.0.1. The natural map Hk(SU(2))! Hk(Sl(2; C ))
+ is an isomorphism

for k � 3.

Here + indicates the +1-eigenspace for complex conjugation. As explained in
[4] this result in turn has implications for the Scissors Congruence Problem for
polyhedra in spherical 3-space (Extended 3rd Problem of Hilbert). In particular we
conclude:

Corollary 1.0.2. The scissors congruence group P(S3) in spherical 3-space is a
Q -vector space.

For the analogous result in hyperbolic 3-space see Sah [12, thm. 4.16].
These results are related to a well-known conjecture of Friedlander and Milnor

(see [10]). In general for a Lie group G the natural homomorphism G� ! G gives
rise to a continuous mapping BG� ! BG between classifying spaces.

Isomorphism Conjecture (Friedlander-Milnor) . The canonical mapping BG� !
BG induces isomorphism of homology with mod p coe�cients.

Work supported in parts by grants from Statens Naturvidenskabelige Forskningsr�ad, the
Gabriella and Paul Rosenbaum Foundation and the K-theory project of the European Union.
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10 MARCEL B�OKSTEDT, MORTEN BRUN, AND JOHAN DUPONT

Now the homology of BG� is just the Eilenberg MacLane homology of G�. Since
the subgroup of O1(1; n) �xing one point in Hn is isomorphic to O(n), there is an
identi�cation O1(1; n)=O(n) = Hn. Therefore there is a �bration sequence

O(n)! O1(1; n)! Hn:

Since Hn is contractible the inclusion O(n) ,! O1(1; n) is a homotopy equivalence.
Hence also the map BO(n)! BO1(1; n) of classifying spaces is a homotopy equiv-
alence. In the commutative diagram

H�(BO(n)�;Z=p) //

��

H�(BO1(1; n)�;Z=p)

��
H�(BO(n);Z=p) //

�=
H�(BO1(1; n);Z=p)

the upper horizontal map is an isomorphism for k � n�1 by our theorem. Therefore
it follows that in this range the isomorphism conjecture for O(n) is equivalent to the
conjecture for O1(1; n).
A main ingredient in the proof of the theorem above is the following stability

result of Sah [11, theorem 3.8]:

Theorem (Sah). Let G(p; q) = U(p; q; F), F = R; C or H . Fix p � 0 and consider
the inclusion of G(p; q) into G(p; q + 1). The induced map from Hi(G(p; q)) to
Hi(G(p; q + 1)) is then surjective for i � q and bijective for i < q.

Notice that if we take F = R then G(0; q) = O(q) and G(1; q) = O(1; q). Since
O(1; q) = O1(1; q)� f�Iq+1g it follows that Sah's theorem is also true for G(1; q) =
O1(1; q). Furthermore in the proof of theorem 4.1.6 we shall use the same basic
strategy as used in [5] for the result analogous to theorem 4.1.6 with O1(1; n) replaced
by the Euclidean isometry group. However the geometry of Hn makes some changes
necessary. The problem is that the existence of a circumscribed sphere for (n + 1)
points in Rn not lying on a common hyperplane is used. Here a circumscribed sphere
for (n + 1) points in a metric space X is the set fx j d(x; a) = rg for a a point with
equal distance r to all of the (n + 1) given points. Such a circumcenter a does
not in general exist, and in particular it does not always exist for (n + 1) points in
hyperbolic n-space Hn not lying on a common geodesic hyperplane. Since we will
be working in a chain complex this problem can be solved by replacing an n-simplex
not possessing a circumcenter with a chain-equivalent sum of simplices for which
there does exist circumcenters. This is what edgewise subdivision is used for.
The edgewise subdivision, Sd, is a chain map from the singular chain complex (of

any topological space) into itself. It is a subdivision in the sense that it is chain
homotopic to the identity, and it divides a simplex into smaller simplices. The
property that distinguishes it from the well-known barycentric subdivision is that
it divides a simplex into simplices which are more round, or more precisely, in the
Euclidean model we have the following:

Lemma (2.4.2). All the simplices in Sd�n(�n) are isometric to 1
2
�n by a permu-

tation of the basis vectors i� for � 2 �n followed by a translation by a vector in
1
2
f0; 1gn.
Here �n denotes both the space

�n = f(x1; : : : ; xn) j 0 � x1 � � � � � xn � 1g � Rn
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and the identity map �n = id�n. Similarly 1
2
�n is the map multiplying by 1

2
. The

map i� is given by i� (x1; : : : ; xn) = (x��1(1); : : : ; x��1(n)) for some permutation � of
the numbers f0; : : : ; ng.
Besides from this nice property, edgewise subdivision has the advantage that it is

simple to de�ne explicitly, and it is very simple to see that the simplices in the i-fold
iterated subdivisions Sdi becomes small (cf. x2.1) for i big. Hsiang, B�okstedt and
Madsen have de�ned a variation of this subdivision as an operation on simplicial
sets [1]. The subdivision de�ned in this paper has been developed from this.
In x2 we de�ne the edgewise subdivision, Sd. We prove that Sd is a subdivision

in the technical meaning described below. We also prove lemma 2.4.2. This section
is quite technical but self-contained.
In x3 we discuss the geometrical consequences of lemma 2.4.2 for geodesic hyper-

bolic simplices. To be able to do this we introduce a parametrization of hyperbolic
simplices in x3.1. In x3.2 we discuss criteria for a geodesic simplex to possess a
circumscribed sphere and we show that the simplices in the iterated edgewise sub-
division eventually will possess one.
In x4 we prove theorem 4.1.6, and in x5 we make a few applications in particular

to scissors congruences.
Acknowledgment. The present work obviously owes much to the ideas of C.-H.

Sah, and the third author wants to thank him for a long term collaboration on these
and related problems.

2. Edgewise Subdivision

2.1. Notation. A singular simplex � 2 Sn(X) is a map from �n to the space X,
where �n = fx = (x1; : : : ; xn) j 0 � x1 � � � � � xn � 1g � Rn . The boundary maps
@i : �

n�1 ! �n, i = 0; : : : ; n are given by

@0(x1; : : : ; xn�1) = (0; x1; : : : ; xn�1)

@k(x1; : : : ; xn�1) = (x1; : : : ; xk; xk; : : : ; xn�1) 0 < k < n

@n(x1; : : : ; xn�1) = (x1; : : : ; xn�1; 1)

We will denote the singular functor from spaces to chain complexes by S� or some-
times just by S. As usual the boundary of � is d� =

Pn
i=0(�1)i�@i.

Given an open covering X = [�2AV�, a singular simplex � 2 Sn(X) is small (with
respect to V�, � 2 A) if the image of � is contained in V� for some in � 2 A. A
subdivision is a set of natural transformations Sd : Sn ! Sn, H : Sn ! Sn+1 such
that for any space X with open covering X = [�2AV�
1. SdX is a chain map
2. HX is a chain homotopy from SdX to idS�(X) which preserves the subcomplex

of small simplices.
3. For any � 2 Sn(X) there exists i 2 N such that the i-fold iteration (SdX)

i(�)
is a sum of small simplices.

The unit cube in Rn is�
�1
�n

= f(x1; : : : ; xn) j 0 � xi � 1; i = 1; : : : ; ng:
Any permutation � 2 �n of the axes of R

n induces an a�ne map i� : (�
1)
n ! (�1)

n

by i� (ek) = e�(k) where ek = (0; : : : ; 0; 1
k
; 0; : : : ; 0). Given � 2 f0; 1gn � (�1)

n
we

de�ne �� : (�
1)
n ! (�1)

n
by ��(x) =

1
2
(x+ �). Let us denote the restrictions of ��
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and i� to �n by the same names. Finally let V � f0; 1gn � �n denote the elements
(�; �) such that ��i� (�

n) � �n.
We will adopt the notation that the symbol X denotes both the space X and the

identity map on X.

2.2. Construction of edgewise subdivision.

De�nition 2.2.1. The natural map SdX : S�(X)! S�(X) is de�ned by

SdX(� : �n ! X) =
X

(�;�)2V
sign(�)���i�

We often just write Sd instead of SdX . The de�nition has a close relation to the
Eilenberg-Zilber map EZ : S�(X) 
 S�(Y ) ! S�(X � Y ) (cf. MacLane [9, chapter
VIII, x8]). Extending this to n factors we obtain in particular

EZ :
�
S�(�1)

�
n ! S�
��
�1
�n�

;

and an easy calculation shows that

EZ((�1)
n) =
X
!2�n

sign(!)i!:

We need to show

Proposition 2.2.2. Sd is a chain map.

The main step of the proof of proposition 2.2.2 is given by

Lemma 2.2.3. Sd(�1)n EZ((�
1)

n
) = EZSd
n(�1)((�

1)

n
).

Proof. Let us note the relation i!�� = �!��i!, where ! � � = i!(�). Using this we get

SdEZ((�1)
n) =
X
!2�n

(�;�)2Vn

sign(!�)�!��i!�

EZSd
n((�1)
n) =
X

�2f0;1gn
�2�n

sign(�)��i�:

Let us show that the map V � �n ! f0; 1gn � �n given by

((�; �); !) 7! (! � �; !�)
is a bijection. Given (�; �) 2 f0; 1gn��n, let � 2 �n be the element such that ��1 is
a shu�e map (i.e. there exists i � n such that ��1(1) < � � � < ��1(i) and ��1(i+1) <
� � � < ��1(n)), and such that i� (�

�1 � �) 2 �n. Here � is uniquely determined, and i
is the number of zeros in ��1 � �. It is easy to see that i����1��(�n) � �n. Hence by
the above relation ����1��i� (�n) � �n. The map f0; 1gn � �n ! V � �n given by

(�; �) 7! ((���1 � �; �); ���1):
is an inverse to the above map. By one of the compositions ((�; � 0); !) is sent to
((�� 0�1!�1! � �; �); !� 0��1). To see that this is actually the identity we need to
observe that if i����1��(�n) � �n and i� 0���1��(�n) � �n then � = � 0. For this use
that if � 6= � 0 then i��1(�n) \ i� 0�1(�n) is contained in an a�ne hyperplane. The
other composition is clearly the identity.
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Corollary 2.2.4. d Sd(�1)n EZ((�
1)

n
) = Sd(�1)n dEZ((�

1)

n
)

Proof. As an immediate consequence of the de�nitions we get

Sd�0�X EZ(�0 
 �) = EZ(Sd�0 
 SdX)(�
0 
 �)

for any space X and any singular simplex � : �n ! X. It now follows from lemma
2.2.3 and the associativity of EZ that

Sd�0�(�1)n�1 EZ(�0 
 ��1
�
(n�1)

) = EZ(Sd�0 
 Sd
(�1)
(n�1))(�0 
 ��1

�
(n�1)
)

The corollary follows from this formula and lemma 2.2.3 by a calculation.

Proof of proposition 2.2.2. Let � : (�1)
n ! �n be a retraction of the continuous

map iid : �
n ! (�1)

n
so that � is a�ne on the simplices i� (�

n) and maps i� (�
n) to

a degenerate simplex for � 6= id. IfW � f0; 1gn denotes the vertices of �n then such
a map is determined by the retraction f0; 1gn !W , sending an element of f0; 1gnnW
with the �rst 1 occuring in the (i+ 1)'th entry to the element with zero in the �rst

i entries and 1 in the rest of the entries. Notice that S(�) EZ((�1)

n
) = �n + x

where x is a sum of degenerate simplices. From corollary 2.2.4 it follows that

d Sd�n(�n + x) = Sd�n(d(�n + x))

or

d Sd�n(�n)� Sd�n(d�n) = Sd�n(dx)� d Sd�n(x)(2.2.5)

Now Sd�n(�n) consists of non-degenerate simplices. Therefore the left hand side
of (2.2.5) consists of non-degenerate simplices. Since d preserves the subcomplex of
degenerate simplices the right hand side of 2.2.5 is a sum of degenerate simplices.
From this we conclude that

d Sd�n(�n)� Sd�n(d�n) = 0

By naturality this concludes the proof.

2.3. The homotopy. A chain homotopy HX from SdX to idS�(X) consists of maps
HX : Sn(X) ! Sn+1(X), n � 0 satisfying dHX + HXd = SdX � idS�(X). We
will construct such maps naturally in X. For this we will use the map �n+1 :
�n+1 n f(1; : : : ; 1)g ! I ��n given by

�n+1(x1; : : : ; xn+1) =

(
(2x1;

(x2�x1;:::;xn+1�x1)
1�x1 ) x1 � 1

2

(1; (x2�x1;:::;xn+1�x1)
1�x1 ) 1 > x1 � 1

2

Here I denotes the unit interval. Let �n = �(1;:::;1) : �
n ! �n. Note the relations

�n+1@0 = (0;�n)

�n+1@k = (I; @k�1)�n k > 0

�n+1�n+1@0 = (1;�n)

�n+1@k = @k�n k > 0

where 0 and 1 are the constant maps from �n to I.

De�nition 2.3.1. Let eHX : Sn(X)! Sn+1(I �X) be the natural map given byeHX(� : �n ! X) =
X

(�;�)2(f0;1gn+1��n+1)nf((1;:::;1);id)g
sign(�)(I; �)�n+1��i�



14 MARCEL B�OKSTEDT, MORTEN BRUN, AND JOHAN DUPONT

This de�nition may be rewritteneHX(�) = S((I; �)�n+1)(Sd�
n+1 � �n+1):

Note that we have subtracted the term S((I; �)�n+1)�n+1 which is not de�ned. Let
pr : I �X ! X be the projection on X.

De�nition 2.3.2. HX = S(pr) eHX : Sn(X)! Sn+1(X).

Proposition 2.3.3. dHX +HXd = SdX � idS(X).

This proposition follows from

Lemma 2.3.4. d eHX� + eHXd� = S(0; �) Sd�n � S(1; �)�n.

Proof. By naturality it is enough to prove the lemma for � = �n. Now

d eH�n(�n) = dS(�n+1)
�
Sd�n+1 � �n+1

�
= S(�n+1)

�
Sd(d�n+1)� d�n+1

�
and

eH�n(d�n) =

nX
i=0

(�1)iS((I; @i)�n) (Sd�n � �n)

= �
nX
i=0

(�1)i+1S(�n+1@i+1) (Sd�
n � �n)

= S(�n+1)
�� Sd(d�n+1) + @0 Sd�

n + d�n+1 � �n+1@0
�
:

Hence

d eH�n + eH�nd�n = S(�n+1) (@0 Sd�
n � �n+1@0)

= (0;�n) Sd�n � (1;�n)�n:

2.4. Sd is a subdivision. We have now found natural transformations Sd : Sn !
Sn andH : Sn ! Sn+1 such that for any space X with an open covering X = [�2AV�
1. SdX is a chain map.
2. HX is a chain homotopy from SdX to idS�(X) which preserves the subcomplex

of small simplices.

Theorem 2.4.1. Sd is a subdivision.

Proof. We only need to show that for any � 2 Sn(X) there exists i 2 N such that
(SdX)

i(�) is a sum of small simplices. This follows from our next lemma.

Lemma 2.4.2. All the simplices in Sd�n(�n) are isometric to 1
2
�n by a permu-

tation of the basis vectors i� for � 2 �n followed by a translation by a vector in
1
2
f0; 1gn.

Proof. The simplices in Sd�n(�n) are of the form ��i��1 for � 2 f0; 1gn and � 2 �n.
In lemma 2.2.3 we found that i���i��1 = �� ��. This map di�ers from 1

2
�n by a

translation.
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3. Geometrical properties of SdHn

LetHn denote hyperbolic n-space. The aim of this section is to show that any non-
degenerate geodesic hyperbolic simplex after applying Sd su�ciently many times will
be divided into simplices possessing a circumscribed sphere. We start by parametriz-
ing geodesic simplices.

3.1. A good parametrization of a simplex. Given points a0; : : : ; an 2 Hn we
will construct a parametrization of the geodesic simplex a = (a0; : : : ; an).

Lemma 3.1.1. There is a map fa from �n to Hn such that

1. The image of fa is the geodesic span of a0; : : : ; an.
2. For any intersection K of �n with an a�ne subset of Rn the image fa(K)

is a geodesically convex subset of Hn. In particular, the image of an a�ne
subdivision of �n maps to a subdivision of a by hyperbolic simplices.

3. For any isometry 
 : Hn ! Hn, f satis�es that f
a = 
fa.

Proof. We consider the hyperbolic model forHn. In Rn+1 consider the inner product

F (u; v) = �u0v0 + u1v1 + � � �+ unvn

and let Hn be the set

Hn = fu 2 Rn+1 j u0 > 0; F (u; u) = �1g:
The geodesic curves in this model are all curves of the form Hn\E where E � Rn+1

is a 2-plane through 0 such that F jE is non-degenerate of type (1; 1) (cf. Iversen [7,
section II.4]).
Let �n denote the convex hull of the canonical basis e0; : : : ; en for Rn+1 . Let

h : �n ! �n be the a�ne map given by h(x1; : : : ; xn) = (t0; : : : ; tn) where t0 = x1,
ti = (xi+1 � xi) for 1 � i � n� 1 and tn = 1� xn.

De�nition 3.1.2. The good parametrization fa of a simplex a = (a0; : : : ; an) in Hn

is the map fa : �
n !Hn given by

fa(x) =
a(t)p�F (a(t); a(t))

where t = (t0; : : : ; tn) = h(x) and a(t) =
Pn

i=0 tiai.

Notice that F (a(t); a(t)) =
P

i;j titjF (ai; aj) < 0 since F (ai; aj) � 0 for i 6= j and
F (ai; ai) = �1.
Since fa(ei) = ai and fa maps a�ne lines either to images of geodesic curves or

to a point f satis�es (1) and (2) above. Since an isometry 
 : Hn ! Hn is induced
by an element A 2 O1(1; n) � Gl(Rn+1) (cf. Iversen [7, section II.4]), we have

(
a)(t) =
nX
i=0

ti(
ai) =
nX
i=0

ti(Aai) = A(a(t))

and hence


fa(z) = 


 
a(t)p�F (a(t); a(t))

!
=

(
a)(t)p�F ((
a)(t); (
a)(t)) = f
a(z)

which proves (3).
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Note that if a0; : : : ; an are in general position (i.e. not lying on a common geodesic
hyperplane) then fa maps a�ne lines to geodesic curves.

3.2. Hyperbolic and Euclidean circumscribed spheres. In this section we will
use the disc model for hyperbolic n-space Hn. In this model Hn = Dn = fx j jxj <
1g � Rn . For a detailed description see Iversen [7, section II.6]. We start by making
a simple observation:

Proposition 3.2.1. In the disc model for Hn a hyperbolic sphere is a Euclidean
sphere contained in Dn and conversely.

Proof. By de�nition a hyperbolic sphere of radius r > 0 is the set of points x of
distance r from a given center point c 2 Hn. By rotational symmetry of the metric
it su�ces to consider the case n = 2. Since isometries of the disc model of H2

are induced by M�obius transforms which preserves circles we can assume c = 0.
In this case the statement is obvious by rotational symmetry. Conversely let S be
an Euclidean sphere contained in the unit disc. Let p denote the Euclidean center
for S, and let L denote the line connecting p and the center of the disc model. L
intersects the sphere S at two points, a and b. Let S 0 denote the hyperbolic sphere
with center on L, passing through a and b. By the �rst part of the proposition S 0

is an Euclidean sphere, and by symmetry the Euclidean center of S 0 must lie on L.
Since there is only one Euclidean sphere with center on L containing a and b, we
conclude that S 0 = S. Thus S is a hyperbolic sphere.

Corollary 3.2.2. For Hn = Dn, n+1 points in Hn have a hyperbolic circumscribed
sphere if and only if they have an Euclidean circumscribed sphere fully contained in
the model.

Hence we are reduced to �nding circumscribed spheres in Euclidean space. Given
a non-degenerate a�ne n-simplex with vertices v0; : : : ; vn 2 Rn we want to �nd the
circumcenter c and the radius r of the circumscribed sphere. For convenience put
v0 = 0. If j � j and h�; �i denotes the usual norm and inner product in Rn , then r and
c are determined by

r2 = jc� v0j2 = jcj2 = hc; ci
= jc� vij2 = hc� vi; c� vii = hc; ci+ hvi; vi � 2ci ; i = 1; : : : ; n

Subtracting, we obtain

hvi; ci = 1

2
hvi; vii = 1

2
jvij2

or �
vi
jvij ; c

�
=

1

2
jvij:

Put ui =
vi
jvij for i = 1; : : : ; n and consider the non-singular matrix of row vectors

U =

0@u1...
un

1A :

Then

Uc =
1

2

0@jv1j...
jvnj

1A :
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or

c =
1

2
U�1

0@jv1j...
jvnj

1A :

Hence if we put A = UU t = [hui; uji] then

r2 = jcj2 = 1

4
(jv1j; : : : ; jvnj)A�1

0@jv1j...
jvnj

1A
Let k � k denote the operator norm on the set of real n� n-matrices. It follows that

if m =
p
nmaxfjv1j; : : : ; jvnjg then r � 1

2
m
pkA�1k. The sphere will be contained

in the unit ball of Rn if r < 1
2
hence if m

pkA�1k < 1.
We now consider v = (v0; : : : vn) as a hyperbolic simplex in the disc model Dn for

Hn (again v0 = 0). It follows that v has a circumscribed sphere if m
pkA�1k < 1.

Let d denote the (hyperbolic) diameter of v. Since d(0; x) = log
�
1+jxj
1�jxj

�
for x 2 Dn

we see that d � log
�
1+m=

p
n

1�m=
p
n

�
. Therefore v has a circumscribed sphere if

ed � 1

ed + 1

p
nkA�1k < 1:

Notice that ed�1
ed+1

! 0 for d! 0.

Proposition 3.2.3. Let ! = (!0; : : : ; !n) denote an a�ne simplex and f : ! !Hn

a di�erentiable parametrization of a non-degenerate hyperbolic simplex which maps
lines to geodesics. Let d denote the hyperbolic diameter of f(!) and put

A =

��
T!0f(!i � !0)

jT!0f(!i � !0)j ;
T!0f(!j � !0)

jT!0f(!j � !0)j
��

;

where T!0 denotes the di�erential at !0 and the bracket h�; �i and the norm j � j
denotes the hyperbolic inner product and norm on T!0Hn. Then A is invertible and

the simplex has a circumscribed sphere if ed�1
ed+1

p
nkA�1k < 1.

Notation: We say that A is the matrix associated to f .

Proof. Note that in the disc model the Euclidean and the hyperbolic inner prod-
uct on T!0Hn are conformally equivalent (i.e. they di�er by multiplication of
a smooth function). Therefore when replacing the hyperbolic norm and inner
product by Euclidean ones, we get the same associated matrix. In the follow-
ing we will therefore let j � j and h�; �i denote Euclidean norm and inner product.
There exists an isometry 
 : Dn ! Dn such that g = 
f has g(!0) = 0. Let
v = (v0; : : : ; vn) = (g(!0); : : : ; g(!n)). Since geodesic rays starting at 0 agree with
Euclidean lines there exists l1; : : : ; ln > 0 such that vi = g(!i) = liT!0g(!i � !0) for
i = 1; : : : ; n. We put

ui =
vi
jvij =

T!0g(!i � !0)

jT!0g(!i � !0)j
Since 
 is an isometry f possesses a circumscribed sphere if and only if g does, and
since�

T!0f(!i � !0)

jT!0f(!i � !0)j ;
T!0f(!j � !0)

jT!0f(!j � !0)j
�
=

�
T!0g(!i � !0)

jT!0g(!i � !0)j ;
T!0g(!j � !0)

jT!0g(!j � !0)j
�
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for i; j = 1; : : : ; n (by conformal equivalence of the inner products), the result follows
from the above discussion.

Corollary 3.2.4. Let f(j;m) : e�(j;m) ! Hn, m 2 N , j 2 Jm denote a family
of parametrized hyperbolic simplices as in proposition 3.2.3. Let A(j;m) denote the
matrix associated to f(j;m). Suppose that

1. fkA�1
(j;m)k j m 2 N ; j 2 Jmg is bounded

2. For all � > 0 there exists N 2 N such that the diameter of f(j;m) is less than �
for m > N and j 2 Jm.

Then there exists M 2 N such that f(j;m) possesses a circumscribed sphere for m >
M .

3.3. Circumscribed spheres for edgewise subdivision.

Theorem 3.3.1. Let a0; : : : ; an 2 Hn in general position. There exists M 2 N such
that if a denote the geodesic simplex determined by these points, then for m � M
every simplex in (SdHn)mfa possesses a circumscribed sphere.

Proof. By naturality (SdHn)mfa = S(fa)(Sd�n)m(�n). There is a �nite set Jm and
a�ne simplices g(j;m) : �n ! �n such that (Sd�n)m(�n) =

P
j2Jm g(j;m). Lete�(j;m) = g(j;m)(�

n), and let f(j;m) = faje�(j;m)
. In order to apply the above corollary

it su�ces to show that

1. B = fkA�1
(j;m)k jm 2 N ; j 2 Jmg is bounded

2. For all � > 0 there exists N 2 N such that the diameter of f(j;m) is less than �
for m > N , j 2 Jm.

We start by (1). Lemma 2.4.2 tells that up to a translation (by a point i �n ) and
a dilation ( by a power of 2 ) there are at most n! a�ne simplices g(j;m). In order
to see that B is bounded we can without loss of generality assume that all simplices
g(j;m) are similar up to translation and dilation. More precisely we can assume
that there exists g : �n ! �n such that for all (j;m) there exists x 2 �n such that
g(j;m)(z) = x+2�mg(z) for all z 2 �n. For y 2 �n we put vi(y) = Tyfa(g(ei)�g(e0)).
Let Ay denote the matrix

hD
vi(y)
jvi(y)j ;

vj(y)

jvj(y)j

Ei
. We notice that

Txf(j;m)(g(j;m)(ei)� g(j;m)(e0)) = 2�mvi(x):

Therefore Ax is the matrix associated to f(j;m). Since �n is compact and the real
function y 7! kA�1

y k is continuous, the image fkA�1
y k j y 2 �ng is bounded. There-

fore also the subset fkA�1
(j;m)k jm 2 N ; j 2 Jmg is bounded. Thus (1) is proved.

Since �n is compact and fa is continous, (2) follows from the fact that the diameter
of g(j;m) tends to 0 for m!1.

4. The Hyperbolic isometry group

4.1. The complex of generic simplices. Let C 0
� = C 0

�(Hn) denote the chain
complex where a generator or simplex in degree k is a (k+1)-tuple � = (v0; : : : ; vk)
of points in Hn. The acyclicity (with augmentation Z ) of this chain complex is
well-known. Let C� denote the subcomplex of C 0

� spanned by the set of all generic
simplices. Here a k-simplex (v0; : : : ; vk) is called generic when each of its j-faces
with j � min(n; k) spans a hyperbolic subspace of dimension j. It is easy to see
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that also C� is acyclic with augmentation Z. The main step in the proof of theorem
4.1.6 is to prove that the chain complex Z
O1(1;n)C� is (n�1)-acyclic (lemma 4.1.5).
Using the good parametrization, de�nition 3.1.2, we can de�ne edgewise subdivi-

sion Sd on C 0
� as the composition

C 0
� //

good
parametrization

S� //Sd
S� //vertices

C 0
�;

where S� = S�(Hn). We shall see that Sd preserves the complex C� and induces the
identity on the homology of Z
O1(1;n) C� (lemma 4.1.2).
Let a0; : : : ; am 2 Hn. The parametrization fa : �

m ! Hn can be viewed as the
following composition

fa : �
m h! �m a! q�1(R�)+ ! Hn = q�1(�1)+:

Here q(x) = F (x; x) for x 2 Rn+1 where F is the inner product de�ned in x3.1. Also
h and �m are de�ned there. Next q�1(R�)+ denotes the connected component of
q�1(R�) containing (1; 0; : : : ; 0) and the map a is given by a(t0; : : : ; tm) =

Pm
i=0 tiai.

The last map is given by y 7! y=
p�q(y). Since q�1(R�)+ � Rn+1 is an open

subset, there exists � > 0 such that the map ea� : I��m ! Rn+1 given by ea�(s; x) =
a(x) + �s(0; : : : ; 0; 1) maps into q�1(R�)+. We can now de�ne g�a : I ��m ! Hn as
the composition

I ��m //I�h
I ��m //ea�

q�1(R�)+ // Hn:

where the last map is y 7! y=
p�q(y) as above. With this de�nition g�a(0; x) = fa(x),

and for a given a, g�a is de�ned for some � > 0.

Lemma 4.1.1. Let a0; : : : ; am 2 Hn�1 � Hn. If a = (a0; : : : ; am) 2 Cm and if � is
such that g�a is de�ned then

1. For any isometry 
 : Hn ! Hn, keeping Hn�1 invariant, g�
a = 
g�a.
2. For any convex subset K of I ��m � Rm+1 , the image g�a(K) is a geodesically

convex subspace of Hn+1 of the same geodesical dimension as K.

Proof. (1) Since (0; : : : ; 0; 1) is �xed by 
, this is exactly the same calculation as in
lemma 3.1.1.
(2) As in lemma 3.1.1 it is clear that g�a sends lines to geodesic curves. Since no

line is sent to a point, it must preserve the dimension.

Observe that gdia = ga(I � @i) : I ��m�1 !Hn for i = 0; : : : ; m.

Lemma 4.1.2. Sd x� x is a boundary for any cycle x 2 Z
O1(1;n) Cm, m � n� 1.

Proof. The idea behind this somewhat technical proof is to observe that the subdivi-
sions of the prism I��m introduced by eH from de�nition 2.3.1 and EZ agree at one
end, and at the other end Sd x respectively x are represented. Since x is represented
by a �nite formal sum of generators a = (a0; : : : ; am) 2 Cm, there exists � > 0 such
that ga = g�a is de�ned and parametrizes the prism for each such a appearing in x.
Let EZ : S(I) 
 S(�m) ! S(I � �m) be the Eilenberg-Zilber map. For any a we
can form the chain

Ga = S(ga)(EZ(I 
�m) + eH�m):
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We �nd that

Gda =
mX
i=0

(�1)iGdia

=
mX
i=0

(�1)iS(gdia)(EZ(I 
�m�1) + eH(�m�1))

=
mX
i=0

(�1)iS(ga(I � @i))(EZ(I 
�m�1) + eH(�m�1))

= S(ga)(EZ(I 
 d�m) + eHd�m)

and

dGa =dS(ga)(EZ(I 
�m) + eH�m)

= S(ga)(EZ(d(I 
�m)) + d eH�m)

= S(ga)(EZ(1
�m � 0
�m � I 
 d�m) + d eH�m)

= S(ga)(1��m � 0��m � EZ(I 
 d�m) + d eH�m)

Hence

dGa+Gda = S(ga)(1��m � 0��m + d eH�m + eHd�m)(4.1.3)

= S(ga)(1��m � 0��m + 0� Sd�m � 1��m)

= S(ga)(0� Sd�m � 0��m)

= Sd a� a

By composing with the vertex map from S� to C 0
� we can read (4.1.3) as an equation

in C 0
m. Since EZ(I 
 �m) + eH�m is the formal sum of convex a�ne simplices in

I � �m, the previous lemma implies that each simplex occuring in Ga is generic,
so that Ga 2 Cm+1. Since x 2 Z 
O1(1;n) Cm we can represent x by generators
a � Hn�1 � Hn such that the generators of dx cancel by using isometries �xing
Hn�1 (this requires m � n � 1). The previous lemma now implies that Gdx = 0.
The proof is complete.

In order to prove theorem 4.1.6 we consider a spectral sequence associated to the
action of O1(1; n) on C�(n). Put G = O1(1; n), and let F� be a free resolution of
Z over Z[G]. Let us consider the two spectral sequences associated to the double
complex Fj 
Z[G]Ci. Using that C� is acyclic the E2-term of one of these is

\E2
p;q =

(
0 q 6= 0

Hp(G) q = 0

The E1-term of the other spectral sequence is given by the chain complexes

`E1
�;q = Hq(G;C�):

Observe that since C0 = Z [G=O(n)] we get Hq(G;C0) �= Hq(O(n)) by Shapiro's
lemma.

Lemma 4.1.4. The complex `E1
�;q is (n� q � 1)-acyclic with augmentation `E1

0;q =
Hq(O(n)).
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The proof of this lemma begins by the special case when q = 0:

Lemma 4.1.5. `E1
�;0 = Z
Z[G]C� is (n� 1)-acyclic with augmentation Z.

Proof. Any cycle of Z
Z[G] C� is made up of a �nite number of generic simplices.
For j � n � 1 lemma 4.1.2 and theorem 3.3.1 shows that we can assume without
loss of generality that each such j-simplex has a unique circumscribed (j�1)-sphere
with a positive radius r and circumcenter p in the hyperbolic j-subspace spanned
by its vertices in Hn. By moving p in the direction perpendicular to this j-subspace
the radius is increased continously. Since G is transitive on Hn, we may move the j-
simplices appearing in our j-cycle c until all of them are circumscribed by a common
j-sphere of radius strictly larger than the �nite number of radii associated to the
j-simplices appearing in c. If we let p denote the center of this circumscribed sphere,
then we form the (j + 1)-chain p � c. Since p is not on the hyperbolic j-subspace
spanned by the vertices of any of the j-simplices appearing in c, p � c is a generic
(j + 1)-chain. We can now compute the boundary @(p � c) = c � p � @c. Since c is
a j-cycle, the (j � 1)-simplices appearing in @c must cancel in pairs by using the
action of G and since p has the same distance to all vertices the same must be true
for p � @c. In other words, c is the boundary of p � c.
Proof of lemma 4.1.4. Let q � n. Then the isotropy group for a generic q-simplex
in Hn is O(n� q), and hence there is a canonical isomorphism of Z[G]-modules

Cq
�=
M
a

Z[G=O(n� q)]a

where a runs through a set of representatives for the orbits in the set of all these
simplices. It then follows from Shapiro's lemma that

Hi(G;Cq) �=
M
a

Hi(G;Z[G=O(n� q)]) �= H0(G;Cq)
Hi(O(n� q)):

By using the stability theorem of Sah [11, theorem 3.8], mentioned in the introduc-
tion, we �nd that for q < n the complex `E1

�;q has constant coe�cients Hq(O(n)) in
dimensions less than n� q. We can therefore apply lemma 4.1.5 to �nish the proof
of lemma 4.1.4

We are now ready to prove our main result:

Theorem 4.1.6. The inclusion O(n) � O1(1; n) induces an isomorphismHk(O(n))!
Hk(O

1(1; n)) for k � n� 1.

Proof. From lemma 4.1.4 follows that the map

Hq(O(n))! Hq(O
1(1; n))

is an isomorphism for q � n� 2 and that it is onto for q = n� 1. To complete the
proof we can apply the stability theorem of Sah in the commutative diagram

Hn�1(O(n)) //

��
�=

Hn�1(O1(1; n))

��
�=

Hn�1(O(n+ 1)) //
�=

Hn�1(O1(1; n+ 1)):



22 MARCEL B�OKSTEDT, MORTEN BRUN, AND JOHAN DUPONT

Remark. In low dimensions (k = 1; 2) theorem 4.1.6 is contained in [4, theorem
4.4], where it was furthermore shown that the map H3(O(3)) ! H3(O

1(1; 3)) is
surjective. Combining this with the injectivity of H3(O(3)) ! H3(O(4)) (see [4,
theorem 4.4 (a)]) and the above theorem 4.1.6 (for n = 4, k = 3) we conclude from
the diagram

H3(O(3)) //

��

H3(O
1(1; 3))

��
H3(O(4)) //

�=
H3(O

1(1; 4))

that the following holds:

Corollary 4.1.7. The inclusion O(3) � O1(1; 3) induces an isomorphismHk(O(3))!
Hk(O

1(1; 3)) for k � 3.

Remark. This is in contrast with the case n = 2 where the map H2(O(2)) !
H2(O

1(1; 2)) is not injective. In fact the kernel turns out to be the image of the
spherical Dehn-invariant in �2

Z
(R=Z) = H2(O(2)). (cf. [4, theorem 5.10] or section

5.2 below).

5. Applications

5.1. More homology isomorphisms. For the \stable" groups O(1) = limnO(n),
O1(1;1) = limnO

1(1; n) and the subgroups SO(1) � O(1) and SO1(1;1) �
O1(1;1) of elements with determinants +1, we now obtain from theorem 4.1.6:

Corollary 5.1.1. The inclusions O(1) � O(1;1) and SO(1) � SO1(1;1) in-
duce isomorphisms

H�(O(1)) �= H�(O(1;1)); H�(SO(1)) �= H�(SO
1(1;1))

Proof. The �rst isomorphism is obvious from the theorem. The second follows from
this and the comparison theorem for the spectral sequence associated to the exten-
sions

1 // SO(1) //

��

O(1)

��

//det f�1g

��
=

// 1

1 // SO1(1;1) // O1(1;1) //det f�1g // 1:

For this we need that the action by the quotient group is trivial on both H�(SO(1))
and H�(SO

1(1;1)). In fact in the �rst case the action on the image of H�(SO(n)) is
induced by inner conjugation by the re
ection multiplying by (�1) on the (n+ 1)st
coordinate. The other case is similar.

In the unstable case the action by the quotient group f1; �g = O1(1; n)= SO1(1; n)
on H�(SO1(1; n)) may very well be non-trivial, and we let H�(SO1(1; n))+ denote
the invariant part. For n odd O(n) = SO(n)� f�Ing, and since the action by � on
SO(1; n) is induced by the matrix �

1 0
0 �In

�
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it follows that the inclusion i : SO(n) � SO1(1; n) mapsH�(SO(n)) intoH�(SO1(1; n))+.
We now have:

Corollary 5.1.2. For n odd and k � n� 1 or k = n = 3 the inclusion i : SO(n) �
SO1(1; n) gives a split exact sequence

0 // Hk(SO(n))
//i�

Hk(SO
1(1; n))+oo // Ak

// 0

where Ak has exponent 2.

Proof. The diagram of inclusion maps

SO(n) //i

��
j0

SO1(1; n)

��
j

O(n) //i0
O1(1; n)

gives rise to the following commutative diagram

Hk(SO(n)) //i�

��
j0�

Hk(SO
1(1; n))+

��
j�

Hk(O(n))

OO

Tr

//
i0�
�= Hk(O

1(1; n))

OO

Tr

where Tr denotes the transfer map (cf. Eckmann [6]) and i0� is an isomorphism by
theorem 4.1.6. Since O(n) = SO(n) � f�Ing it follows that j 0� on the left maps
Hk(SO(n)) injectively onto a direct summand in Hk(O(n)) and hence, by the di-
agram, i� in the top row maps Hk(SO(n)) injectively onto a direct summand of
Hk(SO

1(1; n))+. It remains to show that the cokernel of i� has exponent 2. This
however follows from the identity Tr �j�(x) = x+ ��x = 2x, for x 2 Hk(SO

1(1; n))+,
since by the diagram imTr � im i�.

We next want to lift this result to the double covering groups Spin(n) � Spin1(1; n).
Notice that the isometry (x0; x1; : : : ; xn) 7! (x0;�x1; : : : ;�xn) induces an involutive
automorphism e� of Spin1(1; n) which restricts to the identity on Spin(n). (See e.g.
Lawson-Michelsohn [8, chapter 1] for the de�nitions of Spin-groups.) We shall now
prove

Corollary 5.1.3. For n odd and k � n�1 or k = n = 3 the inclusion ei : Spin(n) �
Spin1(1; n) gives a split exact sequence

0 // Hk(Spin(n))
//

ei�

Hk(Spin
1(1; n))+oo

// Bk
// 0

where the superscript + indicates the set of elements invariant under e�� and Bk is
a group of exponent 2.

Proof. Let C2 = f1; e�g and let Pin�(n) = Spin(n)�C2 whereas Pin
�(1; n) denotes the

semidirect product of Spin1(1; n) and C2 using the above action of e� . (These groups
agree with the usual Pin-groups for n � 3 mod 4, but are the \other" Pin-groups
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for n � 1 mod 4.) We then have the following exact sequences of groups

1 // f�1g //

��
=

Pin�(n)

��
ei0

// O(n)

��
i0

// 1

1 // f�1g // Pin�(1; n) // O1(1; n) // 1:

By the comparison theorem applied to the associated spectral sequences we deduce
from theorem 4.1.6 that ei0 induces isomorphisms

Hk(Pin
�(n))! Hk(Pin

�(1; n)); for k � n� 1 or k = n = 3.

We can now �nish the proof by arguments similar to the proof of corollary 5.1.2.

Let us exemplify this result for n = 3 and 5. Thus there are well-known isomorphisms
(cf. [4, page 226])

Spin1(1; 3) �= Sl(2; C ); Spin1(1; 5) �= Sl(2; H )

and the involution e� is in these terms given bye�(g) = (g�)�1; g 2 Sl(2; F); F = C ; H ;

where g� denotes the conjugate transposed of the matrix g. The �xed points of this
involution is of course SU(2) respectively Sp(2). Hence we conclude using the results
of Sah [13, lemma 1.22 and prop. 1.12], [12, prop. 4.2 and thm. 4.1 a)] and [4, thm.
4.11]:

Corollary 5.1.4. a) The natural inclusion SU(2) � Sl(2; C ) induces an isomor-
phism

Hk(SU(2)) �= Hk(Sl(2; C ))
+ ; k � 3:

b) The natural inclusion Sp(2) � Sl(2; H ) gives a direct decomposition

Hk(Sl(2; H ))
+ �= Hk(Sp(2))�Bk k � 4

where Bk = 0 for k � 3 and is a group of exponent 2 for k = 4.

Remark. In the complex case the involution e� is conjugate (using the matrix�
0 1
�1 0

�
) to the involution g 7! g given by complex conjugation. It follows that

these induce the same involution on homology and hence Hk(Sl(2; C ))
+ is also the

invariant part by complex conjugation, as stated in corollary 1.0.1.

5.2. Scissors congruence. Finally we brie
y indicate the implications for the Scis-
sors Congruence Problem for polyhedra in spherical 3-space. We refer to [4, section
5] for a more detailed account. Following the notation there we let P(S3) denote
the scissors congruence group for the 3-sphere and we recall the exact sequence

0! H3(SU(2))
�! P(S3)=Z

D! R 
 (R=Z) ! H2(SU(2))! 0:(5.2.1)

Here Z � P(S3) is generated by [S3] and D is the Dehn-invariant whereas � is
de�ned using the natural action of SU(2) on S3. By corollary 5.1.4 and by [4, thm.
5.10] and [12, thm. 4.1] we therefore conclude

Corollary 5.2.2. There is an exact sequence

0! K ind
3 (C )+

�! P(S3)=Z
D! R 
 (R=Z) ! K2(C )

+ ! 0
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In this sequenceK ind
3 (C ) is a direct summand inK3(C ), in fact,K3(C ) = K ind

3 (C )�
KM

3 (C ) where KM
3 (C ) denotes the decomposable part (Milnor's K-theory). As usual

the superscript + indicates the �xed points for complex conjugation. From this se-
quence we now easily prove the following result mentioned in the introduction:

Corollary 5.2.3. The scissors congruence group P(S3) is a rational vector space.

Proof. It is well-known that K2(C ) is a Q -vector space and also by results of Suslin
(cf. Sah [12]), K3(C ) is the direct sum of a Q -vector space and a copy of Q=Z.
By the exact sequence in corollary 5.2.2 the same statement is true for P(S3)=Z.
Furthermore it is easy to check that the element in K3(C ) corresponding to p=q 2
Q=Z via the map � is represented in P(S3) by the double suspension of an arc in S1

of length (p=q)�2�. Using the volume function VolS3 : P(S3)! R it now follows that
these rational \lunes" generate a copy of Q inside P(S3) which ends the proof.

In the case of the scissors congruence group P(H3) for the hyperbolic 3-space there
is the following exact sequence analogous to corollary 5.2.2 (cf. [4, section 5] and
[12, thm. 4.1]:

0! K ind
3 (C )� �! P(H3)

D! R 
 (R=Z) ! K2(C )
� ! 0(5.2.4)

where again D denotes the hyperbolic Dehn-invariant and the superscript indicates
the negative eigenspace for complex conjugation. In either geometry (hyperbolic or
spherical) the Extended Hilbert's 3rd Problem is to determine when 2 polyhedra
are scissors congruent, and thus the two exact sequences 5.2.2 and (5.2.4) reduce
this problem to a matter of detecting elements in K ind

3 (C ). That is, suppose P1, P2

are two such polyhedra; then of course the �rst condition for scissors congruence is
D(P1) = D(P2) and granted this we obtain a unique \di�erence element"

d(P1; P2) 2 K ind
3 (C )�

such that

�(d(P1; P2)) = [P1]� [P2] in P(S3)=Z resp. P(H3).

To determine elements in K3(C ) there is the 2nd Cheeger-Chern-Simons invariantbC with values in C =Z (cf. [3]). In terms of the above exact sequences this is given
by

bC(z) = 1

4�2
(VolS3 ��(z+) + iVolH3 ��(z�))

where z = z++z� in K ind
3 (C ) is the decomposition with respect to complex conjuga-

tion. Furthermore if � 2 Gal(C =Q ) is a �eld automorphism we get another invariant
by bC�(z) = bC(��(z)) z 2 K ind

3 (C ):

Conjecturally all these invariants su�ce to determine elements of K ind
3 (C ). The

analogous situation is completely clari�ed if C is replaced by Q the �eld of algebraic
numbers. Notice that the natural map K3(Q ) ! K3(C ) is injective (by Hilbert's
Nullstellensatz) so in particular K3(Q )=(Q=Z) is torsion free. It now follows from
Borel's theorem [2] that elements in K ind

3 (Q )=(Q=Z) are determined by the Borel
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regulators, i.e. by the real valued invariants r� on K ind
3 (Q ) de�ned for each � 2

Gal(Q =Q ) by

r�(z) = im( bC(��(z)) = (1=4�2) VolH3 ��(��(z)�); z 2 K ind
3 (Q ):

Hence we conclude:

Corollary 5.2.5. Let P1 and P2 be two spherical or two hyperbolic polyhedra with
all vertices de�ned over Q . Then P1 and P2 are scissors congruent i�

(i) D(P1) = D(P2)
(ii) Vol(P1) = Vol(P2)
(iii) r�(d(P1; P2)) = 0 8� 2 Gal(Q =Q), � 6= id.

Remark. We have excluded � = id in (iii) since it is listed separately in (ii).
It is however curious to note that in the spherical case r� are all de�ned using the
hyperbolic volume function. The spherical volume function is only used to distinguish
rational multiples of [S3].
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TOPOLOGICAL HOCHSCHILD HOMOLOGY OF THE INTEGERS

MODULO THE SQUARE OF AN ODD PRIME

M. BRUN

Abstract. This paper gives a computation of topological Hochschild homology
for the integers modulo the square of an odd prime. The most important idea in
the computation is to consider Z=p2 as a �ltered ring, and to construct a spectral
sequence for topological Hochschild homology of a �ltered ring. The product of
topological Hochschild homology is used extensively, and a direct description of
this product is given.

1. Introduction

Topological Hochschild homology (THH) was introduced by M. B�okstedt in [1].
B.I. Dundas and R. McCarty have proven that THH and stable K-theory in the
sense of F. Waldhausen are isomorphic. In this paper we shall give a calculation of
THH(Z=p2).
The main result of this paper is the following.

Theorem (7.1.1). Let p be an odd prime. For i � 0 there is an isomorphism

�iTHH(Z=p
2) �=

M
k�0

�i�2k THH(Z;Z=p
2):

B�okstedt has computed THH(Z), and from his result follows that �0 THH(Z;Z=p
2) �=

Z=p2, and that for k � 1

�2k THH(Z;Z=p
2) �= �2k�1THH(Z;Z=p

2) �= Z=(k; p2)

where (k; p2) denotes the greatest common divisor of p2 and k.
This result can be regarded as a step towards a computation of algebraic K-theory

for Z=p2. B�okstedt, Hsiang and Madsen de�ned topological cyclic homology (TC)
in [3] as a re�nement of THH by use of the action of the circle group on THH, and
on its deloopings. For a ring R, TC(R) is a (�1)-connected spectrum. Hesselholt
and Madsen have proven the following theorem.

Theorem ([6]). Suppose that R is a �nite algebra over the Witt vectors of a perfect
�eld of characteristic p > 0. Then there is a weak equivalence of p-adic completions

K(R)^p ' TC(R)^p [0;1);

where TC(R)^p [0;1) denotes the connective cover of the p-adic completion of TC(R).

This theorem in particular applies in the situation where R = Z=p2.
One idea in the proof of theorem 7.1.1 is to consider Z=p2 as a �ltered ring

0 � pZ=p2 � Z=p2 and to construct a �ltration of THH(Z=p2) induced from this
�ltration.

1



2 M. BRUN

Another ingredient is the multiplicative structure of THH of a commutative ring.
In fact we shall construct a model for THH with the property that THH of a com-
mutative ring is a simplicial ring. With this model of THH at hand we can construct
the following spectral sequences of graded rings:

Theorem (6.2.5). Let R be a commutative ring with no elements of �nite order
and let A be an algebra over R. There is a spectral sequence of graded algebras over
R with E2-terms

E2
s;t = �sHH(R; �tTHH(Z; A))

converging towards �s+t THH(R;A).

Theorem (6.2.7). Let R be a commutative ring and let S be a commutative algebra
over R. There is a spectral sequence of graded rings with E2-terms

E2
s;t = �sTHH(S;Tor

R
t (S; S))

converging towards �s+t THH(R; S).

Additively theorem 6.2.7 was proven by Pirashvili and Waldhausen in [9]. The
multiplicative structure of these spectral sequences may be usefull for other com-
putations. In fact the multiplicative structure of the spectral sequence in theorem
6.2.7 goes into the computation of THH for the ring of integers in a �nite extension
of the �eld of rational numbers by Lindenstrauss and Madsen [7].

Theorem ([7]). Let K be a �nite extension of the �eld of rational numbers, and A
its ring of integers. The only non-zero homotopy groups of THH(A) are

�0 THH(A) = A; �2n�1THH(A) = A=nDA;

where DA = DA=Z denotes the di�erent ideal of K over Q .

One way to describe DA is by the isomorphism

A=DA
�= �1 THH(A) �= HH1(A);

where HH1(A) denotes the �rst Hochschild homology group of A.

Acknowledgements . This paper is deeply in
uenced by ideas of other people.
First of all it was L. Hesselholt who suggested to consider Z=p2 as a �ltered ring.
The structure of THH as an abelian group was discovered by B. I. Dundas and R.
McCarthy in [5] and this presentation is very much inspired by that paper. Not
least M. B�okstedt has in
uenced my work with many helpful ideas. Also I. Madsen,
C. Schlichtkrull, T. Pirashvili and S. Schwede have helped me with this work.

2. Preliminaries

2.1. Simplicial objects. Let � be the category of standard ordered �nite sets
[n] = f0 < 1 < � � � < ng and monotone maps. A simplicial object in a category C is
a functor from �o to C. The category of simplicial objects in C will be denoted sC.
We will denote the category of pointed simplicial sets by s.Set�. �(n) denotes the
pointed simplicial set fq 7! �([q]; [n])g.
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2.2. Simplicial categories. A simplicial category is an object of the functor cate-
gory from �o to some category of categories. A simplicial functor is a natural trans-
formation between two simplicial categories. If a pointed simplicial category C has a
representation of the functor s.Set�(X; C(c;�)), say C(X
c;�) �= s.Set�(X; C(c;�))
where c 2 C and X 2 s.Set�, we will say that C has products with pointed simplicial
sets.
Suppose that the pointed simplicial categories C andD have products with pointed

simplicial sets. Then any pointed simplicial functor F : C ! D has associated to it
a natural transformation �X;c : X 
 F (c)! F (X 
 c) induced by the identity via

id 2 C(X 
 c;X 
 c)
�=
���! s.Set�(X; C(c;X 
 c))??y

�X;c 2 D(X 
 F (c); F (X 
 c))
�=
 ��� s.Set�(X;D(F (c); F (X 
 c)):

In this paper we shall only consider the case where C = s.Set� and D is either s.Ab
or s.Set�.

2.3. Simplicial sets. The category of pointed simplicial sets is the category s.Set�
with s.Set�([n]) = s.Set� and s.Set�(X; Y )([n]) = s.Set�(X ^ �(n)+; Y ). Clearly
s.Set� has products with simplicial sets. Let F (X; Y ) = s.Set�(X; Sin jY j), where
Sin jY j denotes the singular complex on the geometric realization of Y . There are
adjunction maps

F (X;F (Y; Z))
!
 F (X ^ Y; Z):

These maps are not isomorphisms but they are homotopy inverse to each other.
We shall say that a pointed simplicial set X is n-connected if �q(X) = 0 for

q � n, and if n � 0 that a map f : X ! Y is n-connected if the homotopy �bre
is (n � 1)-connected and �0(X) ! �0(Y ) is surjective. As models for spheres we
choose S1 = �(1)=@�(1) and

SU = s.Set�(U+; S
1)=f� j � 2 �(U)g

for a �nite set U . We shall say that a map X ! Y of pointed simplicial sets is a
weak equivalence if it induces isomorphism on all homotopy groups. We shall say
that two pointed simplicial sets X and Y are weakly equivalent, X ' Y , if there is
a sequence of weak equivalences connecting X and Y . (See [5] for further details.)

2.4. Simplicial abelian groups. Let s.Ab denote the category of simplicial objects
in the category of abelian groups. For a pointed simplicial set X let Z(X) denote the
simplicial abelian group with n-simplices Z[Xn]=Z[�]. The simplicial category s.Ab
is given by s.Ab([n]) = s.Ab and s.Ab(G;H)([n]) = s.Ab(G 
 Z(�(n)); H). Note
that there is a forgetful functor from s.Ab to s.Set�, and that s.Ab has products with
pointed simplicial sets given by X 
G = Z(X)
G.

2.5. Homotopy colimits. For a small category C and a functor Z from C to s.Set�
the homotopy colimit of Z, hocolim

�!
C

Z, is the diagonal of the bisimplicial set associ-

ated to the simplicial simplicial set with r-simplices_
(c0 ��� cr)

Z(cr):
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Here (c0  � � �  cr) denotes r arrows in C. For 0 � i < r the face maps are induced
by composition of maps,

di(c0  � � �  cr; z) = (c0  � � �  ci�1  ci+1  � � �  cr; z)

and dr forgets the last map

dr(c0  � � �  cr; z) = c0  � � �  cr�1; (cr ! cr�1)�z):

The degeneracy maps simply put in the identity map on an appropriate place,

si(c0  � � �  cr; z) = (c0  � � �  ci  ci  ci+1  � � �  cr; z):

Let cat denote some category of small categories. A monoid in cat is a small category
C together with an associative product C � C ! C with a unit +. A �ltered monoid
in cat is a monoid in cat together with subcategories

C = F0C � F1C � � � � � FiC � : : :

satisfying that �(FiC; FjC) � Fi+jC. The following lemma is a reformulation of
theorem 1.5 of [1].

Lemma 2.5.1. Let Z : C ! s.Set� be a functor de�ned on a �ltered monoid in cat.
If the unit for the multiplication in C is an initial object, and if � : N ! N is a
function such that every morphism c1 ! c2 in FiC induces a �(i)-connected map
Z(c1)! Z(c2), then the map

Z(c)! hocolim
�!
C

Z

induced by inclusion in the 0-skeleton is (�(i)� 1)-connected for every c 2 FiC.

Proof. For c 2 FiC there is a natural map

id = �(+; id)! �(c; id)

of functors from C to C. Restricting to FiC we obtain a map of functors from FiC to
FiC. By standard arguments (see [11], section 1) these maps can be used to prove
that the inclusion FiC � C induces a homotopy equivalence

hocolim
�!
FiC

Z ! hocolim
�!
C

Z:

Therefore it su�ces to see that the map

Z(c) � hocolim
�!

fcg�fcg

Z � pr1 ! hocolim
�!

FiC�fcg

Z � pr1

is (�(i)� 1)-connected. Here pr1 : C � C ! C denotes projection on the �rst factor.
Since C has an initial object, we have that

hocolim
�!
FiC

� ' hocolim
�!
C

� ' �:
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Therefore the vertical maps in the commutative diagram

hocolim
�!

fcg�fcg

Z � pr1 ���! hocolim
�!

FiC�fcg

Z � pr1??y ??y
hocolim
�!

fcg�FiC

Z � pr1 ���! hocolim
�!

FiC�FiC

Z � pr1

are homotopy equivalences. Since pr1 = �(id;+), there is a natural map pr1 ! �,
and similarly there is a natural map pr2 ! �. By the glueing lemma a wedge
of �(i)-connected maps is �(i)-connedted, and therefore the vertical maps in the
commutative diagram

hocolim
�!

fcg�FiC

Z � pr1 ���! hocolim
�!

FiC�FiC

Z � pr1??y ??y
hocolim
�!

fcg�FiC

Z � � ���! hocolim
�!

FiC�FiC

Z � �

x?? x??
hocolim
�!

fcg�FiC

Z � pr2 ���! hocolim
�!

FiC�FiC

Z � pr2

are degreewise �(i)-connedted, and hence they are �(i)-connedted. Since the lower
horizontal map in this diagram is a homotopy equivalence, the lemma follows.

Example 2.5.2. (1) The category J of �nite subsets of f1; 2; 3; : : :g with mor-
phisms injective maps satis�es the conditions of lemma 2.5.1: Let FiJ denote the
full subcategory of sets with cardinality � i, and let � : J �J ! J be the functor
with �(m;n) = m [ (max(m) + n), with the convention that the maximum of the
empty set is 0.
(2) Let J (k) � J k denote the full subcategory of tuples of mutually disjoint

subsets of f1; 2; 3; : : :g. J (k) satis�es the conditions of lemma 2.5.1: Let FiJ (k) =
J (k) \ (FiJ )

k, and let � : J (k)� J (k)! J (k) be the functor with

�((m1; : : : ; mk); (n1; : : : ; nk)) = (m1 [ (M +n1); m2 [ (M +n2); : : : ; mk [ (M +nk));

where M = max(m1 [ � � � [mk).

For a functor G : C ! s.Ab there is a similar homotopy colimit, hocolim
�!
C

G, taking

values in abelian groups, de�ned as the diagonal of the simplicial simplicial set with
r-simplices M

(c0 ��� cr)

G(cr):

If G denotes the composition of G with the forgetful functor from s.Ab to s.Set�,
there is a map hocolim

�!
C

G ! hocolim
�!
C

G. The proof of lemma 2.5.1 can easily be

modi�ed to prove the following lemma:
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Lemma 2.5.3. Let G : C ! s.Ab be a functor de�ned on a �ltered monoid in cat.
If the unit for the multiplication in C is an initial object, and if � : N ! N is a
function such that every morphism c1 ! c2 in FiC induces a �(i)-connected map
G(c1)! G(c2), then the map

G(c)! hocolim
�!
C

G

induced by inclusion in the 0-skeleton is (�(i)� 1)-connected for every c 2 FiC.

3. Functor with stabilization

3.1. De�nitions.

De�nition 3.1.1. A k-functor with stabilization is a pointed simplicial functorM :
(s.Set�)

k ! s.Set� such that if Xi is ni-connected and n = n1 + � � �+ nk, then

1. M(X1; : : : ; Xk) is n-connected.
2. The map Y ^M(X1; : : : ; Xk)!M(X1; : : : ; Xi�1; Y ^Xi; Xi+1; : : : ; Xk) induced

from the simplicial structure is (n+ni�c) connected for some constant number
c not depending on Y;X1; : : : ; Xk or i.

A map of k-functors with stabilization is simply a natural transformation of functors.
We shall say functor with stabilization instead of 1-functor with stabilization. We
shall let FS denote the category of functors with stabilization and FSk the category
of k-functors with stabilization.

A spectrum is a sequence Xm with maps S1 ^Xm fm

! Xm+1, and an 
-spectrum
is a spectrum where the adjoints of the structure maps yield homotopy equivalences
Xm ' 
Xm+1. A map of spectra is a stable equivalence if it induces an isomorphism
on all homotopy groups. A functor with stabilization M gives rise to a spectrum
M(Sn) with structure maps S1 ^ M(Sn) ! M(S1 ^ Sn) = M(Sn+1) (here Sn =
S1^� � �^S1). The homotopy groups ofM are the homotopy groups of this spectrum.
We shall say that M is n-connected if �i(M) = 0 for i � n. A map of functors with
stabilization is a stable equivalence if it induces a stable equivalence on spectra.
For f : M1 ! M2 a map in FS, let C(f) be the functor with C(f)(X) the

mapping cone of the map fX :M1(X)!M2(X). It follows from the glueing lemma
that C(f) is a functor with stabilization. There is an obvious map if :M2 ! C(f).

De�nition 3.1.2. A sequence M1
f
! M2

g
! M3 of maps in FS is a co�bration

sequence if there is a stable equivalence C(f)!M3 making the diagram

M2

if
���! C(f)


 ??y

M2
g

���! M3

commutative.

A co�bration sequence of functors with stabilization induces a long exact sequence
on homotopy groups as is seen by the Blakers Massey theorem.
For a functor G to s.Ab we shall write G for the composition ofG with the forgetful

functor s.Ab! s.Set�.
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De�nition 3.1.3. A k-functor with stabilization in s.Ab is a functor

M : (s.Set�)
k ! s.Ab

with M a k-functor with stabilization. A map of k-functors with stabilization in
s.Ab is simply a natural transformation. We shall denote the category of k-functors
with stabilization in s.Ab by FSAk, and we shall let FSA = FSA1, the category
of functors with stabilization in s.Ab. A map in FSA is a stable equivalence if the
induced map in FS is a stable equivalence, and a sequence of maps in FSA is a
co�bration sequence if the induced sequence in FS is a co�bration sequence.

Example 3.1.4. Let us make some basic observations:

� A simplicial set Z de�nes a k-functor with stabilization �1Z with

�1Z(X1; : : : ; Xk) = Z ^X1 ^ � � � ^Xk:

� If X1 ! X2 ! X3 is a co�bration sequence of simplicial sets, then the sequence
�1X1 ! �1X2 ! �1X3 is a co�bration sequence in FS.
� If M is a functor with stabilization and Z is a simplicial set, then the map
�1Z �M !M ��1Z induced by the stabilization Z ^M(X)!M(Z ^X) is
a stable equivalence in FS. (This is not true if we restrict condition 2 in 3.1.1
to the case where Y is a sphere as is common.)
� If M 2 FSA and Z is a simplicial set, then the simplicial structure of M
induces a stable equivalence Z(Z)
M !M � �1Z in FSA.
� If M is a functor with stabilization, and X1 ! X2 ! X3 is a co�bration
sequence of simplicial sets, then the sequence M � �1X1 ! M � �1X2 !
M � �1X3 is a co�bration sequence in FS.
� If M1 ! M2 ! M3 is a sequence of maps in FSA such that for each X the
sequence M1(X) ! M2(X) ! M3(X) is a short exact sequence of abelian
groups, then it is a co�bration sequence in FSA. This is a consequence of the
Blakers Massey theorem.

Example 3.1.5. A simplicial abelian group M gives rise to a functor with stabi-
lization in s.Ab, let us denote it by M too, with

M(X)n =Mn[Xn]=Mn[�] =
M
x2Xn

Mn � x=Mn � �:

To see that M is a functor with stabilization, suppose that X is n-connected. Since
the homotopy groups ofM(X) are the homology groups of X with trivial coe�cients
in M , it follows from the Hurewicz theorem that M(X) is n-connected. For any
pointed set U the map

U ^M(X) �=
_

u2U�f�g

M(X)!
M

u2U�f�g

M(X) �=M(U ^X)

is a 2n� 1 equivalence by the Blakers Massey theorem. Therefore for any simplicial
set Y the map Y ^M(X)!M(Y ^X) is a 2n� 1 equivalence. It follows that M
is a functor with stabilization.
Note that for simplicial abelian groups M and N there is an isomorphism

(M 
N)(X ^ Y ) �=M(X)
N(Y );

natural in all factors. In particular there is an isomorphism M(X) �= Z(X)
M .
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Lemma 3.1.6. (1) If M is a functor with stabilization satisfying that M(X) is
(n + k)-connected for X n-connected, then the functor X 7! F (Sk;M(X)) is a
functor with stabilization.
(2) If M1 ! M2 ! M3 is a co�bration sequence in FS, and Mi(X) is (n +m)-

connected for X n -connected, then the sequence

F (Sm;M1(�))! F (Sm;M2(�))! F (Sm;M3(�))

is a co�bration sequence.

Proof. (1) It is enough to show that if Z is (n+ k)-connected, then the map

X ^ F (Sk; Z)! F (Sk; X ^ Z)

is (2n� c)-connected. This map can be written as the composition

X ^ F (Sk; Z)! X ^ F (Sk; Sk ^ F (Sk; Z))

! F (Sk; X ^ Sk ^ F (Sk; Z))

! F (Sk; X ^ Z):

The �rst of these maps is (2n�1)-connected by Freudental. The last map is (2n�2)-
connected since the composition

F (Sk; Z)! F (Sk; Sk ^ F (Sk; Z))! F (Sk; Z)

is the identity. From the commutative diagram

X ^ F (Sk; Z)
=
���! X ^ F (Sk; Z)??y ??y

X ^ F (Sk; Sk ^ F (Sk; Z)) ���! F (Sk; X ^ Sk ^ F (Sk; Z))

with (2n � 1)-connected vertical maps it follows that the lower horizontal map is
2n� 2-connected. Hence the composition above is (2n� 2)-connected.
(2) follows from the �ve lemma applied to the map of exact sequences induced by

the map C(F (Sm; f))! F (Sm; Cf).

3.2. Diagonalization. Let J denote the category of �nite subsets of f1; 2; : : : g
with morphisms injective maps. A simplicial functor M : s.Set� ! s.Set� induces a
functor V (M) : J ! s.Set� with V (M)(n) = F (Sn;M(Sn)). (Here Sn is a quotient
of s.Set�(n+;�(1)).) A morphism � : n ! m induces a map �� = V (M)(�) :
V (M)(n)! V (M)(m) as follows:

F (Sn;M(Sn))
�
! F (S�(n);M(S�(n)))

! F (S�(n); F (Sm��(n); Sm��(n) ^M(S�(n))))

! F (S�(n) ^ Sm��(n);M(Sm��(n) ^ S�(n)))
�
! F (Sm;M(Sm)):

Here the �rst and the last maps are induced by identi�cations of spheres. The second
map is induced by the simplicial structure of F (Sm��(n); Sm��(n)^�), and the third
map is the adjunction map for the functors F (X;�) and � ^X together with the
simplicial structure of M . For n 2 J we shall denote the cardinality of n by jnj. If
M is a functor with stabilization, then �� is (jnj � c) - connected.
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A k-functor with stabilization M induces a functor V (M) : J k ! s.Set� in a
similar way. More precisely,

V (M)(n) = F (Sn;M(Sn));

with the convention that for n = (n1; : : : ; nk) 2 J
k, Sn = Sn1 ^ � � � ^ Snk and

M(Sn) = M(Sn1 ; : : : ; Snk). Given a morphism n ! m in J k, the map �� :
V (M)(n)! V (M)(m) is (minfjnijg � c� 1)-connected for i = 1; : : : ; k.
Given a (k + 1)-functor with stabilization M and a simplicial set X, the functor

with value M(X;X1; : : : ; Xk) on (X1; : : :Xk) is a k-functor with stabilization. Let
J (k) � J k denote the full subcategory of tuples of disjoint subsets of f1; 2; : : :g,
and for n = (n1; : : : ; nk) 2 J (k) let jnj = jn1j+ � � �+ jnkj.

De�nition 3.2.1. Given a (k+1)-functor with stabilizationM , the diagonalization
of M is the functor DM : s.Set� ! s.Set� with

DM(X) = hocolim
�!

n2J (k)

F (Sn;M(X;Sn))

with the convention that Sn = Sn1 ^ � � � ^ Snk and M(X;Sn) =M(X;Sn1 ; : : : ; Snk)
for n = (n1; : : : nk) 2 J (k).

Proposition 3.2.2. For a (k+1)-functor with stabilization M , the functor DM is
a functor with stabilization.

Proof. The functor X 7! F (Sn;M(X;Sn)) is a functor with stabilization by lemma
3.1.6. It follows from the approximation lemma 2.5.1 that DM(X) is a functor with
stabilization.

Remark 3.2.3. We have actually de�ned functors D : FSk+1 ! FS. Another
functorial property of D is the following: Given a (k + 1)-functor with stabilization
M and any map � : f1; : : : ; lg ! f1; : : : ; kg, we obtain a (l + 1)-functor with stabi-
lization ��M with ��M(X;X1; : : : ; Xl) =M(X; Y1; : : : ; Yk) where Yi =

V
j2��1(i)Xj.

� induces a functor �� : J (l) ! J (k) with ��(n1; : : : ; nl) = (m1; : : : ; mk) where
mi =

S
j2��1(i) nj. �� in turn induces a map D(��M)(X)! DM(X).

For a k-functor with stabilization in s.Ab M we can make similar constructions.
There is a functor W (M) : J k ! s.Ab with

W (M)(n) = s.Ab(Z(Sn);M(Sn));

where Sn = Sn1^� � �^Snk andM(Sn) =M(Sn1 ; : : : ; Snk) for n = (n1; : : : ; nk) 2 J
k.

De�nition 3.2.4. Given a (k + 1)-functor with stabilization in s.Ab M , the diag-
onalization of M is the functor DM : s.Set� ! s.Ab with

DM(X) = hocolim
�!

n2J (k)

s.Ab(Z(Sn);M(X;Sn)):

Since there are natural weak equivalences

DM(X) hocolim
�!
J (k)

s.Set�(S
n;M(X;Sn))! DM(X);

DM is a functor with stabilization in s.Ab.
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4. Functor with smash product

4.1. De�nitions.

De�nition 4.1.1. A functor with smash product (FSP) is a functor with stabiliza-
tion L together with natural transformations

1X : X ! L(X); �X;Y : L(X) ^ L(Y )! L(X ^ Y )

such that the following relations are satis�ed:

�X^Y;Z(�X;Y ^ idZ) = �X;Y ^Z(idX ^�Y;Z);

�X;Y (1X ^ 1Y ) = 1X^Y ;

�X;Y (1X ^ idL(Y )) = �X;Y ;

�X;Y (idL(X) ^1Y ) = �X;Y ;

where �X;Y : L(X) ^ Y ! L(X ^ Y ) and �X;Y : X ^ L(Y )! L(X ^ Y ) are induced
by the simplicial structure of L. We say that L is commutative if L(twX;Y ) ��X;Y =
�Y;X � twL(X);L(Y ). Here tw denotes twist of factors in a smash product.
A morphism L! L1 of functors with smash product is a natural transformation

commuting with 1 and �. We shall denote the category of functors with smash
product by FSP .

De�nition 4.1.2. A left module over a FSP L is a functor with stabilization M
together with natural maps

lX;Y : L(X) ^M(Y )!M(X ^ Y )

such that

lX^Y;Z(�X;Y ^ idM(Z)) = lX;Y ^Z(idL(X) ^lY;Z); �X;Y = lX;Y (1X ^ idM(Y )):

Similarly we can de�ne right L-modules.

De�nition 4.1.3. Let L1 and L2 be FSP's. A L1 � L2- bimodule is a functor M
with stabilization together with structure of left L1- and right L2-module such that

lX;Y ^Z(idL1(X) ^rY;Z) = rX^Y;Z(lX;Y ^ idL2(Z));

where l (resp. r) is the structure of left (resp. right) module over L1 (resp. L2).

In stead of L� L-bimodule we shall simply say L-bimodule or bimodule over L.

De�nition 4.1.4. An algebra over a commutative FSP L is a L-bimodule A to-
gether with natural transformations

mX;Y : A(X) ^ A(Y )! A(X ^ Y )

satisfying the relations

�X^Y;Z(�X;Y ^ idZ) = �X;Y ^Z(idX ^�Y;Z);

mX^Y;Z(lX;Y ^ idA(Z)) = lX;Y ^Z(idL(X) ^mY;Z)

= mY;X^Z(idA(Y ) ^lX;Z)(twL(X);A(Y ) ^ idA(Z))

and

mX;Y ^Z(idA(X) ^rY;Z) = rX^Y;Z(mX;Y ^ idL(Z))

= mX^Z;Y (rX;Z ^ idA(Y ))(idA(X) ^ twA(Y );L(Z));



THH OF Z=p2 11

where l (resp. r) denotes left (resp. right) module structure of A. (On elements these
relations can be written as (xa1)a2 = x(a1a2) = a1(xa2) and a1(a2x) = (a1a2)x =
(a1x)a2.)
A is unital if there is a L-bilinear map 1 : L! A such that �X;Y (1X^1Y ) = 1X^Y .

Note that a unital algebra A is a FSP with two morphisms r; l : L ! A in FSP
satisfying that �X;Y (lX ^ rY ) = A(twY;X)�Y;X(rY ^ lX) twL(X);L(Y ).

De�nition 4.1.5. A functor with tensor product (FTP) is a functor with stabiliza-
tion in s.Ab, say A, together with natural linear maps

�X;Y : A(X)
 A(Y )! A(X ^ Y ); 1X : Z(X)! A(X)

making A a unital algebra over Z by precomposition with the map A(X)^A(Y )!
A(X)
 A(Y ).
A morphism A! A1 of functors with tensor product is a natural transformation

commuting with 1 and �. We shall denote the category of functors with tensor
product FT P.

Modules and algebras over a FTP can be de�ned by substituting 
 for ^ in the
de�nitions of modules and algebras over a FSP, and demanding that all maps are
linear.
Note that forM 2 FSA, andX n-connected, the mapM(X)^Y !M(X)
Z(Y )

is (2n� 1)-connected by the Blakers Massey theorem.

Example 4.1.6. Let us restrict ourselves to some very basic examples and con-
structions of functors with smash product.

� For a pointed monoid � the functor �1� becomes a FSP when given the
unit and multiplication maps X ! � ^ X and (� ^ X) ^ (� ^ Y ) ! (� ^
�) ^ X ^ Y ! � ^X ^ Y induced by the unit and multiplication in �. One
particularly important example is the pointed monoid f0; 1g � Z, and we shall
write S insted of �1f0; 1g. Note that FS is isomorphic to the category of
S-modules, and that the category of FSP's is isomorphic to the category of
unital S-algebras.
� Let L and L1 be FSP's and assume that L � L1 is a functor with stabilization.
Then L � L1 is a FSP. If L is commutative, then L � L1 is a L-algebra. In
particular if � is a pointed monoid, then L[�] = �1� � L is a FSP.
� For a commutative pointed monoid �, the functor �1(�^�) is a unital S[�] =
�1�-algebra.
� For a ring R the underlying abelian group de�nes a functor with stabilization
in s.Ab. The multiplication in R gives a group homomorphism R 
 R ! R,
and hence it de�nes homomorphisms

�X;Y : R(X)
 R(Y ) �= (R
 R)(X ^ Y )! R(X ^ Y ):

The homomorphism Z ! R induced by 1 2 R induces a map 1X : Z(X) !
R(X). These maps give R the structure of a FTP. Note that FSA is isomorphic
to the category of modules over Z, and that the category of FTP's is isomorphic
to the category of unital Z-algebras.
� If A is a FTP, L is a FSP and A � L is in FSA, then A � L a FTP. If A is
commutative, then A � L is a unital A-algebra. In particular if � is a pointed
monoid, then A[�] = Z(�)
 A is a FTP.
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4.2. Topological Hochschild homology.

De�nition 4.2.1. (1) Let � be a pointed monoid. The cyclic nerve of � is the cyclic
set with k-simplices Ncy

^ (�)k = �^(k+1) with face, degeneracy and cyclic operation
given by

di(x0 ^ � � � ^ xk) =

(
x0 ^ � � � ^ xixi+1 ^ xk 0 � i < k

xkx0 ^ � � � ^ xk�1 i = k;

si(x0 ^ � � � ^ xk) = x0 ^ � � � ^ xi ^ 1 ^ xi+1 ^ � � � ^ xk and

t(x0 ^ � � � ^ xk) = xk ^ x0 ^ � � � ^ xk�1:

(2) Let � be a pointed monoid and letM be a simplicial set with commuting left-
and right actions of �. Ncy

^ (�;M) is the simplicial set with k-simplices Ncy
^ (�;M)k =

M ^ �^k with face and degeneracy maps given by the same formulas as above.

Let S1 be the simplicial model of the circle with k-simplices S1
k = f0; : : : ; kg

and face maps given by (di(0); : : : ; di(k)) = (0; : : : ; i � 1; i; i; i + 1; : : : ; k � 1) for
0 � i < k and (dk(0); : : : ; dk(k)) = (0; 1; : : : ; k� 1; 0) and degeneracy maps given by
(si(0); : : : ; si(k)) = (0; : : : ; i � 1; i; i + 2; i + 3; : : : ; k + 1) for 0 � i � k. The cyclic
operator t given by (t(0); : : : ; t(k)) = (k; 0; 1; : : : ; k � 1) gives S1 the structure of a
cyclic set. From a FSP L and a bimodule M over L we can form a (k + 1)-functor
with stabilization, thh(L;M)k =M ^ L^k, with

thh(L;M)k(X0; : : : ; Xk) =M(X0) ^ L(X1) ^ � � � ^ L(Xk):

There are maps

di : thh(L;M)k ! d�i thh(L;M)k�1;

si : thh(L;M)k ! s�i thh(L;M)k+1 and

t : thh(L; L)k ! t� thh(L; L)k

in FSk+1 given by the same formula as for the cyclic nerve. Here we use the notation
of remark 3.2.3. We shall let S^ thh(L;M)k and thh(L;M � (S^ S))k denote the
(k + 2)-functors with stabilization with

S^ thh(L;M)k(X;X0; : : : ; Xk) = X ^ thh(L;M)k(X0; : : : ; Xk)

thh(L;M � (S^ S))k(X;X0; : : : ; Xk) = thh(L;M)k(X ^X0; : : : ; Xk):

De�nition 4.2.2. (1) Let L be a FSP. Topological Hochschild homology of L is the
cyclic object THH(L) in FS with THH(L)k = D(S^ thh(L)k) and face, degeneracy
and cyclic operation induced by the maps above and the functorial properties of D
described in remark 3.2.3.
(2) Let L be a FSP and let M be a bimodule over L. THH(L;M) is the simplicial

object in FS with THH(L;M)k = D thh(L;M � (S � S))k. Face and degeneracy
maps are given by the maps above and the functorial properties of D.

More explicitly

THH(L)k(X) = hocolim
�!

n2J (k+1)

F (Sn; X ^ L(Sn0) ^ � � � ^ L(Snk)) and

THH(L;M)k(X) = hocolim
�!

n2J (k+1)

F (Sn; X ^M(X ^ Sn0) ^ L(Sn1) ^ � � � ^ L(Snk));



THH OF Z=p2 13

where Sn = Sn0 ^ � � � ^ Snk for n = (n0; : : : ; nk) 2 J (k + 1). Note that THH(L)
and THH(L;M) are functors with stabilization. The simplicial structure of L in-
duces a homotopy equivalence THH(L)(X) ! THH(L; L)(X). This is a natural
transformation of functors from FSP to FS.

De�nition 4.2.3. (1) Let R be a simplicial ring and let M be a R-bimodule.
Z(R;M) is the simplicial abelian group with k-simplices Zk(R;M) = M 
 R
k,
with face maps given by

di(m
 r1 
 � � � 
 rk) =

8><>:
(mr1 
 r2 
 � � � 
 rk) i = 0

(m
 r1 
 � � � 
 riri+1 
 � � � 
 rk) 0 < i < k

(rkm
 r1 
 � � � 
 rk�1) i = k

and with degeneracy maps given by

si(m
 r1 
 � � � 
 rk) = (m
 r1 
 � � � 
 ri 
 1
 ri+1 
 � � � 
 rk):

(2) Let R be a simplicial ring. Z(R) is the cyclic abelian group with Zk(R) =
Zk(R;R) and with simplicial structure induced by that of Z(R;R). The cyclic
operator is given by

t(r0 
 r1 
 � � � 
 rk) = (rk 
 r0 
 � � � 
 rk�1):

From a FTP A and a bimodule M over A we can form hh(A;M)k =M 
 A
k 2
FSAk+1 with

hh(A;M)k(X0; : : : ; Xk) =M(X0)
 A(X1)
 � � � 
 A(Xk):

There are maps

di : hh(A;M)k ! d�i hh(A;M)k�1;

si : hh(A;M)k ! s�i hh(A;M)k+1 and

t : hh(A;A)k ! t� hh(A;A)k

in FSAk+1 given by the same formula as for Z(R). We shall let Z � S
 hh(A;M)k
and hh(A;M � (S^ S))k denote the objects in FSAk+2 with

Z � S
 hh(A;M)k(X;X0; : : : ; Xk) = Z(X)
 hh(A;M)k(X0; : : : ; Xk)

hh(A;M � (S^ S))k(X;X0; : : : ; Xk) = hh(A;M)k(X ^X0; : : : ; Xk):

De�nition 4.2.4. (1) Let A be a FTP. Hochschild homology of A is the cyclic
object HH(A) in FSA with HH(L)k = D(Z�S
 hh(A)k) and face, degeneracy and
cyclic operation induced by the maps above and the functorial properties of D.
(2) Let A be a FTP and let M be a bimodule over A. HH(A;M) is the simplicial

object in FSA with HH(A;M)k = D hh(A;M � (S ^ S))k. Face and degeneracy
maps are induced by the maps above and the functorial properties of D.

The simplicial structure of A induces a homotopy equivalence HH(A)(X) !
HH(A;A)(X). This is a natural transformation of functors from FT P to FSA.

Proposition 4.2.5. Let L be a FSP and let M be a bimodule over the FTP Z � L.
Then THH(L;M) and HH(Z � L;M) are weakly equivalent.
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Proof. Let HH0(Z � L;M) be the simplicial object in FS with k-simplices

HH0(Z � L;M)k(X) = hocolim
�!

n2J (k+1)

F (Sn;M(X ^ Sn0)
 Z(L(Sn1))
 � � � 
 Z(L(Snk)));

and with face and degeneracy maps similar to those of THH(L). Then there are ho-
motopy equivalences THH(L;M)(X)! HH0(Z�L;M)(X) and HH(Z�L;M)(X)!
HH0(Z � L;M)(X). To see this apply the approximation lemma and the Blakers
Massey theorem.

Proposition 4.2.6. Let R be a simplicial ring and let M be a bimodule over R.
There is a homotopy equivalence

Z(X)
 Z(R;M)! HH(R;M)(X):

Proof. Use the natural homeomorphism

HH(R;M)k(X) � hocolim
�!
J (k+1)

s.Ab(Z(Sn); (Z(X)
 Zk(R;M))(Sn)):

Proposition 4.2.7. Let A be a FTP and let M be a bimodule over A. The map

HH(A;M)(X)
 Z(Y )! HH(A;M)(X ^ Y )

is a homotopy equivalence.
In particular HH(A;M)(X) is homotopy equivalent to HH(A;M)(S0)
Z(X), and

thus n 7! HH(A;M)(Sn) is an 
-spectrum.

Proof. Note that for Q a n-connected simplicial abelian group the map

s.Ab(Z(Sn); Q)
 Z(Y )! s.Ab(Z(Sn); Q
 Z(Y ))

is a homotopy equivalence. (This is a consequence of proposition II.6.1 in [10].) By
the approximation lemma for a functor N 2 FSAk+1 the map

(hocolim
�!
J (k+1)

F (Sn; N(Sn)))
 Z(Y )! hocolim
�!
J (k+1)

F (Sn; N(Sn)
 Z(Y ))

is a homotopy equivalence. We obtain a homotopy equivalence

HH(A;M)k(X)
 Z(Y )

! hocolim
�!
J (k+1)

(Z(Sn);M(X ^ Sn0)
 Z(Y )
 A(Sn1)
 � � � 
 A(Snk))

! hocolim
�!
J (k+1)

(Z(Sn);M(X ^ Y ^ Sn0)
 A(Sn1)
 � � � 
 A(Snk))

= HH(A;M)k(X ^ Y )

by the approximation lemma.

Let R be a simplicial ring and letM be a bimodule over R. There is a map Z�R! R
of FTP's given by evaluation of formal linear combinations. Hence there is an
induced map

lR : HH(Z �R;M)! HH(R;M):
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Let Z[R] = Z[R(S0)] denote the integral group ring on the pointed monoid with
underlying set R. There is a homomorphism �Z(R) ! Z(�R) inducing a map
Z[R]! Z �R of FTP's. There is an induced map

sR : HH(Z[R];M)! HH(Z �R;M):

4.3. THH of monoid rings. Let L be a FSP, let M be a bimodule over L and
let � be a pointed monoid. We shall denote the FSP �1� � L by L[�], and we
shall denote �1� �M by M [�]. Note that M [�] is a L[�]-bimodule. There is a
homotopy equivalence

THH(L[�];M [�])(X) � THH(L;�1Ncy
^ (�) �M)(X)

! THH(L;M) ��1Ncy
^ (�)(X);

natural in all factors. Here the �rst map is given by permutation of factors of �.
(WhenM = �1Z for a space Z, this is a homeomorphism.) Hence there is a natural
weak equivalence

THH(L[�];M [�])! THH(L;M) � �1Ncy
^ (�)

in FS.
Similarly for a FTP A, an A-bimodule N and a pointed monoid �, let A[�] =

Z(�)
 A and let N [�] = Z(�)
N . Then there is a natural weak equivalence

HH(A[�]; N [�])! HH(A;N) � �1Ncy
^ (�)

in FSA. When N is an abelian group, this is actually an isomorphism. Let us
spell out the naturality when the morphisms are Z � R! R, Z �R[�]! R[�] and

(Z �R)[�]! Z �R[�] in the commutative diagram

HH(Z �R;R) � �1Ncy
^ (�)

lR���! HH(R;R) � �1Ncy
^ (�)

�

??y �

??y
HH((Z �R)[�]; R[�]) ���! HH(R[�]; R[�])

'

??y =

??y
HH(Z �R[�]; R[�])

lR[�]
���! HH(R[�]; R[�]):

4.4. THH of a commutative FSP.

Proposition 4.4.1. For a commutative FSP L, THH(L) is a cyclic object in the
category of FSP's.

Proof. For n � N let max(n) denote the maximum of the set n with the convention
that the maximum of the empty set is 0. The maps

X ! F (S0; X ^ thh(L)k(S
0; : : : ; S0))

induced by the unit in L give a natural map 1kX : X ! THH(L)k(X). We can
construct a product

�kX;Y : THH(L)k(X) ^ THH(L)k(Y )! THH(L)k(X ^ Y )



16 M. BRUN

that makes THH(L)k a FSP as follows: First consider the case when k = 0. There
is a functor � : J � J ! J with �(n;m) = n [ (m +max(n)) and natural homeo-
morphisms Sn ^ Sm � S�(n;m). Consider the composition

THH(L)0(X) ^ THH(L)0(Y )! hocolim
�!

(n;m)2J�J

F (Sn; X ^ L(Sn)) ^ F (Sm; Y ^ L(Sm))

! hocolim
�!

(n;m)2J�J

F (Sn ^ Sm; X ^ Y ^ L(Sn ^ Sm))

! hocolim
�!

(n;m)2J�J

F (S�(n;m); X ^ Y ^ L(S�(n;m)))

! hocolim
�!
l2J

F (Sl; X ^ Y ^ L(Sl)) = THH(L)0(X ^ Y );

where the �rst map is induced by the map

hocolim
�!
C1

G1 ^ hocolim
�!
C2

G2 ! hocolim
�!
C1�C2

G1 ^G2;

the second map is induced by multiplication in L, and the rest of the maps are
induced from the structure discussed above. We leave it to the reader to check that
10 and �0 give THH(L)0 the structure of a FSP.
For k > 0 there is a functor � : J (k+1)�J (k+1)! J (k+ 1) with �(n;m)i =

ni [ (mi+max(n0 [ � � � [nk)) for n = (n0; : : : ; nk) and m = (m0; : : : ; mk), and there
are natural homeomorphisms Sni^Smi � S�(n;m)i . The product for THH(L)k is now
constructed analogously to the product for THH(L)0, and again we leave it to the
reader to check that we have given THH(L)k the structure of a FSP. It is a simple
matter to check that

�k+1
X;Y � (si; si) = si � �

k
X;Y : THH(L)k(X) ^ THH(L)k(Y )! THH(L)k+1(X ^ Y )

for i = 0; : : : ; k and that �kX;Y � (t; t) = t � �kX;Y . When L is commutative we also
have the identity

�k�1X;Y � (di; di) = di � �
k
X;Y : THH(L)k(X) ^ THH(L)k(Y )! THH(L)k�1(X ^ Y )

for i = 0; : : : ; k. On the index set level this identity boils down to the identity
� � (d0�; d0�) = d0� � � : J (2)� J (2)! J .

The following proposition is obtained by a variation of the above argument:

Proposition 4.4.2. Let L be a commutative FSP and let A be an algebra over
L. Then THH(L;A) is an algebra over L. If A is commutative and unital, then
THH(L;A) is a unital algebra over A.

Proposition 4.4.3. Let A be a commutative FTP. Then HH(A) is a cyclic object
in the category of FTP's.

Proof. For �xed X and n 2 J (k + 1) let

WX(n) = s.Ab(Z(Sn);Z(X)
 A(Sn0)
 � � � 
 A(Snk)):

Multiplication in A induces a linear map

WX(n)
W Y (m)!WX^Y (�(n;m)):
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Composing with the linear map

hocolim
�!

n2J (k+1)

WX(n)
 hocolim
�!

m2J (k+1)

W Y (m)! hocolim
�!

(n;m)2J (k+1)�J (k+1)

WX(n)
W Y (m)

we get a linear map

mX;Y : HH(A)k(X)
 HH(A)k(Y )! HH(A)k(X ^ Y ):

We leave it to the reader to check that we obtain a map of cyclic objects in this way,
and that it satis�es the required relations.

Proposition 4.4.4. Let A be a commutative FTP and let B be an algebra over
A. Then HH(A;B) is an algebra over A. If B is commutative and unital, then
HH(A;B) is a unital algebra over B.

Note that since n 7! HH(A;B)(Sn) is an 
-spectrum, HH(A;B)(S0) is a simplicial
ring with �i HH(A;B)(S

0) = �iHH(A;B).

4.5. B�okstedts de�nition of THH. Let I � J denote the full subcategory with
objects jnj = f1; 2; : : : ; ng for n � 1 and the empty set j0j. There is a functor

Ik
�
! J (k) sending (jn1j; : : : ; jnkj) to (f1; : : : ; n1g; fn1 + 1; : : : ; n1 + n2g; : : : ; fn1 +

� � �+ nk�1 + 1; : : : ; n1 + � � �+ nkg). Therefore for a FSP L we can de�ne

THH0(L)k(X) = hocolim
�!

x2Ik+1

F (S�(x); X ^ L(S�(x)0) ^ � � � ^ L(S�(x)k)):

The functors di : I
k+1 ! Ik and si : I

k+1 ! Ik+2 given by

di(jn0j; : : : ; jnkj) =

(
(jn0j; : : : ; jni + ni+1j; : : : ; jnkj) for 0 � i < k,

(jnk + n0j; jn1j; : : : ; jnk�1j) for i = k

and

si(jn0j; : : : ; jnkj) = (jn0j; : : : ; jnij; j0j; : : : ; jnkj) for 0 � i � k,

together with the unit and multiplication in L de�ne a simplicial structure on
THH0(L)(X). This is B�okstedts original de�nition of topological Hochschild ho-
mology [1]. Similarly we can de�ne a simplical set THH00(L)(X) by

THH00(L)k(X) =

hocolim
�!

(n;x)2J (k+1)�Ik+1

F (Sn ^ S�(x); X ^ L(Sn0 ^ S�(x)0) ^ � � � ^ L(Snk ^ S�(x)k)):

The initial objects in J (k + 1) and Ik+1 induce maps

THH(L)k(X)! THH00(L)k(X) THH0(L)k(X):

These maps are seen to be homotopy equivalences by the approximation lemma.
Since these maps are simplicial we have obtained a weak equivalence between THH(L)(X)
and THH0(L)(X).
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5. Filtered FSP

5.1. De�nitions.

De�nition 5.1.1. A �ltered pointed monoid is a pointed monoid � together with
pointed subsets �(n) � � for n = 0; 1; : : : satisfying that �(n) � �(n � 1), and
that the product of � maps �(m) ^ �(n) into �(m + n).

For a = (a0; : : : ; ak) 2 N
k+1 let Ncy

^ (�)a = �(a0) ^ � � � ^ �(ak) and let

Ncy
^ (�)a;a+1 =

�(a0)

�(a0 + 1)
^ � � � ^

�(ak)

�(ak + 1)
:

For s 2 Z we shall use the notation

N(k; s) = f(a0; : : : ; ak) 2 N
k+1 j a0 + � � �+ ak � �sg

N(k; s; s � 1) = f(a0; : : : ; ak) 2 N
k+1 j a0 + � � �+ ak = �sg:

De�nition 5.1.2. Let � be a �ltered pointed monoid, and let s 2 Z. Ncy
^ (�; s) is

the cyclic subset of Ncy
^ (�) with k-simplices

Ncy
^ (�; s)k =

[
a2N(k;s)

Ncy
^ (�)a:

and Ncy
^ (�; s; s� 1) is the cyclic set with k-simplices

Ncy
^ (�; s; s� 1)k =

_
a2N(k;s;s�1)

Ncy
^ (�)a;a+1;

and with cyclic structure given by the same formula as for Ncy
^ (�).

De�nition 5.1.3. A �ltered FSP L is a FSP L = L(0) together with L-bimodules
L(n) for n 2 N satisfying that L(n)(X) � L(n� 1)(X), and that the multiplication
�X;Y : L(X) ^ L(Y )! L(X ^ Y ) maps L(n)(X) ^ L(m)(Y ) into L(n+m)(X ^ Y ).

De�nition 5.1.4. A left module over a �ltered FSP L is a left module M =M(0)
over L together with left L-modules M(n) for n 2 N satisfying that M(n)(X) �
M(n� 1)(X), and that the multiplication lX;Y : L(X) ^M(Y )!M(X ^ Y ) maps
L(n)(X) ^M(m)(Y ) into M(n +m)(X ^ Y ). Similarly we de�ne right L -modules
and L-bimodules.

Let L be a �ltered FSP and let M be a bimodule over L. For a = (a0; : : : ; ak) 2
Nk+1 we shall let thh(L;M)a 2 FSk+1 be the functor with

thh(L;M)a(X) =M(a0)(X0) ^ L(a1)(X1) ^ � � � ^ L(ak)(Xk);

for X = (X0; : : : ; Xk), and we shall let thh(L;M)a;a+1 be the (k + 1)-functor with

thh(L;M)a;a+1(X) =
M(a0)(X0)

M(a0 + 1)(X0)
^

L(a1)(X1)

L(a1 + 1)(X1)
^ � � � ^

L(ak)(Xk)

L(ak + 1)(Xk)
:

We shall also use the notation

thh(L;M; s)k(X) =
[

a2N(k;s)

thh(L;M)a(X);

thh(L;M; s; s� 1)k(X) =
_

a2N(k;s;s�1)

thh(L;M)a;a+1(X);

for k � 0, s 2 Z and X = (X0; : : : ; Xk).



THH OF Z=p2 19

De�nition 5.1.5. (1) Let L be a �ltered FSP and let s 2 Z. THH(L; s) and
THH(L; s; s� 1) are the cyclic object in FS with k-simplices given by

THH(L; s)k = D(S^ thh(L; L; s));

THH(L; s; s� 1)k = D(S^ thh(L; L; s; s� 1));

and cyclic structure similar to that of THH(L).
(2) Let L be a �ltered FSP and let M be a bimodule over L. For s 2 Z,

THH(L;M; s) and THH(L;M; s; s� 1) are the simplicial sets with k-simplices

THH(L;M; s)k = D thh(L;M � (S^ S); s)k;

THH(L;M; s; s� 1)k = D thh(L;M � (S^ S); s; s� 1)k;

and simplicial structure similar to THH(L;M).

De�nition 5.1.6. A �ltered FTP is a FTP A = A(0) together with A-bimodules
A(n) � A such that A becomes a �ltered FSP. Modules over �ltered FTP's are
de�ned in the obvious way similar to modules over �ltered FSP's.

Let A be a �ltered FTP and let M be bimodule over A. For a 2 Nk+1 we shall
let hha(A;M) and hha;a+1(A;M) denote the functors with

hha(A;M)(X) = Im(M(a0)(X0)
 A(a1)(X1)
 � � � 
 A(ak)(Xk)

!M(X0)
 A(X1)
 � � � 
 A(Xk));

and

hh(A)a;a+1(X) =
M(a0)(X0)

M(a0 + 1)(X0)



A(a1)(X1)

A(a1 + 1)(X1)

 � � � 


A(ak)(Xk)

A(ak + 1)(Xk)

for X = (X0; : : : ; Xk). We shall also use the notation

hh(A;M; s)k(X) =
X

a2N(k;s)

hha(A;M)(X) � hh(A;M)k(X);

and

hh(A;M; s; s� 1)k(X) =
M

a2N(k;s;s�1)

hha;a+1(A;M)(X)

for s 2 Z and k � 0.

De�nition 5.1.7. (1) Let A be a �ltered FTP and let s 2 Z. HH(A; s) and
HH(A; s; s� 1) are the cyclic objects in FSA with k-simplices given by

HH(A; s)k = D(Z � S
 hh(A;A; s)k)

HH(A; s; s� 1)k = D(Z � S
 hh(A;A; s; s� 1)k)

and cyclic structure similar to that of HH(A).
(2) Let A be a �ltered FTP and let M be a bimodule over A. For s 2 Z,

HH(A;M; s) and HH(A;M; s; s� 1) are the simplicial sets with

HH(A;M; s)k = D hh(A;M � (S^ S); s)k

HH(A;M; s; s� 1)k = D hh(A;M � (S^ S); s; s� 1)k

and simplicial structure similar to that of HH(A;M).
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De�nition 5.1.8. A �ltered simplicial ring is a simplicial ring R = R(0) together
with R-bimodules R(n) � R(n � 1) satisfying that the multiplication in R maps
R(n)
R(m) into R(n+m).

Note that all the constructions we have made in this section are functorial.

Example 5.1.9. � A �ltered pointed monoid � gives rise to a �ltered FSP �1�.
� The pointed monoid � = f0; 1; t; : : : ; tNg � Z[t]=(tN+1) together with the sets
�(n) = f0; tn; tn+1; : : : ; tNg is a �ltered pointed monoid.
� A �ltered simplicial ring gives rise to a �ltered FTP.
� Let � be a �ltered pointed monoid and let A be a FTP. Then A[�](n) =
Z(�(n))
 A(X) gives A[�] the structure of a �ltered FTP.
� Let R be a simplicial ring, and let I be a two-sided ideal in R. Then R(n) = In

gives R the structure of a �ltered ring.
� A graded ring R =

L
t2N Rt gives rise to a �ltered ring with R(n) =

L
t�nRt.

Conversely a �ltered ring gives R rise to a graded GR ring with GRt = R(t)=R(t+
1).
� A �ltered FSP L gives rise to another �ltered FSP G(L) with

G(L)(n)(X) =
1_
i=n

L(i)(X)

L(i+ 1)(X)
:

We shall call G(L) the graded FSP associated to L. Note that there is a
homeomorphism

THH(L; s; s� 1) � THH(G(L); s; s� 1)

for s 2 Z.
� A �ltered FTP A gives rise to another FTP G(A) with

G(A)(n)(X) =
1M
i=n

A(i)(X)

A(i + 1)(X)
:

Note that there is an isomorphism

HH(A; s; s� 1) �= HH(G(A); s; s� 1):

If M is a bimodule over A we obtain a bimodule G(M) over G(A) with

G(M)(n)(X) =
1M
i=n

M(i)(X)

M(i + 1)(X)
;

and there is an isomorphism

HH(A;M; s; s� 1) � HH(G(A);G(M); s; s� 1)

5.2. Co�bration sequences.

Proposition 5.2.1. Let � be a �ltered pointed monoid. There are co�bration se-
quences

Ncy
^ (�; s� 1)! Ncy

^ (�; s)! Ncy
^ (�; s; s� 1)

for s 2 Z.
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Proof. There is a splitting

Ncy
^ (�; s)k

Ncy
^ (�; s� 1)k

�
_

a2N(r;s;s�1)

Ncy
^ (�)aSk

i=0N
cy
^ (�)ai

;

where ai = (a0; : : : ; ai�1; ai + 1; ai+1; : : : ; ak). On the other hand there is a homeo-
morphism

Ncy
^ (�)aSk

i=0N
cy
^ (�)ai

� Ncy
^ (�)a;a+1:

Proposition 5.2.2. Let L be a �ltered FSP and let M be a bimodule over L. There
are co�bration sequences

THH(L;M; s� 1)! THH(L;M; s)! THH(L;M; s; s� 1):

in FS for s 2 Z.

Proof. As in 5.2.1 we see that there is a co�bration sequence

thh(L;M; s� 1)k(X)! thh(L;M; s)k(X)! thh(L;M; s; s� 1)k(X)

for X = (X0; : : : ; Xk). Applying lemma 3.1.6 and the approximation lemma we
obtain the result.

Proposition 5.2.3. Let A be a �ltered FTP and let M be a A-bimodule. If the sim-
plicial abelian groups A(n)(X),M(n)(X), A(n)(X)=A(n+1)(X) andM(n)(X)=M(n+
1)(X) are free, then there is a co�bration sequence

HH(A;M; s� 1)! HH(A;M; s)! HH(A;M; s; s� 1)

in FSA for s 2 Z.

Proof. By expanding in direct summands we can see that there is a splitting

HH(A;M; s)k(X)

HH(A;M; s� 1)k(X)
�=

M
a2N(r;s;s�1)

Za(A;M)(X)Pk
i=0 Zai(A;M)(X)

where ai = (a0; : : : ; ai�1; ai + 1; ai+1; : : : ak) and X = (X0; : : : ; Xk). On the other
hand there is an isomorphism

Za(A;M)(X)Pk
i=0 Zai(A;M)(X)

�= Za;a+1(A;M)(X):

5.3. Monoid rings. Let � be a �ltered pointed monoid and let R be a simplicial
ring that is free as an abelian group. Let A be a FTP such that R is a A-bimodule.
There are commutative diagrams of natural maps,

HH(A;R; s) � �1Ncy
^ (�)

�=
���! HH(A[�]; R[�]; s)??y ??y

HH(A;R; s; s� 1) � �1Ncy
^ (�)

�=
���! HH(A[�]; R[�]; s; s� 1);

where the horizontal maps are isomorphisms similar to those of section 4.3. We shall
be particularly interested in the case where A is R or Z�R, and the diagrams similar
the one in section 4.3.
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6. Spectral sequences

6.1. Filtered objects. Let M(s) and M(s; s � 1) be functors with stabilization
together with co�bration sequences

M(s� 1)!M(s)!M(s; s� 1)

for s 2 Z. The homotopy groups build up an exact couple, and there is an associated
spectral sequence with E1-terms E1

s;t = �tM(s; s � 1). Let Js;t be the image of
the map �s+tM(s) ! �s+tM , where M(X) = hocolim

�!
Z

M(s). If for �xed s and t

there is a N such that �s+tM(s � r) = 0 for r � N , then there are isomorphisms
Js;t=Js�1;t+1

�= E1s;t. A proof of this fact is given in Whitehead [12, XIII.3].
Let L be a �ltered FSP and letM be a bimodule over L. It follows from proposition

5.2.2 that if there is a number k such thatM(n) and L(n) are (n�k)-connected, then
there is a spectral sequence Er

s;t(THH(L;M)) with E1-terms �s+tTHH(L;M; s; s�1)
converging towards �s+tTHH(L;M).
Let A be a �ltered FTP and let M be a bimodule over A. It follows from proposi-

tion 5.2.3 that if there is a number k such thatM(n) and A(n) are (n�k)-connected,
then there is a spectral sequence Er

s;t(HH(A;M)) with E1-terms �s+tHH(A;M; s; s�
1) converging towards �s+t HH(A;M).
We shall use this spectral sequence in the case where the �ltered FTP is on the

form A[�] for a �ltered pointed monoid � and where M = M [�]. From the weak
equivalence of section 5.3 and the stable equivalence HH(A;M) ^ Z ! HH(A;M) �
�1Z we see that there are isomorphisms

E1
s;t(HH(A[�];M [�])) �= �s+t(HH(A;M) ^ Ncy

^ (�; s; s� 1)) and

�s+tHH(A[�];M [�]) �= �s+t(HH(A;M) ^ Ncy
^ (�)):

These isomorphisms are natural in A andM . In particular in the case of a simplicial
ring R and a bimodule M over R there are commutative diagrams:

�s+t(HH(Z �R;M) ^ Ncy
^ (�; s; s� 1))

lR���! �s+t(HH(R;M) ^ Ncy
^ (�; s; s� 1))

�=

??y �=

??y
E1
s;t(HH(Z �R[�];M [�]))

lR[�]
���! E1

s;t(HH(R[�];M [�]))

and

�s+t(HH(Z �R;M) ^ Ncy
^ (�))

lR���! �s+t(HH(R;M) ^ Ncy
^ (�))

�=

??y �=

??y
�s+t(HH(Z �R[�];M [�]))

lR[�]
���! �s+t(HH(R[�];M [�])):

6.2. Homological algebra.

De�nition 6.2.1. Let A be a FTP, letM be a right- and let N be a left A-module.
The bar-construction B(M;A;N) is the simplicial object in FSA with k-simplices

Bk(M;A;N) = D(M � (S^ S)
 A
k 
N);
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and with face and degeneracy maps induced by the formulas

di(x0 
 � � � 
 xk+1) = x0 
 � � � 
 xixi+1 
 � � � 
 xk+1;

si(x0 
 � � � 
 xk+1) = x0 
 � � � 
 xi 
 1
 xi+1 
 � � � 
 xk+1;

0 � i � k, in the same way as the face and degeneracy maps for THH are induced
by similar formulas.

Lemma 6.2.2. (1) Let A be a FTP and let M be a right A-module. There is a

homotopy equivalence M
'
! B(M;A;A).

(2) Let A1 and A2 be FTP's, let M be a A1�A2-bimodule and let N be a A2�A1-
bimodule. There is a weak equivalence

HH(A1; B(M;A2; N)) ' HH(A2; B(N;A1;M)):

Proof. (1) There is a simplicial contraction of B(M;A;A) given by the formula

hi(x0 
 � � � 
 xk+1) = x0 
 � � � 
 xi 
 xi+1xi+2 : : : xk+1 
 1
 � � � 
 1

for 0 � i � k.
(2) Let W (A1;M;A2; N) be the bisimplicial object in FSA with (k; l)-simplices

given by

W (A1;M;A2; N)k;l(X) =

hocolim
�!

(n;m)2J (l+2)�J (k+2)

s.Ab(Z(Sn ^ Sm);M(Smk+1 ^X ^ Sn0)
 A2(S
n1)
 � � � 


A2(S
nl)
N(Snl+1 ^ Sm0)
 A1(S

m1)
 � � � 
 A1(S
nk))

and with face and degeneracy maps similar to those of HH(A1; B(M;A2; N)). Clearly
the diagonal of W (A1;M;A2; N) and of W (A2; N; A1;M) are isomorphic. For a
functor G : J (l + 2)! s.Ab there is a map

hocolim
�!

n2J (l+2)

s.Ab(Z(Sm); G(n))! s.Ab(Z(Sm); hocolim
�!

n2J (l+2)

G(n)):

Together with the adjunction of mapping space and 
 this map induces a weak
equivalence

W (A1;M;A2; N)k;l(X) ' HHk(A1; Bl(M;A2; N))(X):

by the approximation lemma.

Lemma 6.2.3. Let R be a simplicial ring, let M be a right R-module and let N 0 !
N be a homotopy equivalence of left R-modules.
(1) There are weak equivalences

B(M;Z �R;Z �N 0)
'
! B(M;Z �R;Z �N);

B(M;Z �R;Z �N) ' B(Z �M;Z �R;N):

(2) If N 0 is free over R there is a weak equivalence

M 
R N
0 ' B(Z �M;Z �R;N 0):

Proof. (1) A weak equivalence N 0 ! N induces a weak equivalence Z �N 0 ! Z �N
by the Hurewicz theorem. By the K�unneth formula the map

(M 
 (Z �R)
k 
Z �N 0)(X0; : : : ; Xk+1)! (M 
 (Z �R)
k 
Z �N)(X0; : : : ; Xk+1)
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is a weak equivalence. The �rst of the weak equivalences follows. From the stable
equivalences

N 
 Z � (R^k ^M) N ^ R^k ^M ! Z � (N ^R^k)
M;

the other weak equivalence follows.
(2) Follows from the weak equivalences

B(Z �M;Z �R;R) ' B(M;Z �R;Z �R) 'M

and additivity of B(Z �M;Z
R;�).

Corollary 6.2.4. Let R be a simplicial ring and let M be a bimodule over R. If R
is free as an abelian group then there are weak equivalences

HH(R;HH(Z �R;R
M)) ' HH(Z �R;M) and

HH(Z �R;R
M) ' HH(Z � Z;M):

Proof. There are chains of weak equivalences

HH(R;HH(Z �R;R
M)) ' HH(R;HH(Z �R;B(R;Z;M))

' HH(R;HH(Z; B(M;Z �R;R))

' HH(R;B(M;Z �R;R))

' HH(Z �R;B(R;R;M)) ' HH(Z �R;M)

and

HH(Z �R;M 
R) ' HH(Z �R;B(Z �R;Z � Z;M))

' HH(Z � Z; B(M;Z �R;Z �R))

' HH(Z � Z;M):

Before we can state the next theorem we need to note that for a simplicial ring R
there is a homomorphism R! �0R, where �0R is a constant simplicial ring.

Theorem 6.2.5. Let R be a simplicial ring that is free as an abelian group and let
M be a simplicial bimodule over �0R. There is a spectral sequence with E2-terms

E2
s;t = �sHH(R; �tHH(Z � Z;M))

converging towards �s+tHH(Z �R;M). In the case where R is commutative and M
is an algebra over �0R, this is a spectral sequence of graded algebras over �0R.

This spectral sequence was �rst considered in [9].

Proof. Let G denote the bi-simplicial abelian group with (k; l)-simplices

Gk;l = HHk(Rk;HHl(Z �Rk; Rk 
Ml))(S
0):

There is a bicomplex C�;� associated to G with Ck;l = Gk;l and di�erentials given by

d1g =
Pk

i=0(�1)
id1i g and d

2g =
Pl

i=0(�1)
k+id2i g for g 2 Gk;l. Here d

1
i and d

2
i denote

the face maps in the two simplicial directions of G. There is a spectral sequence with
E1-terms E1

s;t = Ht(C�;s) converging towards �s+tG. Since Rs is free as an abelian
group we have from corollary 6.2.4 that

E1
s;t = HHs(Rs; �tHH(Z �Rs; Rs 
M))(S0)

�= HHs(Rs; �t HH(Z � Z;M))(S0):
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It follows that the E2-terms of the spectral sequence have the asserted form.
In the case where R is commutative and M is a commutative algebra over �0R,

proposition 4.4.4 says that HH(R;HH(Z�R
M)) is a FTP, and hence that C�;� is a
di�erential bigraded algebra over �0R. Therefore the spectral sequence is a spectral
sequence of graded algebras over �0R.

Remark 6.2.6. The structure of �t HH(Z � Z;M) as a module over R 
 R is not
given explicitly in the above proof. But since �t HH(Z�Z;M) is a constant simplicial
abelian group we know that the action of R 
 R factors through �0R 
 �0R. Hence
there is an isomorphism

E1
s;t
�= HHs(Rs; �0R
 �0R)(S

0)
�0R
�0R �tHH(Z � Z;M);

and the algebra structure of E1
�;� is the one induced by �� HH(R; �0R 
 �0R) and

��HH(Z � Z;M).

Theorem 6.2.7. Let R be a commutative ring, let S be an algebra over R and let
M be a bimodule over S. There is a spectral sequence with E2-terms

E2
s;t = �sHH(Z � S;Tor

R
t (S;M))

converging towards �s+tHH(Z �R;M).
If S is commutative and if M is an algebra over S, then this is a spectral sequence

of graded rings.

Proof. From the chain of weak equivalences

HH(Z �R;M) ' HH(Z �R;B(M;Z � S;Z � S))

' HH(Z � S;B(Z � S;Z �R;M))

we obtain a bi-simplicial abelian group. We can proceed as in the proof of theorem
6.2.5

Proposition 6.2.8. Let R be a simplicial commutative ring, let S be an algebra
over R and let M be a bimodule over S. There is a spectral sequence with E2-terms

E2
s;t = �sHH(S;Tor

R
t (S;M))

converging towards �s+tHH(R;M).

Proof. This is a corollary to theorem II.6.6 in [10], since ��HH(R;M) = ��(R
L

R
R

M) in the terminology of [10].

Remark 6.2.9. For simplicity we have chosen to work with Z as ground ring in
this paper. But we might as well choose another ground ring k and de�ne FTP's
and HH with respect to tensor products over k. We then have the following version
of theorem 6.2.5:
If R is a simplicial k-algebra that is free as a module over k and if M is a bimodule

over �0R, there is a spectral sequence with E2-terms

E2
s;t = �sHH

k(R; �t THH(k;M))

converging towards �s+tTHH(R;M).
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Example 6.2.10. Let R be a simplicial ring that is free as an abelian group, with

a homotopy equivalence R
'
! Z=n. By proposition 6.2.8 there is a spectral sequence

with E2-terms
E2
s;t = �sHH(R;Tor

Z

t (R;Z=n))

converging towards �s+tHH(Z;Z=n). An easy induction argument shows that �2k HH(R;Z=n) �=
Z=n and �2k+1HH(R;Z=n) = 0 for k � 0.
Theorem 6.2.5 gives a spectral sequence with E2-terms

E2
s;t = �sHH(R; �tHH(Z � Z;Z=n))

converging towards �s+t HH(Z � R;Z=n). As an algebra over Z=n the E1-terms of
this spectral sequence are

E1
s;t
�= HHs(Rs;Z=n)(S

0)
Z=n �t HH(Z � Z;Z=n):

By the K�unneth formula there are isomorphisms

��(HH(R;Z=n)
Z=nM) �= ��HH(R;Z=n)
Z=nM

for any moduleM over Z=n. Therefore as a graded ring the E2-terms can be written

E2
s;t
�= �sHH(R;Z=n)
 �t HH(Z � Z;Z=n):

Example 6.2.11. This computation is due to T.Pirashvili [8]. Theorem 6.2.7 gives
a map of spectral sequences Er HH(Z�Z;Z=p)! Er HH(Z�Z=p2;Z=p) converging
towards the map ��HH(Z � Z;Z=p) ! �� HH(Z � Z=p

2;Z=p) induced by the map
Z! Z=p2. On E2-terms this is the map

�sHH(Z � Z=p;Tor
Z

t (Z=p;Z=p))! �sHH(Z � Z=p;Tor
Z=p2

t (Z=p;Z=p));

induced by the map

TorZ� (Z=p;Z=p)! TorZ=p
2

� (Z=p;Z=p):

It is not hard to see that there is a commutative diagram

TorZ� (Z=p;Z=p)) ���! TorZ=p
2

� (Z=p;Z=p))

�=

??y �=

??y
E(x) ���! E(x)
 S(y)

where E(x) is an exterior algebra on a generator x of degree 1, S(y) is a symmetric
algebra on a generator y of degree 2, and the lower horizontal map is the canonical
inclusion. B�okstedt has computed that as an algebra �� THH(Z=p) is isomorphic to
a symmetric algebra S(�) on a generator � of degree 2 [2]. We obtain a commutative
diagram of bigraded algebras:

��HH(Z � Z=p;Tor
Z

� (Z=p;Z=p)) ���! �� HH(Z � Z=p;Tor
Z=p2

� (Z=p;Z=p))

�=

??y �=

??y
S(�)
 E(x) ���! S(�)
 E(x)
 S(y)

where � has bidegree (2; 0), x has bidegree (0; 1), y bas bidegree (0; 2), and the lower
horizontal map is the canonical inclusion. Hence to determine the spectral sequences
it su�ces to compute d2� in E2HH(Z�Z;Z=p). Since �1 THH(Z;Z=p) = 0, we must
have d2� = x. We can now deduce that for r > 2

Er
�;�HH(Z � Z=p

2;Z=p) �= S(�p) � (S(y) + �p�1xS(y)):
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7. THH for Z=p2

7.1. The main result. In this section we shall prove

Theorem 7.1.1. Let p be an odd prime. For i � 0 there is an isomorphism

�i THH(Z=p
2) �=

M
k�0

�i�2k THH(Z;Z=p
2)

The underlying graded abelian group of the graded ring ��THH(Z) has been
computed by B�okstedt [2].

Theorem 7.1.2. �0 THH(Z) � Z and �2i�1THH(Z) � Z=i for i > 0, and these are
the only non-zero homotopy groups for THH(Z).

The short exact sequence Z
p
! Z! Z=p2 induces a co�bration sequence

THH(Z)! THH(Z)! THH(Z;Z=p2);

and we can deduce that for k > 0

�2k THH(Z;Z=p
2) �= �2k�1THH(Z;Z=p

2) �= Z=(k; p2);

where (k; p2) denotes the greatest common divisor of p2 and k, and that �0 THH(Z;Z=p
2) �=

Z=p2.
In this section and in the next section p will denote a �xed odd prime. The main

step in our proof of theorem 7.1.1 is the following proposition.

Proposition 7.1.3. Let R be a simplicial ring, that is free as an abelian group, with

a homotopy equivalence R
'
! Z=p2. The map Z �R! R induces a surjection

�� HH(Z �R;Z=p
2)! ��HH(R;Z=p

2)

of graded rings.

Before we prove proposition 7.1.3, let us show how theorem 7.1.1 follows. In
example 6.2.10 we saw that there is a spectral sequence with E2-terms

E2
s;t = �sHH(R; �t HH(Z �R;R
 Z=p

2))

�= �sHH(R; �tHH(Z � Z;Z=p
2))

�= �sHH(R;Z=p
2)
 �t HH(Z � Z;Z=p

2)

converging towards �s+t HH(Z �R;Z=p
2). From the commutative diagram

HH(R;HH(Z �R;R
 Z=p2))
'
���! HH(Z �R;Z=p2)??y lR

??y
HH(R; �0 HH(Z �R;R
 Z=p

2))
'
���! HH(R;Z=p2)

it follows that the map

lR : ��HH(Z �R;Z=p
2)! �� HH(R;Z=p

2)

is an edge homomorphism for this spectral sequence. Since this map is onto and
since we have a spectral sequence of graded rings, we can conclude that

Er
s;t
�= �sHH(R;Z=p

2)
 �t HH(Z � Z;Z=p
2)

for all r. To �nd ��HH(Z�R;Z=p
2) from the E1-terms we have to solve an extension

problem. But there is no room for non-trivial extensions since the dimension of
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��HH(Z�R;Z=p
2)
Z=p as a Z=p-vector space is equal to the dimension of �� HH(Z�

R;Z=p), and by the computation in example 6.2.11 this is equal to the dimension of

��HH(R;Z=p
2)
 �� HH(Z � Z;Z=p

2)
 Z=p:

7.2. Surjectivity of the map from THH to HH for Z=p2. The main idea in
the prof of proposition 7.1.3 is to compare the �ltered rings 0 � pZ=p2 � Z=p2 and
0 � tZ=p[�2] � Z=p[�2] where �2 is the pointed monoid �2 = f0; 1; tg � Z[t]=t2.
Since Z=p[�2] is isomorphic to the graded ring associated to Z=p2 (cf. example
5.1.9), we obtain an isomorphism

E1
s;tTHH(Z=p

2)
�=
! E1

s;tTHH(Z=p[�2])

of E1-terms in spectral sequences converging towards �s+tTHH(Z=p
2) and

�s+tTHH(Z=p[�2]) respectively. (Warning: this map does not extend to a map
of spectral sequences.) In section 6.1 we found isomorphisms

E1
s;tTHH(Z=p[�2]) �= �s+t(THH(Z=p)^ N

cy
^ (�2; s; s� 1))

and
�s+tTHH(Z=p[�2]) �= �s+t(THH(Z=p)^ N

cy
^ (�2)):

To proceed we need to know ��THH(Z=p) and the reduced homology of N
cy
^ (�2; s; s�

1) with coe�cients in Z=p.

Theorem 7.2.1 ([2]). There is an isomorphism �� THH(Z=p) �= SZ=p(�) of graded
rings, where SZ=p(�) denotes the symmetric algebra over Z=p on a generator � of
degree 2.

Lemma 7.2.2. For odd s < 0 the only non-zero reduced homology groups of Ncy
^ (�2; s; s�

1) with coe�cients in Z=p areeH�s�1(Ncy
^ (�2; s; s� 1);Z=p) �= eH�s(Ncy

^ (�2; s; s� 1);Z=p) �= Z=p:

For even s < 0, eH�(Ncy
^ (�2; s; s� 1);Z=p) = 0, and Ncy

^ (�2; 0;�1) � S0.

Proof. For s � 0, Ncy
^ (�2; s; s � 1) only has non-degenerate simplices t^(�s) and

1 ^ t^(�s). It is easy to compute the di�erential in the cellular chain complex.

The next step in the proof of proposition 7.1.3 is to compare with the analogous
linear situation. To do this we need to choose a �ltered simplicial ring R that is free
as an abelian group, �ts into the commutative diagram

0 = R(2) ���! R(1) ���! R(0) = R

=

??y '

??y '

??y
0 ���! pZ=p2 ���! Z=p2

with vertical maps homotopy equivalences, and that satis�es that R(0)=R(1) is free
as an abelian group. Then there must be a homotopy equivalence

R(0)=R(1)
'
! (Z=p2)=(pZ=p2) �= Z=p:

One possible choice of R is the following: Let I � Z[�2] be the two-sided ideal
generated by (t� p). Note that [1] = f0; 1g is a pointed monoid, and that it induces
the structure of pointed monoid on �(1). Therefore we can form the monoid ring
(Z[�2])[�(1)]. It is easy to check that R = Z[�2] + I[�(1)] � (Z[�2])[�(1)] is a
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subring, and clearly R is free as an abelian group. R inherits a �ltration from �2

with R(n) = tnR. The short exact sequence

tnI[�(1)]! tnR! tnZ[�2]=t
nI

shows that there are homotopy equivalences R(n)
'
! pnZ=p2, since tnZ[�2]=t

nI �=
pnZ=p2, and clearly these homotopy equivalences �t into the commutative diagram
above. Note that if we replace �2 by �n = f0; 1; t; : : : ; t

n�1g � Z[t]=tn we obtain a
similar model for Z=pn.
If we let S = R(0)=R(1), then the graded ring associated to R is isomorphic to

S[�2]. We obtain a commutative diagram

:

E1
s;tHH(Z �R;Z=p

2)
lR���! E1

s;tHH(R;Z=p
2)

�=

??y �=

??y
E1
s;t(Z � S[�2];Z=p[�2])

lS[�2]���! E1
s;t(S[�2];Z=p[�2])

�=

??y �=

??y
�s+t(HH(Z � S;Z=p)^ N

cy
^ (�2; s; s� 1))

lS^id���! �s+t(HH(S;Z=p)^ N
cy
^ (�2; s; s� 1)):

This diagram is the main ingredient in the proof of the following lemma.

Lemma 7.2.3. The map

lR : E1
s;tHH(Z �R;Z=p

2)! E1
s;tHH(R;Z=p

2)

is an isomorphism for s+ t < 2p� s� 2.

Proof. The map lS : HH(Z � S;Z=p)! HH(S;Z=p) is (2p� 1)-connected. One way
to see this is to consider the spectral sequence with E2-terms

E2
s;t = �sHH(S; �tTHH(Z � Z;Z=p))

converging towards �s+tHH(Z�S;Z=p). Since N
cy
^ (�2; s; s� 1)k = � for k < �s� 1,

the map

lS ^ id : HH(Z � S;Z=p)^ N
cy
^ (�2; s; s� 1)! HH(S;Z=p)^ Ncy

^ (�2; s; s� 1)

is (2p � s � 2)-connected, and the lemma follows from the commutative diagram
above.

Let A � Z2 consist of the points (s; t) for which either (s = 0, t � 0 and t is even)
or (s < 0, s is odd and t � �2s� 1). Then

E1
s;tHH(Z �R;Z=p

2) �= �s+t(HH(Z � S;Z=p) ^ N
cy
^ (�2; s; s� 1))

�=

1M
k=0

eHs+t�2k(N
cy
^ (�2; s; s� 1);Z=p)

�=

(
Z=p for (s; t) 2 A

0 otherwise
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by theorem 7.2.1, lemma 7.2.2 and the fact that HH(Z � S;Z=p)(S0) is a product of
Eilenberg-MacLane spaces. Similarly by the computation of HH(R;Z=p) in example
6.2.10 we see that

E1
s;tHH(R;Z=p

2) �=

(
Z=p for (s; t) 2 A

0 otherwise.

Let B � Z2 consist of the points (s; t) for which either (s = t = 0) or (s < 0, s is
odd and t 2 f�2s� 1;�2s+ 1g). Note that B � A.

Lemma 7.2.4. Er
s;tHH(R;Z=p

2) �= Z=p for (s; t) 2 B and r � 1, and if (s; t) =2 B
then E1s;tHH(R;Z=p

2) = 0.

Proof. In example 6.2.10 we have computed ��HH(R;Z=p
2). Since the spectral

sequence converges we must have

dimZ=p

 M
s+t=n

E1s;tHH(R;Z=p
2)

!
=

(
2 for n even

0 for n odd,

and from the formula for E1
s;tHH(R;Z=p

2) given above we can conclude that

dimZ=p

 M
s+t=n

E1
s;tHH(R;Z=p

2)

!
� dimZ=p

 M
s+t=n

E1s;tHH(R;Z=p
2)

!
= k

if n = 2k or n = 2k � 1. By induction on the total degree the only non-zero
di�erentials start in even total degrees. By the geometry of the spectral sequence
no non-zero di�erentials can start in Er

s;tHH(R;Z=p
2) for (s; t) 2 B. Since s + t is

even for (s; t) 2 B we can conclude that E1s;tHH(R;Z=p
2) �= Z=p for (s; t) 2 B, and

that E1s;tHH(R;Z=p
2) = 0 if (s; t) =2 B.

Lemma 7.2.5. The map

lR = lrR : Er
s;tHH(Z �R;Z=p

2)! Er
s;tHH(R;Z=p

2)

is an isomorphism for (s; t) 2 B and r � 1.

Proof. The case r = 1 follows from lemma 7.2.3. Assume by induction that lrR is an
isomorphism. For (s; t) 2 B there is a commutative diagram

0
dr
 ��� Er

s;tHH(Z �R;Z=p
2)

dr
 ��� Er

s+r;t�r+1HH(Z �R;Z=p
2)??y lrR

??y�= lrR

??y
0

dr
 ��� Er

s;tHH(R;Z=p
2)

dr=0
 ��� Er

s+r;t�r+1HH(R;Z=p
2);

where the di�erentials in the lower horizontal sequence are zero by lemma 7.2.4,
and the middle vertical map is an isomorphism by assumption. It follows that the
di�erentials in the upper horizontal sequence are zero, and hence the map lr+1

R is
also an isomorphism.

It follows from lemma 7.2.4 and lemma 7.2.5 that the map

lR : E1s;tHH(Z �R;Z=p
2)! E1s;tHH(R;Z=p

2)

is onto for all (s; t), and since these spectral sequences converge towards �s+tHH(Z�
R;Z=p2) and �s+tHH(R;Z=p

2) respectively, we can conclude that the map

lR : ��HH(Z �R;Z=p
2)! �� HH(R;Z=p

2)
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is surjective as stated in proposition 7.1.3
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