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Abstract

Local algorithms are common tools for estimating intrinsic volumes from black-
and-white digital images. However, these algorithms are typically biased in the
design based setting, even when the resolution tends to infinity. Moreover, im-
ages recorded in practice are most often blurred grey-scale images rather than
black-and-white. In this paper, an extended definition of local algorithms, ap-
plying directly to grey-scale images without thresholding, is suggested. We
investigate the asymptotics of these new algorithms when the resolution tends
to infinity and apply this to construct estimators for surface area and inte-
grated mean curvature that are asymptotically unbiased in certain natural
settings.

1 Introduction

In this paper, we shall investigate the class of so-called local algorithms [6, 15] used
for estimation of surface area and integrated mean curvature from digital images.
These algorithms are commonly used in applied sciences for analysing digital output
data from e.g. microscopes and scanners, see |6, 8, 10]. The main reason for the popu-
larity of local algorithms is that they allow simple linear time implementations [11].
However, this efficiency is usually paid for by a lack of accuracy [4, 15].

Local algorithms have so far only been defined for black-and-white images, see
e.g. [14]. In a black-and-white image of a geometric object X C RY, each pixel
is coloured black if the midpoint lies in X and white otherwise. The use of local
algorithms thus requires that we are able to measure precisely whether or not a given
point belongs to X. In practice, however, such exact measurements are typically not
possible, since the light coming from each point is spread out following a point spread
function (PSF). The result is a grey-scale image where each pixel is assigned a grey-
tone corresponding to a measured light intensity between 0 and 1. The standard way
of overcoming this problem is to convert the image to black-and-white by choosing
a threshold limit 5 € [0,1) and converting all pixels with grey-value greater than 3
to black and all others to white.



As a natural way of assessing a local algorithm, we test it in the design based
setting where the object under study has been randomly translated with respect
to the observer before the image is recorded. Ideally, the estimator should be unbi-
ased, at least asymptotically when the resolution tends to infinity. For black-and-
white images, surface area and integrated mean curvature can generally not be
estimated without an asymptotic bias unless it coincides with the Euler characteris-
tic |4, 15, 16]. To make the asymptotic behaviour of grey-scale images well-defined
it is necessary to make some assumptions on how the PSF changes with increased
resolution. In this paper, we will assume that measurements become more accurate
with increased resolution, see the precise assumption and a discussion of this in
Subsection 2.1 below.

Most previous asymptotic studies for black-and-white images do not take the
thresholding process into account. For volume estimators, some first studies for sim-
ple PSF’s were performed in [2, 5| and in [13], estimators for the Euler characteristic
are studied in 2D. The first purpose of this paper is to study the effect of thresholding
on local algorithms.

On the other hand, most of the information hidden in the grey-values is thrown
away in the thresholding process. The second purpose of this paper is to give an
extended definition of local algorithms, see Subsection 2.3, that exploits the avail-
able information in the grey-scale image better but still leads to fast computations.
Finally we are going to study the asymptotic bias of these estimators.

1.1 Results and applications

The asymptotic studies of local algorithms will be based on three theoretical formulas
extending [5, Theorem 2]. In Section 3 this theorem is extended to larger classes of
PSFE’s and in Section 5 it is extended to a second order formula. The techniques
involved in the proofs are similar to those used in [5] and [14].

From the theoretical formulas we obtain some applications to surface area es-
timation in Section 4, and in Section 6 we apply the results to estimators for the
integrated mean curvature and the first order bias of surface area estimators in finite
high resolution. We summarize some of the main findings here.

Assuming only mild conditions on the PSF, we first consider surface area esti-
mators applied to the class of so-called gentle sets, see Definition 3.1 below. This
class includes for instance all manifolds and all polyconvex sets. For black-and-white
local algorithms applied to thresholded images, we find that the asymptotic bias is
the same as for black-and-white images, see Subsection 4.1. In particular, local al-
gorithms applied to thresholded images are not asymptotically unbiased.

In contrast to this, Subsection 4.2 shows that if the PSF is rotation invariant,
asymptotically unbiased estimators based directly on the grey-values are plenty. As
a simple example, the estimator counting the number of grey-values in some interval
I C (0,1) has the correct asymptotic mean up to a constant factor. Moreover, if I is
symmetric around %, the first order bias in high resolution vanishes. This algorithm
is clearly both simple and fast and it can even be applied if the grey-values in the
output data are only given discretely.

For more general classes of PSF’s we obtain a description of the worst case asymp-



totic error. This could be used to search for estimators minimizing the asymptotic
bias.

With stronger assumptions on both the PSF and the smoothness of the boun-
dary of the underlying set X, we find in Subsection 6.3 that if the PSF is rotation
invariant, also asymptotically unbiased estimators for the integrated mean curvature
do exist. One example is given by the estimator that counts the number of grey-
values in the interval (3, 3) and subtracts the number of grey-values in (3,1 — f3)
for a suitable g € (0, %) For thresholded images, the asymptotic mean is a little
more complicated than in the black-and-white case, now depending on the PSF, see
Subsection 6.1.

All results of this paper are theoretical. The practical usefulness of local algo-
rithms for grey-scale images is discussed in the final Section 7.

2 Local digital algorithms

In this section we introduce local digital estimators for the surface area 2V;_;1(X) and
integrated mean curvature 27(d — 1)7'V,;_5(X) of a ‘sufficiently nice’ set X C R
Both quantities are examples of the so-called intrinsic volumes V,, ¢ = 0,...,d,
hence we shall use this term when referring to both, see e.g. [12].

2.1 Models for digital images

Let L be the lattice in R? spanned by the ordered basis vy,...,v3 € R? and let
C, = @Y ,[0,v;] be the fundamental cell of the lattice. As we shall later be scaling
the lattice, we may as well assume that the volume det(vy,...,vq) of C, is 1. For
c € R? we let L, = L + c denote the translated lattice.

We shall think of the pixels in a digital image as the translations of C), that
have midpoints in L.. Let X C R? be a geometric object. The information about X
hidden in a black-and-white image corresponds to the set of black pixel midpoints
XNL..

For grey-scale images, we assume that the light coming from each point is spread
out following a point spread function which is independent of the position of the
point. That is, the light that reaches the observer is given by the intensity function

0% R — [0,1]

where the intensity measured at x € R? is given by

05P(z) = /X p(z — x)dz.

Here p is the PSF, which is assumed to be a measurable function satisfying p > 0
and fRd pdH? = 1 where H? is the d-dimensional Hausdorff measure. A digital image
in the grey-scale setting is the restriction of 8% to the observation lattice L..

A simple example of a PSF is pp = H(B) 1z where B C R? is a Borel set
of non-zero finite volume and 15 denotes the indicator function. At every point
z € RY 0%°5(x) measures the volume of (x + B) N X. For instance, if B equals
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Co=0C,— % Zle v;, the grey-value of a pixel measures the fraction of the pixel that
is contained in X. This PSF is studied thoroughly in 2D in [2]. Another interesting
example is when B is the ball B(R) of radius R > 0. It may also be relevant
to consider various continuous approximations to these caused by imprecisions of
measurements near the boundary of B.

In other applications, it is more relevant to consider a PSF with non-compact
support. The main example to have in mind is the Gaussian

(2) 1 ( W)
Gauss\L) = —F7— €XP| — 55
P (V2mo)d 202

which yields a good approximation of most PSF’s occurring in practice [7].

We say that a PSF is reflection invariant if p(z) = p(—=) and rotation invariant
if p(x) depends only on |z|. For instance, pp(r) and pgauss are rotation invariant,
while p¢, is only reflection invariant.

A change of resolution to a=! for some a > 0 corresponds to a change of lattice
from L to alL. We assume that the precision of the measurements changes in such a

way that the PSF in resolution a=! is

pa(x) = a~p(a”"z).

The corresponding intensity function is denoted

X (z) = /X palz — 2)dz = a4 /X p(a™ (2 — 2))dz.

The PSF is omitted from the notation whenever it is clear from the context.

In some applications, e.g. for pg or in some cases where the blurring is caused by
the optical device, this transformation of p with the resolution is natural. For p¢, it
simply means that pixels become smaller in higher resolution. In other situations,
e.g. if the light is spread out before it reaches the lense, it may be impossible for
the observer to affect the blurring or a different transformation is more realistic.
However, in this paper we restrict ourselves to the above setting.

2.2 Local algorithms for black-and-white images

We first recall the definition of local algorithms in the case of black-and-white images,
see e.g. [15, Section 2| for more details and justifications of such algorithms.

Annx---xn lattice cell is a set of the form C? = (2+@f’:1[0, nv;)) where z € L.
The set of lattice points lying in such a cell is denoted by C7'y = CTNL. Annx---xn
configuration is a pair (B, W) where B, W C (g, are disjoint with BUW = Cg,,.
We index these by (B, W;) for [ = 0,...,2" — 1 where By = Wya_, = 0.

A local digital algorithm in the sense of [15] estimates V,, by a weighted sum of
configuration counts:

Definition 2.1. A local digital estimator Vq for V,, based on the image X Nal, is
an estimator of the form

2" —1
Vi (X) = af 37 wNfe(X)
=1
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where
N[”LC(X )= Z TvaBcxy L qaw,cray X

z€al.
is the total number of occurrences of the configuration (B;, W)) in the image and the
constants w; € R are called the weights.

Note that we assume the weights to be homogeneous in the sense of [15]. In all
the algorithms used in practice, the weights are homogeneous.

Suppose a grey-scale digital image is thresholded at level g € [0,1). This means
that the set of black lattice points is now {z € dalL.. | X(z) > 3}. Replacing X Nal,
by this set in Definition 2.1, the resulting estimator becomes

d
2n —1

V(B)g(X) =a’ Y wN(B)™(X) (2.1)

=1

where
NB)(X) = D LoxeraByc sy Liox (+am)cios)-

z€alLe

2.3 Local algorithms in the grey-scale setting

We now suggest a more general definition of local algorithms based directly on
grey-scale images. An n X --- X n configuration in the grey-scale setting is a point
0 (aCZy) € |0, 1]*". Each configuration must thus be weighted not by a finite col-

lection of weights but by a function f : [0,1]*" — R. This leads to the following

definition:

Definition 2.2. A local estimator Vq for Vi is an estimator of the form

V()g=(X) = at Y (B (aCl))

z€L,

where f:[0,1]" = R is a Borel function.

To ensure finiteness of estimators on compact sets, we assume that f(0) = 0
and, if p has non-compact support, we also assume supp f C (0, 1].

To ensure integrability of z — f o Qf(aCZO) when X is compact, we moreover
assume that f is bounded.

In the definition, one could of course let f depend on both lattice distance a > 0
and position z € R?, but due to the homogeneity and translation invariance of
intrinsic volumes, we restrict ourselves to the estimators in Definition 2.2.

Algorithms of this type have already been considered in [2] and [9]. Also (2.1)
is a special case of this, but Definition 2.2 allows a much more refined use of the

grey-values. Apart from (2.1), we shall mainly consider estimators with n = 1,
corresponding to estimators of the form
V(f)ghe(X) = a? ) f(0:(az)) (2.2)
z€L,

where f :[0,1] — R is as in Definition 2.2.
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2.4 Convergence in the design based setting

We shall investigate local algorithms for digital grey-scale images in the design based
setting. This may be modeled as the situation where X C R? is held fixed while the
observation lattice L. is the translation of I by a uniform random translation vector
¢ € C,. The mean of a local estimator applied to a grey-scale image is then

BV(f)g(X) = a'B Y f(6(aCly)) = a'™" | fob(z+aCio/H'(d2). (2.3)
ZE]LC Rd

As a natural way of assessing a local algorithm in the design based setting, we
study the mean estimator when the resolution goes to infinity. Ideally, the algorithm

would be asymptotically unbiased, i.e.

lim BV ()% (X) = V(X
lim EV(f)i(X) = V,(X)
for all sets X in some family S of subsets of R
In the case of surface area estimation, we more generally consider the worst case
asymptotic relative mean error as a measure for how well an algorithm works:

% limg, EV a%i X)—=Vi (X
Er(71)0.) = g [P

3 First order formulas

We first derive some abstract formulas, from which the first order asymptotic be-
haviour of the integral in (2.3) can be determined. These extend the formula by
Kiderlen and Rataj given in [5, Theorem 2| for PSF’s of the form pp to some larger
classes of PSF’s. Though only considered in their paper as a correction term to vol-
ume estimators, the formulas have applications to surface area estimation as well. We
first introduce some notation and state their results in the language of the present
paper.

For a closed set X C R? we let exo(X) denote the points in R? not having
a unique nearest point in X. Let £y : R%¥\exo(X) — X be the natural projection
taking a point in R%\exo(X) to its unique nearest point in X. We define the normal
bundle of X to be the set

N(X) ={(z, ﬁ) € X x 8z € R\ (X Uexo(X)), &x(2) = x}.
For (z,n) € N(X) we define the reach
0(X;z,n) =inf{t >0 |z +tn € exo(X)} € (0, 0.
Following [5], we introduce the class of gentle sets:

Definition 3.1. A closed set X C R? is called gentle if

(i) HI7H(N(OX) N (B x S1Y)) < oo for any bounded Borel set B C R%.
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(ii) For He1—almost all x € OX there exist two balls Biy,, Bow C R both contain-
ing x and such that B;, C X, int(B,u) € RN\ X.

The condition (ii) in the definition means that for almost all € 90X there is a
unique pair (z,n(z)) € N(X) with (x,n(x)), (z, —n(z)) € N(0X).

For n € S9!, we let H;, denote the halfspace {z € R* | (x,n) < t}. For short
we sometimes write H, = H,. For a set S C RY h(S,n) = sup{(s,n) | s € S}
denotes the support function and S = {—s | s € S}. Finally, @ denotes Minkowski
addition and for t € R, we use the notation ¢+ = ¢ v 0 = max{¢,0}.

We are now ready to state the first order formula [5, Theorem 2]

Theorem 3.2 (Kiderlen, Rataj). Let X C R? be a closed gentle set and A C R? be
bounded measurable. Let 3,w € (0,1] and B, W, P,Q C R% non-empty compact with
HYP), HYQ) > 0. Then

lima™!
a—0 —1
€ox

= / (@pp (ﬁ,n) _ @p@ (w, n) _ h(B D W’ n))*d%d_l
AXNA

" Loxer eramepn} ok 2 @rawiciowm } 2

where
7 (8,n) = sup{t € R | §""*(tn) > 3}
forn € St and B € (0,1].

Observe in the definition of ¢” that the continuous function
t— HH”’p(tn) = QH:tv"’p(O) = an’p(atn)

is decreasing so that @?(5,n) is finite decreasing for g € (0, 1].

3.1 The case of compact support

We first generalize Theorem 3.2 to PSF’s that are almost everywhere bounded and
compactly supported. Note how the open and closed ends of the intervals have
been switched in the statement of the theorem. For this reason, the functions ¢ are
replaced by

©”(B,n) = inf{t € R | 07" (tn) < B} = sup{t € R | 0" (tn) > B}.

Theorem 3.3. Let X C R? be a closed gentle set and A C R? bounded measurable.
Let I and J be non-empty finite index sets. Fori € I and j € J, let f;,w; € [0,1),
B;, W; C R? be non-empty compact, and p;, p; be almost everywhere bounded PSF’s
with compact support. Then

|
ima /ga)l((A) 11 Lo eramconn) g Lo s awciown }

- /axm<miﬂ{¢’”’ (Biyn) = A(Bi, n)} — max{e™ (wj,n) + h(W;,n)})TdHe .
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In the proof we shall use the following notation when a fixed x € X is under-
stood. We write H = H@n(z)m(@ and after possibly shrinking B;, and B,,;, we
assume that they both have the common radius r > 0.

For t € R and s € R? we write

0X(t;8) = 0X(z + a(tn + s)).

The map (¢, s) — 6X(t; s) is continuous when X is gentle since 90X @ B(e) | 0X as
e} 0 and H4(OX) = 0 so that by monotone convergence,

65 (¢ ') — 6% (t5)] = \ / e N C L
X—a(t'n+s’) X—a(tn+s)

<

pa(z — (x4 a(tn + s)))dz

/c’)XGBB(a(It—t’IHS—S/D)

/

goes to 0 for (t',s") — (¢, s).
For x € 0X and s ESCRd let

tX(a, B; s
tX(a, B; s
t¥(a,B; S
tX(a, B; S

When t — 6X(¢; s) is decreasing, we write
t*(a, B;s) = t1 (a, B;s) =t (a, B; s).

Since 0 (t; s) is independent of a, we sometimes just write 65 (¢;s), t(0, 3; s),
etc. Moreover, 0 (t;s) = 08 (t + (s,n);0), so

t1(0,8;5) = @(B,n) + h(S,n)
t7(0,8;) = ¢(8,n) — h(S,n).

Proof of Theorem 3.3. For any gentle set Y C R?, let

= inf{t € (=6(0X,x,—n),6(0X,z,n)) | 0X(t;s) < B}
=sup{t € (—6(0X,z,—n),0(0X,z,n)) | 0X(t;s) > B}
= sup{t} (a, ;) | s € S}
= inf{t*(a, B;s) | s € S}.

~— ~— ~— —

H ]1{0 i (z+aW;)C| Owj]}

jeJ

H 1 {7 % (@+aBC(811 }

el

Let D be such that B;, W}, supp p;,supp p; € B(D) for all 7, j. This ensures that
supp fXgX C 0X @ aB(2D) and hence by [3, Theorem 2.1] that

/_1 X)X (x)da = mem/ La(x) (3.1)

Sox(4)

5(0X;z,n)
x / S (@ tn)gy (@ + tn)dbpa-m (0X (@, n))
0
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where k,, is the volume of the unit ball in R™ and p,,(0X,-) are certain signed
measures of locally finite total variation.
First observe that

6(0X;x,m) 2aD
/ tm X (2 4 tn) g (z + tn)dt < t" X (4 tn) g X (z + tn)dt
0

[e=]

<m ta™(2D)™.

Since each pg_ has locally finite total variation and A is bounded, Lebesgue’s theo-
rem of dominated convergence and the identification of y;—; given in |5, Equation (8)]
yields

d
lima™t MK, / 1a(z)

2aD
x / T (@ tn) gy (o + tn)dtpta - (0X; d(w, m))
0
2aD

~ Jimay / @) [ F5(@ + tn)gX (@ + tn)dtpa 1 (DX d(z,n)
N(9X) 0

a—0

2D
= / ( lim Xz + atn) g (v + atn)dt) H (d)
axnA

a—0 DY)

if the limit exists. Thus we consider the inner integral for z € 90X fixed.
Observe that

05 (t;5) < 0X(t; 5), 01 (t; 5) < 0%"\Boe (1 5).

Thus
fE @+ atn) > £X(x + atn) = f2\P (2 4 atn) (32)
gPm(z + atn) < g (v + atn) < g]fd\B"“t (x + atn) '
and hence
20 2D
[ENBout (1 4 atn)gP (x4 atn)dt < [ (z + atn)gy (x + atn)dt  (3.3)
oD —2D
2D .
< [ gt s atm)g e e
—2D

If Y;, i = 1,2, are gentle sets for which ¢ — 6Yi(¢; s) are decreasing on (—2D,2D)
for all s with |s| < D, then

2D
/ (2 4 atn)gX?(z + atn)dt
—2D

min;e {t" 2 (a,B:;B:)}
_ / dt (3.4)

Y- Y7
min; t"2(a,B;;B;)}>max; t ! (a,wi; W,
maneJ{til(%wj?Wj)} { ZEI{ — ( Bu 1)} ]EJ{ + ( J J)}

_ : Yo LR Y1 . ) +
= (min{r(a, i B) — maae{ (0,0 W)})"



From now on, we assume 2aD < r. This guarantees that
x4+ a(B(2D) & [-2Dn,2Dn]) C conv(B;;, U Bout)

and thus (3.4) holds for Y; equal to By,, H, or R%\ B,,;. Here [z,y] denotes the line
segment between x and y. Moreover,

(HN (z+a(tn+ s+ B(D))) — avn)
RN By N (2 + a(tn + s + B(D)))

Bm
(H

(x + a(tn + s+ B(D)))
(x+a(tn+ s+ B(D))) + avn)
whenever av > r — /1% — a?(2D)?2. Tt follows that

OH(t +v;s) < 0Pn(t;s) < 0 (t;s)
01 (t;5) < 05\Bowe(t;5) < 08 (t — vy s)

- N
- N

for such v. Thus

t7(a, B ) — % (a, B 9)|, 1t" (a, B s) — %\ (a, B; )| < 0 (r — /i? — (2aD)?)

< Ma (3.5)
for some M > 0 depending only on r and D. Therefore,
2D . 2D
‘ fBin (2 4 atn)g® \Peut (z + atn)dt — fH(x + atn)g? (x + atn)dt| € O(a).
—2D —2D

But for all a,

2D
/ ff(x + atn)gf(w + atn)dt = (min tI_{((), Bi; B;) — max tf((), wj; Y/Vj))Jr
oD icl jed
= (min{p™(8;;n) — h(Bi,n)} — max{p? (w;, n) + h(Wj,n)})*.

el

Thus, the right hand side of (3.3) is forced to converge with this limit. A similar
argument applied to the left hand side finally forces the middle term to converge
with this limit as well, proving the theorem. O

Remark 3.4. If the one or more of the intervals [0, ;] or (wj,1] are replaced by
0, ;) or [wj, 1], respectively, with f3;,w; € (0,1], the theorem clearly holds with the
corresponding ¢ replaced by ¢ by a similar argument, as long as the intersection of
all the intervals does not contain either of 0 or 1.

3.2 Generalization to PSF’s with non-compact support

The proof of Theorem 3.3 generalizes to the case where supp p is non-compact and
satisfies:

Property 3.5. There is a C' > 0 such that p < C almost everywhere and the
function ¢ — — faHn p(z — tn)dz is continuous for every n € S4-1.
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The condition is satisfied for most PSF’s occurring in practice, e.g. if p is bounded
and p(z) € O(|z|F) for some k < —d. Property 3.5 clearly ensures:

Lemma 3.6. Let p have Property 3.5. Then t — 0%~ (tn) is decreasing C* with

iGH" (tn) = —/ p(z —tn)dz.
dt oH,

We first need some technical lemmas. Let

By integrability of p, limg . u(R) = 0.

Lemma 3.7. Let x € 0X and a > 0 be fized. Let K > 0 and 0 < R < r — 2aK,
and suppose p is a PSF with p < C almost surely for some C' > 0. Then there is a
constant M > 0 depending only on r, C, and K such that for allt € R and s € R?
with |s|, [t] < K,

0 <07 (t;s) — 07 (t;5) < Ma~ (R +als)™" + p(a™"R)
0 < O8\Bour (¢ 5) — 0 (15 5) < Ma (R + a|s|)** + pu(a ' R).

Proof. Observe that R is chosen so small that
x4+ a(tn 4+ s) + B(R) C conv(B;, U Byut)
whenever |s|, [t| < K. Since
Bin € H C B, UAURY (2 + a(tn + s) + B(R))

where

A= (H\Bj,) N (z +a(tn + s) + B(R)),

this ensures that
01 (t; s) < / pa(z — (z + a(tn + s))dz + a_d/ pla™(z — (z +a(tn + 5))))dz
Bin A
+ ad/ pla™!(z — (x + a(tn + 8))))dz
R\ (z+a(tn+s)+B(R))

< 05 (£ 5)) + a~C / (r — /iT = [7)dz + p(a'R)
Bi-1(Rtals])
<077 (t;8) + Ma™"(R+als)™ + pu(a ' R)

where BY1(D) denotes the ball in R¢"! of radius D.
The second inequality is similar, using

RNBu: € HU (RN\(z +a(tn + s) + B(R)))U B
with B = (RA\(Boy: U H)) N (x + a(tn + s) + B(R)). O
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When n € S% ! and s € R? are given, we shall say that 3 € (0,1) is a regular
value for O (- ) if t = 0 (t; 5) = 0 (t + (s,n); 0) has non-zero derivative on the
set {t € R | 0f"(t;5) = B}.

Lemma 3.8. Let v € 90X be fixed. Let p be a PSF satisfying Property 3.5 and
B C R4 a compact set. Suppose 3 € (0,1) is a reqular value for 02 (-; s) for all s € B
and let K > 0 be given. Then there is a function y(a) € o(1) such that for all s € B,

0\ (t:5) < for all t € (t7(0, 5:5) + y(a), K]
O (t;5) > B for all t € [=K,t"(0, 8; 5) — ~(a))
whenever a is sufficiently small. In particular, for a small enough
. A\ Byt
|tim(aa ﬁa 3) - tH<0767 S)|7 |t§ Vo (aa ﬁa 3) - tH(()?B) S)| < 7<a>
whenever s € B.

Proof. Since g(t,s) = L6[!(t; s) is continuous and g(t*(0, 8; ), s) < 0 for all s € B
by assumption, there is a 6 > 0 such that

M, =inf{—g(t"(0,3;5) + &,5) | s € B, |£] < 6§} > 0.

Let s € B, write ty = t(0, 3;5), and let |v| < §. By the mean value theorem there
is a |¢| < v such that

0 (to;s) — 0 (to + v 8) = —vg(te +&,5) > M.

Put R(a) = a® where ﬁl < e < 1. Lemma 3.7 shows that

0 < OF\Bo (155) — 0 (1) < Maa(R(a) + als])* + pla™ R(a)
for all ¢ € [ K, K]. Thus, whenever
5> v > M7 (Moa~(R(a) + als))™" + (™ R(a)))
we get
8> Mya '(R(@) + als)* + sl R(a)) + 0 (t0 + v; ) > 65Bos(ty 4 v )

and since v — O (t + v;s) is decreasing, this also holds when v > § as long as
t() —|— 1% S K
Thus we may take v(a) to be

v(a) = M (Maa™"(R(a) + asup{|s|,s € B} + u(a™" R(a))).

Then ~(a) € o(1) since e(d + 1) —d > 0 and lim, o p(a*') = 0. The claim about
6Bin is similar.

For the last claim, choose D > 0 such that u(D) < 8,1 —  and B C B(D).
Then for a small enough,

r+a(tn+s+ B(D))CB;,, CH
for all t € [—a~'r, —2D], so for such ¢,
05 (t;5) > 00 (t;5) > 1 — u(D) > B.
The claim for t{(a, §; s) now follows from the first part with K replaced by 2D.

The claim about tEd\Bo“t(a, ; s) is similar. ]
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We can now state the main theorem for PSF’s with non-compact support:

Theorem 3.9. Theorem 3.3 also holds for PSF’s p;, p; having non-compact support
and satisfying Property 3.5 if B;i,w; € (0,1) are reqular values for 0" (-:b) and
65"’”(-; w), respectively, for alln € S4=' b € B;, and w € W;.

Proof. The proof goes as in the case of compact support. We now choose D such
that (D) < min{f;,1 —w; | i € I,j € J} and all B;,;W; C B(D) to ensure
that supp fXgX C 0X ® aB(2D). The same argument then reduces the proof to a
computation of the limit as a — oo of

2D

X (x + atn)gX (x + atn)dt (3.6)
—2D

for each x € 0.X.
We still have the inequalities

RN Bout - Bin X X Bin RN By,
fENBou gBin < fX X < fBin R Bour

d
However, §5 and gr\Bour may not be injective. It is still true that

2D
ffi” (x + atn)g(ﬂfd\B"“t (x + atn)dt
-2D ) (3.7)
< (min{t™ %" (a, 53 B;)} — max{t}" (a,00,W;)}) "
1€ J€

Moreover, Lemma 3.8 yields
fil @ + alt = y(a))n)gl (x + a(t + y(@)n) < fFV (2 + atn)gl» (x + atn)
and hence
(min{t (0, 65 B;) = 7(a)} — max{t (0,05 Wy) +7(a)}) "

20 (3.8)
< / fRNBout (1 4 atn)gPim (z + atn)dt.
2D

Both the right hand side of (3.7) and the left hand side of (3.8) converge to

o H ) H . +
(min{tZ (0, B Bi)} — max{t(0, ;W) })
by Lemma 3.8. Thus (3.6) is forced to converge with the same limit. O

Remark 3.10. The condition that [ is a regular value is easily satisfied given
Property 3.5, e.g. if p > 0 almost everywhere.

4 Applications to surface area estimation

The formulas of Section 3 have implications to surface area estimation. We derive
some of these below.
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4.1 Thresholded images
Theorem 3.3 and 3.9 apply directly to local algorithms for thresholded images:

Corollary 4.1. Let X C R? be compact gentle, 3 € [0,1), p a PSF and (B;,W)) a
configuration. Suppose B; = B, W; =W, B; = w; = B, and p; = p; = p satisfy the
conditions of either Theorem 3.3 or 3.9. Then

li d—1 alLe — T -1 1 1
lim " EN(B);(X) = linya e 0% (=+aB)C(81]} {03 awncon } 7

- /aX<—h(Bz ® Wy, n))TdH! (4.1)
= lim a? P EN™(X).
a—0 !

In particular, if Vi1 is a local estimator for black-and-white images,

. 9 alLe 1 “ralle
}E}% EV(8)a-(X) = clll—{no EViZH(X).
The last equality in (4.1) is [5, Theorem 5.
The asymptotic mean of surface area estimators applied to thresholded images is
thus the same as for black-and-white images, so the asymptotic results in [4, 15, 16]
carry over:

Corollary 4.2. Let d > 1 and let Vy_y a local algorithm. Let p and B be as in
Corollary 4.1. Then f/(ﬂ)d,l 18 asymptotically biased on both the class of r-reqular
sets (see Definition 5.1 below) and on the class of compact convex polytopes with
non-empty interior.

4.2 Surface area estimators with n =1

Consider the number of pixels with threshold value in some interval I C (0, 1)
N (X) = [{z € ale | 0, (2) € I}

where | - | denotes cardinality. This corresponds to the case n = 1 in Definition 2.2
with the function f = 1;. Theorem 3.3 and 3.9 yield:

Corollary 4.3. Let X C R? be a compact gentle set, (8,w] C (0,1), and p a PSF.
Suppose p; = B, w; = w, B; = W; = {0}, and p; = p; = p satisfy the conditions of
either Theorem 3.3 or 3.9. Then

lim o™ EN? (X) = / (07(B,n) — o (w,n) M. (4.2)
0X

a—0

In particular, if p is rotation invariant, ©°(8) := ©?(B,n) is independent of n € S,
50

L@ (8) — 0"(w) NGy (4.3)

18 an asymptotically unbiased estimator for Vy_1 on the class of compact gentle sets.
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Remark 4.4. If one or more of the open and closed ends of (3, w| are changed, the
corresponding ¢ should be replaced by ¢ in (4.2), yielding a similar statement for
all I C (0,1).

For I = (0,1) and p = pp where B is the closure of its interior, this implies

lim a® ' EN® (X) = / h(B ® B,n)dH"".
0X

a—0 (0,1)

In particular, if X and B are convex, this is the mixed volume 2V (X[d—1], B® B),
see |12, Section 5.

Remark 4.5. Even if the grey-values in the output data are grouped into finitely
many (at least three) intervals, an estimator of the form N; can still be applied.

Suppose p is as in Theorem 3.3. The limit in (4.2) can also be written as
| e = it = [ i = [ ] gadmant
ox ox ax J(0,1)

where 1, for n € S9! is the Lebesgue-Stieltjes measure defined by the increasing
right continuous function § +— —¢?(5,n).

Lemma 4.6. For any Borel set A C (0,1), the function S%1 — R that is given by
n +— pn(A) is Borel measurable. In particular, for any compact gentle set X C R,
there is a Borel measure u~ on (0,1) defined by

X (A) = / / 1 adp,dH*.
ax J(0,1)

Proof. Since ¢? : S%71 x (0,1) — R is measurable, n > yu,(A) is clearly measurable
for A belonging to the intersection stable collection of (3, w] for 5,w € [0,1). The
claim now follows from Dynkin’s lemma. O

Introduce the image measure
= a0 (6
n (0,1). If f:(0,1) — R is bounded measurable,
EV(f)is(X) = o fpg
0,1

Similarly, by standard arguments,

fdu* = / FdpndH .
(0,1) 09X J(0,1)

Theorem 3.3 and 3.9 yield:
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Corollary 4.7. If p is as in Theorem 3.3, uX converges weakly to u*. In partic-
ular, for any f : (0,1) — R that is bounded measurable and p~ -almost everywhere
continuous,

lim EV(f)§5(X) = [ fdp’, (4.4)

a—0 (0’1)
If p satisfies Property 3.5 and [B,w| C (0,1) contains only regular values for
05 (+;0) for all n € S*', the restriction of uX to (B,w) converges weakly to

a
restricted to the same interval. In particular, (4.4) holds in this situation as well if

supp f C (B, w).

Proof. Suppose first that p is as in Theorem 3.3. Taking f = 19, shows that
X _ X
Clll_l;%lua ((07(")]) =p ((0,&]])

for all w € (0,1). Moreover, Remark 3.4 shows that

lim 4 X((0, 1)) = /8 (@0 = P

a—0

By monotone convergence, this equals

Pt ((0,1)) = sup 1 ((0,w])

— sup /a (@0 = ¢ )

w<1

= | (@0 = intler o mpart

— [ (@0m) = @ myin
X
The weak convergence follows. The non-compact case is similar. O]

If p is rotation invariant, ¢”(5) = ¢”(5,n), and hence p := p,, is independent
of n € S, Thus (4.4) reduces to:

Corollary 4.8. Suppose p is rotation invariant. Under the assumptions of Corol-
lary 4.7,

hrr(l)EV(f)le:“l(X) =2Vd_1(X)/ fdp.
a— (071)

That is, ‘A/(f)d,l is asymptotically unbiased if and only if 2 f(o N fdu = 1.

If p is not rotation invariant, we can get bounds on the worst case asymptotic
relative mean error instead:

Corollary 4.9. Under the assumptions of Corollary 4.7,

) /0 Fdn — 1’ (4.5)

with equality if p is reflection invariant or f satisfies f(x) = f(1 —x).
For any f, the function f(x) = 5(f(x) + f(1 —x)) satisfies f(x) = f(1 —z) and

Err(V(facr) < Er(V(fas).

Err(V(f)a_1) < sup

neSd-1
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Proof. Err(V(f)4_1) is given by

lim, o BV (f)%e (X 1
sup 00 FNG) (f)d—l( ) . 1‘ = sup le(X)_l/ / fd,unde_l _ 1‘
Xes Vi1 (X) Xes
< sup Vi1 (X) / / fdun——’ dH™!
Xe
< sup /fdun—l‘
neSd—1

Let n, € S%! be a sequence with |2 fol fdp, — 1‘ converging to the latter

supremum and choose an orthonormal basis uj, ... ,ug_l for n{ and a sequence
t > 0 such that limg_,o, ¢t = 0. Observe that p,(A) = p_,(1 — A). Assuming p
reflection 1nvar1ant or f(z) = f(1 — x), the asymptotic relative bias on the sets

0, txny] B EBZ 1 [O ut] thus converges to the right hand side of the inequality.
The last claim follows from

lim, 0 BV (f)555(X)
Va1(X)
. 1( lim, o BV (£)5-5(X) 1‘
2 Vi1(X)

—1

limgo BV ()5 (=X) 1D
Vi-1(—=X) .

5 Second order formulas

To obtain a second order version of Theorem 3.3, we need to be able to control
the second order behaviour of the boundary of underlying set X C R?. We assume
throughout the section that d > 1. Thus we shall restrict attention to the class of
r-regular sets:

Definition 5.1. A closed subset X C RY is called r-regular for some r > 0 if for all
x € 0X there exist two balls By, and B,y of radius r both containing x such that
Bin € X and int(Byy) C Rd\X . The unique outward pointing normal vector at x is
denoted by n(x).

It can be proved [1] that if X is r-regular, then 90X is a C' manifold with
H4'-almost everywhere differentiable normal vector field. In particular, its principal
curvatures kq,...,kq_1 < r %, corresponding to the orthogonal principal directions
€1,...,eq_1 € TOX, can be defined almost everywhere as the eigenvalues of the
differential dn. Thus the second fundamental form II,, on the tangent space T,0X
is defined for H% '-almost all z € 9X. For Zl L e, € T,0X, Il is the quadratic

form given by
d—1 d—1
11, (Z 04@-61) = Z ki(z)a
i=1 i=1

whenever d,n is defined. In particular, the trace is Tr I = ki + - - - + kq_1.
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The integrated mean curvature 27(d — 1)~'V;_ can thus be defined [1] for -
regular sets by

™

1
Vi o(X) = 5 /a ; Tr(ID)dH*".

Let T°0X = {(z,a) | a € T, 0X, |a] < e}. We need the following lemma. A proof
can be found e.g. in [14].

Lemma 5.2. Let X be an r-reqular set. There is a unique function q : T"0X — R
such that for o € T,0X, q(x,«) is the unique q € [—r,r] with  + o+ gn(zr) € 0X.
There is a constant C > 0 such that

q(z, ) < Claf?
for all (x,«a) € T"0X. Moreover,

lim a~*q(z, aa) = —11I,(a).

a—0

We also make the following observation:

Lemma 5.3. If X is r-reqular, K > 0, and p has compact support, then for all a
sufficiently small, the map t — 0X(t;s) is decreasing on the interval [—a=tr,a=1r]
for all s € B(K).

Proof. Suppose supp p C B(D). By Lemma 5.2,
(x+a(tn+s+BD)NX —avn C (xr+a((t—v)n+s+ B(D))NX

for all s € B(K),v >0, and t,t —v € [—a"'r,a”'r] whenever a is sufficiently small.
Hence,

o :5) = | palz = (@ + al(t — v)n + )))dz
(z4a(tn+s+B(D)))NX—vn

<

/ pa(z — (x4 a((t —v)n+s)))dz
(z+a((t—v)n+s+B(D)))NX

=0X(t —v;s).
[l

For z € R and n € S¥, we write z = (2,1, 2,) where 2z, = (z,n) € R and
2,1 € nt is the projection of z onto n*.
Let x € 0X. Define the quadratic approximation Q(z) to X at = by

Qz) = {z € R | |(z = 2)n| < —31L((z — 2)n1)}-
If x € 0X is understood, we simply write @ := Q(z).

Definition 5.4. Suppose p is continuous with compact support. For x € 0X and [
a regular value for 8 (-;s), define

Y1 (E7(0, Bo; ); )
Yo (70, Bo; 5); 5)

d
= —1 (t7(0, Bo; 8); 8) == t7 (0, B; 5)|5=5,

¢Q<x)(ﬁo; s) = %t (
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where

(s s) = —% /( . IL.(2)p(z — sp1, —t — 8,))dz

Po(t;s) = —EHH(ZS s) = / p(z — s, —t — s,))dz.
dt ()t

Lemma 5.5. Let X be r-reqular and x € 0X. Suppose p is continuous and has
compact support. Let B C R compact and assume By € (0,1) is a reqular value
for 0L (-;s) for all s € B. Then the function (a, s) — t%(a, Bo; s) extends to a well-
defined C' function on (—¢,e) x U for some € > 0 and U 2 B open so that for all
(a,5) € (0,6) x U, t%(a, Bo; 5) is the unique t with 09(t; s) = By. Moreover,

t9(a, Bo; ) = t"(0, Bo; ) + av?(Bo; s) + o(a)
and supyc |t9(a, Bo; s) — t1(a, Bo; )| € O(a).
Proof. First observe that

02 (t;5) = 0.1 (t;5) + 09\ (t;5) — 019 (t; ).

Suppose supp p, B C B(D). We first rewrite the latter terms:

oM (£, 5) = / pa(z — (x +a(tn + s)))dz
Q\H
OV Z L
—d 2 -1 -1
(a Zpl — Spi, a0z — (t+ 8,))dzpdz, 0
nt
O\/ Z J_)
1/ / p(2ps — Spi,a 2y — (t+ 8p))dzpdz, s
nt (2D)

oV 7211 Z’nJ—
- a/ / p(ZnJ- — Spt, Q2n — (t + Sn))dzndan
" (2D)

where B" (2D) is the ball in nt of radius 2D. Similarly,

0H\Q(t; 5) = a/ / (Zpt — Spi,azp, — (t+ 8p))dzpdz, 1.
nt2p) Jon(~5 11z, 1))

This computation shows that 09 (¢; s) extends continuously to a well-defined function
for all (a,t,s) € R*™. Denote this function by

-5z 1)
Bla,t;s) = 0f (t;s) + a/ / p(zpt — Spi,az, — (t+ 8p))dzndz, .
nt(2D
The assumptions on p imply that 3(a,t;s) is Ct in (a,t,s) and

1
iﬁ(a,t; s)= — —/ (21 ) p(zns — Spr, —az1(z,0) — (t+ $p))d2,0
da Bn(2D)

2
d . _ d Hy.
Bla,tis) = 207 (tis) +a /B o (e = S0 = (4 50)

— pzpe = Spr, —as(z,10) — (t+ sn))>dan.
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Again, these functions are clearly continuous.
In particular, at a = 0 we obtain

B(0,t;s) = 05 (t; 5)

1
i5(&,1&; 5)ja=0 = ——/ H(z, ) p(zpe — Sy, —(t+ 8,))dz,1
da 2 nd

i@g(t; s).

d
Eﬁ(ay t;8)ja=0 = 7

Since 5 (0,¢; s)|t 17(0,80;5) < 0 for all s € B by assumption, the implicit function
theorem ylelds that in a neighborhood of the compact set {0} x B, the solution ¢ to
B(a,t;s) = By is given by a C* function (a, s) — t9(a, Bo; s) with

da (a t7(0, Bo; 5); 5)ja=o0

tQ(avﬂO;S) :tH( 507 ) (O t 3)| " )
3 Uy t=tt(0,80;s

+ o(a).

The last claim follows from the mean value theorem, since for 0 < ag < 5,

d
|tQ(a07 ﬁﬂa 8) - tH(07ﬁ07 S)| - aO‘%tQ(a’a 607 8)|a:a’

d
< apsup {‘%tQ(a’v Bo; s)

ae[0,5],5 € B}
where @’ € [0, ag] and the latter supremum is finite by continuity. O

Lemma 5.6. Let X be r-reqular, x € 0X, and B C R% compact. Let p be continuous
with compact support. Then there is a function A(a) € o(a) such that

02 (t; 5) — 07 (5 5)] < AMa)

for allt € [—a~'r,a™'r] and s € B.

If, moreover, By is a regular value for O1(-;s) for all s € B, there is a constant
M > 0 such that for all s € B,

|tQ(aa /805 S) - tX(av ﬁOv S)| S M/\(CL)
Proof. Suppose B,supp p C B(D). Observe that

090t ) — 0X (£ 5)] g/ pu(z — (@ + altn + 5)))dz
Q\XUX\Q

— Hz L) \/a’2q(:r:,aznl)
= a/ / P(znt — Sp1,az, — (t+ sp))dzpdz, .

—;Hz 1) /\a*2q(zaz 1)

< asupp/ o) |§H(an) +a%q(x, az,1)|dz,. .
nt (2D

As |31(z,1) + a™%q(x,az,.)| is bounded for z,. € T?POX and a € (0,55]
Lemma 5.2, the same lemma combined with Lebesgue’s theorem yields that

by

AMa) = asupp/ |5 1(2,1) + a %q(z,az,.)|dz,. € o(a).

't (2D)
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Now suppose 3 is a regular value for 6(-;s) for all s € B. The function
46(a,t;s) from the proof of Lemma 5.5 was continuous in (a,t,s), so there is a
neighborhood of the compact set {(0,t(0,8y;s),s) € R*™ | s € B} on which

jt (a,t;s) > 0. In particular, there are constants ¢, ¢, M; > 0 such that

d
_inf {Eﬁ(a,t; 5) ’a € [0,2], s € B, |t — (0, fy; 5)| < 5} — M,.

Thus for a € (0,¢) and ¢, + v € [tT7(0, Bo; s) — 6, t7(0, Bo; s) + 6],
02 (t +v;s) — 02 (t:5) < =M.

Hence,
0X(t +v;s) — 09(t; 5) < Ma) — Myv.

As lim, 0 t%(a, Bo; s) = t11(0, By; s) uniformly for s € B by Lemma 5.5,
|tQ(a7 /607 S) - tH<07 607 8)‘ < %6

for all s € B and a sufficiently small. Thus, if 09(¢; s) = Sy, then 0X(t + v;s) < By
for 16 > v > M;"A(a). So if a is so small that 16 > M A(a),

t*(a, Bo; 8) — t9(a, fo; s) < My 'Ma)
for all s € B. The other inequality is similar. O

Theorem 5.7. Let X be a closed r-regular set and A C R? be bounded measurable.
Let I and J be non-empty finite index sets. For i € I and j € J, let B;, W; C R?
be non-empty compact strictly convex sets and let p;, p; be continuous PSF’s with

compact support. Suppose that B;,w; € (0,1) are reqular values for 05{"’“(-; b) and
HH" P (- w), respectively, for alln € S4=1, b € B;, and w € W,. Then

/ Hﬂ{e Pi (g 4aB;)C (B, 1]} H {6277 (a+aw;)Clo, wj}}d

Ez?X 16[

:a/ (t7(0, 8; B) — t1(0,00; W)) "dH*
0XNA

2 1 H . D2 4H T2
i /axm (2 o H(t_ 0.5 B = (0.3 W) )]l{tif(o,ﬁ;Bbtf(o,w;W)}

+ ( ér}lm {Y9ri(B;, By)} — IEI}E}X {p@rs (wj; W )})]l{tfj(oﬁ;g)»f(o,w;W)}

+ ( gll/ln {v9* (8, B))} — [max {95 (w;; VVJ)})+]l{tfl(0,ﬁ;B):tf(0,w;W)})de_l
+ o(a?).

The following notation is used in the theorem and its proof:

(0,6 B) = min{t* (o, 5 B)}
1 (0, w; W) = max{t(a,w;; W))}.
J
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Moreover, I, J" are the index sets

I'(n) = {io € I [ t"(0, 8; B) = t"(0, Bi; By}
J'(n) = {jo € J |t (0,w; W) = (0, wjo; Wj,) }

and

P (B By) = PP (855 by(n))
YO0 (w5 Wy) = O3 (w5505 (n))

where bj(n) € B; and w;(n) € W; are unique with h(B;,n) = (b(n),n) and
h(W;,n) = —(w;(n), n), respectively.

Proof. For an r-regular set X, the formula (3.1) simplifies for 2aD < r to the Weyl
tube formula

[ 1@ @da
— r m—1 X T n X . n)dts,, d—1 "
—Z/amf_j X (@ +tn)gX (x4 tn)dts, i (k)H " (dz)

where D is chosen as in the the proof of Theorem 3.3 and s,,(k) denotes the mth
symmetric polynomial in the principal curvatures. Again

a_Q/ t" X (w4 tn) g (x 4+ tn)dt < m~ta™2(2D)™

and hence Lebesgue’s theorem yields

d .
lima?$ / / £ X @+ tn) g (0 + tn)dbse (k)H (o)
m=2+0X J—r

a—0

- /8 i (]im / - tfX(z + atn)gy (z + atn)dt) s1(k)YH*™ ! (dx)

a—0 _9D

if the limit of the inner integral exists. The m = 1 term will be treated separately.
Again we get the inequalities (3.2) for all a small enough and thus

R4\ By,
%(( ( 67 ) )2 (t+ \ t(a'7 w’ W>+)2)1{t}fin(a,ﬁ;B)>t§d\Bout(a,w;W)}

2D
- / tffd\B"“t (z + atn)gPm (z + atn)dt
0

2D
< / tfX(x + atn)gX (z + atn)dt (5.1)
0

= LN (0, 5 BV — (5 0, W) )T

2D
< / tfPm (2 + atn)g¥ NP (x + atn)dt
0
{2\ Bout (q,:8) 517 (a,wsw) }
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so (3.5) forces the middle integral to converge to
L((0, 8; B)T)? — (¢5(0, w; W)+)2)1{t§(o,ﬁ;3)>tf(o,w;W)}~

The integration over [—2D, 0] is similar, except the inequalities in (5.1) are switched.
It remains to determine the asymptotics of

2D
o [ (e at)g (oo atmdt— (10,55 B) — (0,5 W)Y o)
oXnA J—2D
(5.2)
The proof of Theorem 3.3 yields M, e > 0 depending only on r, p, and D such that
D
(70,8, B) — t(0,w; W) — 2Ma)" < / X (x + atn)gX (x + atn)dt
-D
< (t%(0,8; B) — tf(O,w; W) +2Ma)*

for all a < . Hence

al( * X (x4 atn)gX (x + atn)dt — (t7(0, p; B)—tf(o,w; W))*) <2M, (5.3)

—2D

allowing us to apply Lebesgue’s theorem to (5.2). Since 6X(-;s) is decreasing by
Lemma 5.3,

2D

X (2 + atn)g (x + atn)dt = (12 (a, B; B) — t5 (a,w; W) ™.
—2D

By Lemma 5.6,
(2 (a, B B) = £ (a, 03 W) " = (t2(a. 5 B) — 15 (0,05 W) |
<[t%(a, B B) = t*(a. B B)| + [t (a,w;s W) =t (a, ;W)
< max sup{[2(a, Bisb) — ¥ (a, B; b)[} + max sup {1(a, wj; w) — £ (a, w53 w)]}
i€l peB; J€J wew;
<2M\(a).
Hence the limit of (5.3) equals the limit of
CLil((t?(&a ﬁ; B) o t?(aa W W))Jr - (tI—{(()? ﬁ; B) - tf(oa W W))+) (54)
The last part of Lemma 5.5 yields that

1t9(a, B; B) — t%(a,w; W)| — [t7(0, 8; B) — (0, 0; W)]|
<[t%(a, B; B) = (0, 8; B)| + [1$(a, w; W) — £4(0,w; W)
<2Ma

so that (5.4) equals

a”’ ((tﬁ?(a, B; B) — (0, 8; B) — (1% (a,w; W) — (0, w; W)y (0,8, 8y508 (0.0

+ (t%a, B; B) — (0, 8; B) — (t%(a,w; W) — (0, w; W)))Jr]l{tIf(O,/B;B):tf(OM;W)})
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for sufficiently small a.
As B; is strictly convex, there is a unique b; € B; with h(B;,n) = (b;,n). In
particular,

min inf {t"(0, 3;;0)} = melln t9(0, Bi; b)) = (0, Biy; by ) (5.5)

i€l beB;

for all ig € I'(n).
Since b+ t9(a, B;; b) is continuous and B; is compact, there is a b;(a) € B; for
every a such that
] Q - — 4@ b
bleani{t (a, Bi;b)} = t%(a, Bi; bi(a)).
On the other hand, Lemma 5.5 yields an M > 0 such that for all b € B;,

[t9(a, Bi;b) = (0, Bi; b)| < Ma.
Thus t9(a, Bi; b;(a)) < t9(a, B;; b;) implies that

Strict convexity and compactness of B; thus implies that lim, .o b;(a) = b; and again
continuity yields

lim t?(aéﬁi; B;) = lim tQ(@> Bi; bi(a)) = tQ(0>5i; bi) = til(oaﬂi; B;).
a—0 a—0
Using (5.5), this yields
t9(a. 6 B) = t2(0, 6 B) = min {#%(a. 5 By) — ¢2(0, Bi; By)}

1€l’(n)

for a sufficiently small.
On the other hand, Lemma 5.5 shows that there are a/,a” € [0, a] such that

t9(a, Bi; bi) — t7(0, Bis b;) = aditQ(a, B33 bi) ja=a’
a

19(a, 6 i) — 170, () = o190, B (@) o

Subtracting these equations and using t# (0, 8;;b;) < tH(0, B;; b;(a)) yields
0 <a '(t%a, Bi, bi) — t%(a, Bi; bi(a)))
d d
< — Q . ) — — —all.
= da 13 <a7617 )|a =a da t ( Bz: z( ))\a—a

The right hand side goes to zero for a — 0 by continuity of (a,b) — “£t%9(a, f;b),
SO

iel’(n) a—0

= min {lim o™ (t%(a, B;; bi(a)) — t(0, Bi; b;))}

i€l’(n) a—0

= min {lim a™" (t%(a, B;; b;) — t7(0, Bi; b))}

i€l’(n) a—0

= min {?"(53;b;)}.

i€l’'(n)

The W terms in (5.4) are handled similarly, completing the proof. ]
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The next theorem is a modification intended for estimators of the type (2.2). For
n € S let v, be the signed measure

Vp =V — 12

where v} is the Lebesgue-Stieltjes measure on the interval (0,1) defined by the
function 5 — —%(gp”(ﬁ, n)™)? and v2 the Lebesgue-Stieltjes measure defined by the
function 8 — $(¢”(8,n)7)>.

Theorem 5.8. Let X be a compact r-regular set. Let p be continuous with compact
support such that all 8 € (0,1) are reqular values for 05 (-;0) for all n € S*'. Let
f:[0,1] = R have supp f C [B,w] for some $,w € (0,1) and suppose f is C' on
(B,w) with f" bounded and that fi(B) = lim,_a+ f(x) and f_(w) = lim,_,~ f(x)
exist. Then

fobXdH =a fdux
R¢ (0,1)

2 v v _1 1 nHn (4. .
ta /ax (T i g 2/Rf(eo (t,O))L 12)p(= — tn)dzdt

1 B(3:0) — (@) o>>dﬂ“
+ o(a?).

Proof. Since |fo0X| < M1 yxgaepp)y for some M > 0 if supp p € B(D), we still have
the formula

d aD
a? | fobX(2)dz=a"? Z / / t" o 0 (z + tn)dtsp,—_y (k)YH ™ (dx)
m=1 70X J—aD

R4

and the same arguments as in the proof of Theorem 5.7 show that Lebesgue’s the-
orem can be applied to determine the limit of terms with m > 2 and that all terms
with m > 3 vanish asymptotically.

For a Borel set A C (0, 1), let

D
Vpo(A) = / t1 an(p.w) (0 (x + atn))dt.
0

This defines a measure concentrated on (3, w) where it coincides with the Lebesgue-
Stieltjes measure determined by the function o — —(t* (a, a; 0)*)% Tt follows from
the proof of Theorem 5.7 and the same arguments as in the proof of Corollary 4.7
that v, , converges weakly to v} and hence

D
lim [ tfo6X(x+ atn)dt = lim fdv) = fdv}.
a—0 0 a—0 (071) ) (071)
The integration over [—r, 0] is handled similarly, showing that
D

lim tf o 0X(x + atn)dt = fdv,.
=0/ p (0,1)
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It remains to consider the m = 1 term. The assumptions on (-, n)~! = 6l (-;0)

ensures

1 d D
= — B = o 05 (t; 0)dt.
g = [ o) e mas= [ poolwo

Thus we must determine the limit of
D
al/ / (f 00X (t;0) — f o 0f (t;0))dtdH* .
ax J-D
Note that
|f 06 (t;0) — f o 65 (£;0)] < sup|f[16(t;0) — 65 (£;0) |14, + sup | f|Lrya, 0,

where

Ay = {t € (=D, D) | 0 (t:0),04'(£:0) € (8,)}
Ay = {t € (=D, D) | 9 (£:0),6'(£:0) ¢ (8,)}.

By the proof of Theorem 3.3,

HYR\A; U Ay) = |t¥(a, B;0) — (0, 3;0)| + [t* (a,w; 0) — t7(0,w; 0)|
S Mla

where M, can be chosen independently of x by r-regularity. Moreover,
10 (:0) = 05/ (t:0)] < max{|67 (£:0) — 05" (£:0)|, |05 (£:0) — 65 (15 0)[}
<a™ Supp/ (r— /12— |z]?)dz
aB1~1(D)
S MQCL
where M, is again uniform by r-regularity. Hence

D
| [ oo - soas o>>dt' < 2D sup | 1My + sup | £|M,

D

and thus we can apply Lebesgue’s theorem to the m = 1 term as well if only we can
determine the limit of

a! /D (f 0 0X(;0) — f o0 (t;0))dt. (5.6)

-D

By Lemma 5.6,
D
ot [ 17 o030~ g0 o0y
-D

D
< 0_1/ (sup | /|10 (£;0) — 62(¢; 0)|1 5, + sup | [l 1R\ (B UBy))dt
_D

< 2DMsa""Ma) + a *sup | f|H' (R\(B, U By))
< 2DMza '\a) + Mya M a).
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for some M3, My > 0 where

={t € (=D, D) | 67 (£;0),02(t;0) € (8, w)}
={t € (=D, D) | 67 (£;0),02(t;0) & (8, w)}.

Hence the limit of (5.6) equals the limit of

[ (go0R0) - pontiwona

-D

As in the proof of Lemma 5.5, 09(¢;0) extends to a C! function B(a,t;0) for
(a,t) € R?. Introduce the following sets:

Ci(a) ={t € (=D, D) | B(a,t;0), 8(0,%0) € (B,w)}
Cila) = {t € (=D, D) | B(0,£;0) < B < B(a,t;0)}
Ci(a) ={t € (=D, D) | B(a,t;0) < g < 5(0,0)}.

First consider

|foB(a,t;0)— fopB(0,t0)|1e @ < asup|f’| sup {%ﬁ(a,t; 0)}]101(a)

(at)eB

where B is a compact neighborhood of {0} x ¢([w, 8], n). It follows that

lim a_l/ (f 0 09(t;0) — f o 6 (t;0))dt
Ci(a)

a—0
= / lim ]lcl(a)a_l(f o f(a,t;0) — f o B(0,¢;0))dt
R a—0
d
= 1 — t: _odt
/]R Cl(O)dafoﬁ(aa 70)|a70

1
2 6t — tn)dzdt.
2 /@((ﬁ’w)yn)f( o (; (J))/nL I(2)p(z — tn)dzdt

Next Cj(a) U C3(a) is the interval
70, ; )]lcl +19(a, B; )]102(a (0, 8; )102 (@ +1°(a, B; )]lcl )]
and
Let@ucz(a y(foB(a,t;0) — fop(0,t0) = foBla,t; 0)]105((1) —fo 5(0775;0)105(@
Let € > 0 and t € Cj(a). Then
[t —7(0, 3;0)] < [£7(0, 5;0) — t%(a, B;0)| < Maa
and hence

|f o B(a;t;0) — f 0 B(0,£0) = f1(B)] = |f o Bla,t;0) = f(B)] <

9
M,
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for a sufficiently small, since /3 is continuous. A similar argument for ¢ € C’g(a) yields

afl

/ (f 0 Bla,0) = £ 0 B(0,£:0) — £+ (8) Loy (t) — 1c;(a><t>>>dt\
CL(a)uCZ%(a)

—_= a_l

t%(a,5;0)
L (0 Blati0) + 1o 50,50) = L8

(0,8
tQ(a 0)
€
—dt‘
‘ / 0,830 Ma

for all a sufficiently small. It follows that

lim al/ (f o B(a,t;0) — f o B(0,t;0))dt = lima™" /tQ(aﬁ K f+(B)dt
a—0 C1(a)UCh(a) T a—0 g0

= (lli_r%a’l(tQ(a,ﬁ; 0) — t"(0, 8;0)) f+(B)
= 9%(8;0) f+(8).

The w terms are handled similarly. O]

6 Applications of the second order formula

6.1 Thresholding

In the case where a grey-scale image is thresholded at level 5, Theorem 5.7 reduces
to:

Corollary 6.1. Let (B;,W;) be a configuration. Let X and p be as in Theorem 5.7
and let B € (0,1) be a regular value for 05 (-;¢) for all c € BiUW; and n € S*'.
Then

EN(B)™(X) = a / ({1 W)

wat [ (B0 = B = (50 + W) T 1
+ min {$(6:;0)} — mex {sz(@, ))1

beB;" (n) wew,” } {h(Bl®Wl’")<0}

+ —
+( IIllIl {wQ(ﬁ b)} _wer{/lV?}in){,(ﬁQ(B’w)}) ]l{h(BzEBWz,n):0}>d/Hd 1

bEB

+ o(a®).

Here S*(n) is short for the support set {s € S | h(S,£n) = (s, £n)}. Comparing
with the formula [14, Theorem 4.3| for the black-and-white case, the first order term
is the same, whereas the second order term now depends on p and . However, if p
is reflection invariant and g = %, then ¢”(8,n) = 0 and the first line in the second
order term is the same as in the black-and-white case.
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If suppp € B(D) and ¢ € B, U W), then ¢*(5,n) € (—D, D) and hence
(@O P (B c) + LI (c)| < Lr7H(D? + 2dn®D).

Thus, if p is concentrated near 0, so that #%(z) approximates the Dirac measure
9.(X), the formula is close to the corresponding formula in the black-and-white
case.

6.2 First order bias of surface area estimators
For surface area estimators, Theorem 5.8 yields:
Corollary 6.2. Let X, f, and p be as in Theorem 5.8. Then a first order expansion
of
EV(f)i<(X)=at | fofXdH™ '
Rd

s given by Theorem 5.8.
In particular if p is reflection invariant, then 1 — 6 (¢;0) = 6" (—t; 0). If, more-
over, f satisfies f(z) = f(1 — z),
fdv, =0
(0,1)
f1(05™ (£:0) = —f' (65" (~t; 0))
Fe(B)YC(8;0) = £-(1 = )Y (1 = 80).

Thus the second order term in Theorem 5.8 vanishes. This yields:

Corollary 6.3. For X, f, and p as in Theorem 5.8 with p reflection invariant and
fl)=f(1-x),

V(DRS00 = [ fdux + ofa).
(0,1)

Recall that the condition f(z) = f(1 — x) was already justified by Corollary 4.9
in order to minimize the asymptotic bias.

Example 6.4. Assume p is rotation invariant. Under the assumptions of Theo-
rem 5.8, Corollary 6.3 shows that for the asymptotically unbiased estimators (4.3),
choosing w = 1 — (8 yields the best approximations in finite high resolution. These

estimators take the form gop(ﬁ)_lN(‘g‘jfﬁ)(X).

6.3 Estimation of the integrated mean curvature

Similarly, for estimators for V;_s, we obtain:
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Corollary 6.5. Let X, f, and p be as in Theorem 5.8. Then

EV(f)d(X)=a"" ( )fdux
0,1

1 "(0Hn (¢ Npl(z — tn)dz
+/8X (TrH . fdyn_E/Rf(eO (t,O))/nL H(2)p(= — tn)dzdt
T F(B)R(5;0) — fo ()@ (ws o>) e

+o(1).

In particular, lim, o EV(f)ZHjCQ(X) exists if p is reflection invariant and f satisfies
fl@)=—f1-ua).

Suppose p is rotation invariant and f is as in Theorem 5.8 with f(z) = — f(1—x).
In particular, w = 1 — (8 for some 5 € (0, %) Then we have

©(B)
/ f1(08 (¢; 0))/ I(z)p(z — tn)dzdt

(1-8)

@(ﬁ)
= / H(t;0)) / / w)r? pe(r)r T H (du) drdt
—o(B Sd—2

©(B)
= Rg_1Tr H/ f1(65(t; 0)) / |2]2p(z — tn)dzdt

o(B) nt
where for a fixed t € R, p; is the function p(z — tn) = pi(|z]) for z € nt. Moreover,

f+(ﬁ)¢Q(ﬂ 0) = f( w%—@ 0) = 2+ (8)¢?(8;0)

(8 / / ) (1) )
— ki T 0) [ 1o — @)

Introducing the constants

e(B)
1 = / fdv, = / tf o0 (t;0)dt
(0,1)

—p(B)
r = ka s S (D) (B) [ 1aPolz — p(B)m)d:
»(B)
y = /_ B F(6F (£:0)) /n JePo(z — tn)dd,

we obtain:
Corollary 6.6. For X, f, and p as in Theorem 5.8 with p rotation invariant and
fl@)=-f1-2),

hm EV(f)%e(X) = (1 + o + 03)/ Tr IIdHY™ = 27(cy + ¢o + ¢3)Vy_o(X)
oX

In particular, V(f)a_s is asymptotically unbiased if and only if ¢, +ca+c3 = (2m) !
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Example 6.7. Let f(z) = (z — 3)1(51-5). Then

©(B)
. :/ {08 (10) — Dt

w(ﬂ)
/ / / (z + sn)dzdsdt
_ nd
w(ﬁ) s)Ap(B)
= / / tdt/ p(z + sn)dzds
—oo  J—p(B) nt

:/W) %(32—¢(5)2)/ p(z + sn)dzds

©(B) nt

/ . / s°p(z — sn)dzds + 9(8)*(8 — 3).

—(B)
It follows that

c1+ o+ s = di(p(B))dy (9(B)) ' dy(p(B)) — da((B))

where

d()=%9Ht0 — 0y (—1:0))

_ // k|22 — $2)p(z — sn)dzds.

However, d5(0) > 0 and dy(t) < 0 for t* > 52— where suppp C B(D). By

continuity and the fact that dy(0) = 0, dy must have a local maximum at some
tg € (O D ) with da(tg) > 0. Hence ¢; + o+ c3 # 0 for 5 in some neighborhood

T/ 1+Ra1
It follows that the function

flz) = 2r(er+ 2+ ¢3)) 7 (= — 5) Ligo1—0) (2)

yields an asymptotically unbiased estimator for V; 5. If p is known, the constants
1, C9, c3, and [y can be determined directly by the above, otherwise these constants
could be determined experimentally.

Example 6.8. A similar argument shows that also the estimator N4 N(2 1—p) 18
asymptotically unbiased up to some constant factor which is non- zero for a suitable
g e (0, %) This estimator has the same advantage as (4.3) that it can be applied
even if the grey-values are only known discretely.

7 Discussion

To judge from the results of this paper, it seems that the blurring of digital images
should be considered a help rather than an obstacle to the estimation of intrinsic vol-
umes. The biasedness of local algorithms in the black-and-white case can be viewed
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as a consequence of the rotational asymmetry of the n x - - - x n pixel configurations
when n > 1. For n = 1 there is only one estimator, namely the volume estimator,
which is well known to be unbiased. In the grey-scale setting, choosing n = 1, thus
avoiding the asymmetry, leads to a wide range of estimators, allowing instead an ex-
ploitation of the symmetry of a rotation invariant PSF to obtain information about
the lower intrinsic volumes.

One should keep in mind, however, that the results of this paper are only asymp-
totic and say nothing about how the suggested algorithms work in finite resolution.
Especially because of the assumptions on the asymptotic behaviour of the PSF.
Moreover, it is not possible to say much from the asymptotic results about which
algorithms work best in practice. For instance, it is not clear how to choose [ best
possible for the estimator N ;_g). Thus local grey-scale algorithms should be care-
fully studied and tested in finite resolution before being taken into use.

In some practical applications it may be possible to adjust the PSF, for instance
if the PSF has the form pg. The results of this paper could be used to design
measurements such that the suggested algorithms apply, for instance by choosing a
PSF of the form pp with B rotation invariant rather than the classical p¢,.

From the mathematical viewpoint, the proven existence of asymptotically unbi-
ased estimators for intrinsic volumes V;, with ¢ = d,d — 1, d — 2 naturally raises the
question whether it stops here or generalizes to the remaining V, with ¢ <d —2. A
proof would probably require some stronger smoothness assumptions on both X, p,
and f and maybe a whole different approach.
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