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Denmark
2018
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Abstract

Inspired by their remarkable properties, mathematicians have sought in sev-
eral contexts objects similar to regular continued fractions. Hurwitz Con-
tinued fractions (HCF), proposed by Adolf Hurwitz in 1887, give a natural
analogue in the complex plane. The HCF of a complex number ζ is a se-
quence of Gaussian integers obtained from a specific algorithm. Among the
similarities between HCF and regular continued fractions we can find the
irrationality of a complex number as a necessary and sufficient condition for
its HCF to be infinite. In this case, there even are combinatorial conditions
on the HCF implying transcendence. The usual characterization of quadratic
surds in terms of periodic continued fractions also holds. However, É. Galois’
theorem on purely periodic continued fractions is not true unless additional
restrictions are imposed.

HCF can be understood through a dynamical perspective. With a suit-
ably defined Gauss map, HCF give rise to an ergodic dynamical system.
Although the corresponding shift space has a complicated structure, some
classical Hausdorff dimension results still hold. For example, the set of com-
plex numbers with a bounded HCF has full Hausdorff dimension (proved by
V. Jarńık in 1929 for R) and the Hausdoff dimension of the set of complex
numbers with a HCF tending to ∞ is half of that of the ambient space’s
(proved by I.J. Good in 1941 for R). The theory of HCF is far from being
completed, and its similarities and discrepancies with their real counterpart
stem new problems.

The present thesis is a survey of new and old results on HCF. In the
preface, a detailed list of all the novel aspects is given. Additionally, three
original research papers are included as appendices. The first two deal with
HCF theory. The third one — applying the geometry of regular continued
fractions— contains a simple proof of P. Bengoechea’s quantitative improve-
ment of Serret’s Theorem on equivalent numbers.



Resumé

Inspireret af deres bemærkelsesværdige egenskaber har matematikere i
flere sammenhænge søgt objekter svarende til regulære kædebrøker. Hurwitz-
kædebrøker (HCF), der blev introduceret af Adolf Hurwitz i 1887, giver en
naturlig analog i den komplekse plan. HCF af et komplekst tal ζ er en følge
af gaussiske heltal udregnet ved en specifik algoritme. Blandt lighederne
mellem HCF og regulære kædebrøker kan vi finde, at irrationalitet af et
komplekst tal er en nødvendig og tilstrækkelig begtingelse for, at HCF er
uendelig. I dette tilfælde er der endda kombinatoriske betingelser p̊a tallets
HCF der garanterer tallets transcendens. Den sædvanlige karakterisering af
kvadratiske irrationale som periodiske kædebrøker holder ligeledes. P̊a den
anden side er É. Galois sætning om fuldstændigt periodiske kædebrøker ikke
sand, med mindre vi indfører yderligere restriktioner.

HCF kan forst̊as fra et dynamisk synspunkt. Med en passsende defineret
Gauss-afbildning, giver HCF anledning til et ergodisk dynamisk system.
Selvom det tilhørende skift-rum har en kompliceret struktur, holder visse
klassiske resultater om Hausdorff-dimension fortsat. For eksempel har mæng-
den af komplekse tal med en begrænset HCF maksimal Hausdorff-dimension
(vist af V. Jarnk i 1929 for R), og Hausdorff-dimensionen af mængden af kom-
plekse tal for hvilke HCF g̊ar mod ∞ er halvdelen af det omgivende rums
dimension (vist af I. J. Good i 1941 for R). Teorien om HCF er langt fra
fuldstændig, og fra dennes ligheder og uoverensstemmelser med dens reelle
modpart vokser nye problemer.

Den foreliggende afhandling er en undersøgelse af nye og gamle resultater
om HCF. I forordet findes en detajeret liste over alle nye aspekter. Desuden
er tre originale forskningsartikler inkluderet som appendices. De to første
omhandler HCF-teori. Den tredje, der anvender teorien om geometriske reg-
ulære kædebrøker, indeholder et simpelt bevis for P. Bengochea’s kvantitative
forbedring af Serrets sætning om ækvivalente tal.



Preface

Regular continued fractions have a long standing tradition of noble service to
number theory; in particular, to diophantine approximation. Among other
properties, they provide an algorithmic solution to the problem of finding the
best rational approximation of a given real number. Unlike other representa-
tions, like b-ary or β-expansions, regular continued fractions do not depend
on any number other than the represented one. Regular continued fractions
also express right away intrinsic properties of the numbers they represent,
like being badly approximable or a quadratic irrational, for example. In view
of these nice properties, it is natural to ask for the existence of a similar
process in other contexts. Several answers have been given depending on the
features that are intended to extend. This text focuses on a particular con-
tinued fraction algorithm for complex numbers suggested by Adolf Hurwitz
in 1887, the Hurwitz Continued Fractions (HCF). This document is a result
of my work in the PhD Programme in Mathematics at Aarhus University
under the supervision of Dr. Simon Kristensen.

Although Hurwitz Continued Fractions are an old subject, they have not
got much attention by themselves until 2006, when D. Hensley constructed al-
gebraic numbers of degree 4 with bounded partial quotients. Unfortunately,
D. Hensley’s work sheds no new light on the corresponding conjecture in
the real numbers. A considerable amount of research has been done on the
ergodic theory of some dynamical systems that include Hurwitz Continued
Fractions. One of our main goals is to survey new and old results, generaliza-
tions, and common techniques and strategies under a unified approach. Since
we contrast constantly the theory of regular and Hurwitz continued fractions,
we assume the reader is acquainted with regular continued fractions.

The thesis is divided into six chapters and five appendices. Each chapter
starts with an abstract, a comment on the notation and a citation of the
main references. In Chapter I, the framework of complex continued frac-
tions introduced by S.G. Dani and A. Nogueira is presented as well as some
basic properties (like representation of complex numbers and convergence).
Within this framework, Hurwitz Continued Fractions are properly defined
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Preface

and their approximation properties are studied. In Chapter 2, we discuss the
algebraic properties of HCF through analogues of Euler-Lagrange Theorem,
Galois Theorem on purely periodic continued fractions, and Y. Bugeaud’s
construction of transcendental numbers through automatic sequences. We
also reproduce W. Bosma and D. Gruenewald extension of D. Hensley’s re-
sult. In Chapter 3, we discuss the ergodic theory of HCF. In particular, we
associate a natural dynamical system and construct a measure µ equivalent
to the Lebesgue measure making the system ergodic. We discuss briefly two
notions that generalize HCF, one of them is Iwasawa Continued Fractions
and the other one is Fibred Systems. In Chapter 4, we explore the Hausdorff
dimension of some sets defined by imposing restrictions on the HCF expan-
sion. We stress along the chapter the importance of the bounded distortion of
the functions involved in the dynamical system associated to HCF. In Chap-
ter 5, we give a short overview of the complex continued fraction algorithm
proposed by J. Hurwitz, also within the framework of Dani and Nogueira.
Chapter 6 contains a short list of related problems and a brief description of
ongoing research.

In the first two appendices, we just set the notation and record some basic
results. The last three appendices are the research papers I finished during
the PhD programme:

1. “Purely Periodic and Transcendental Complex Continued Fractions” (sub-
mitted),

2. “Good’s Theorem for Hurwitz Continued Fractions” (submitted),

3. “Geometric Continued Fractions and Equivalent Numbers”.

The third paper is not related with the rest of the thesis. It is the result
of a seminar on the geometry of continued fractions held with Dr. Simon
Kristensen and Dr. Morten Hein Tiljeset.

Besides suggesting a unified notation for the treatment of HCF, the fol-
lowing are the innovations of the thesis:

1. A small gap in the proof of Theorem 1.2.4 is filled for HCF. A minor
mistake was also corrected in the proof of Theorem 2.2.3.

2. We introduce the notion of irregular numbers and sequences. Although
the idea is clearly present in previous works, like the ones of D. Hensley,
S. Tanaka, H. Nakada, and more, they were completely dismissed for
being a null set.

3. Although simple and natural, we have not found Theorem 2.1.3 in the
literature.

vi
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4. Theorems 2.3.2 and 2.4.1 are new (see [Gon18-01]).

5. The argument of the proof of the First Lakein Theorem (Theorem 1.2.6)
is the original one, but the exposition is drastically modified. Some
details are added and, hopefully, a much clearer proof is attained.

6. We have not found the first part of Proposition 3.2.6 in the available
literature.

7. The Generalized Jarńık Lemmas, Good’s Theorem for Hurwitz Con-
tinued Fractions, and Theorem 4.5.2 are new.

8. The convergence of the Hurwitz-Tanaka continued fraction of every
complex irrational is obtained as an immediate consequence of a result
by S.G. Dani and A. Nogueira. The proof of Theorem 5.1.1 is signifi-
cantly shorter and simpler than the previously known (see [Os16]).

All the figures were done with TiKz.
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Chapter 1

Basic Properties

In this chapter, we introduce the complex continued fraction framework de-
veloped by S. G. Dani and A. Nogueira in their 2014 paper [DaNo14]. Within
their framework, we discuss some general properties on representation of
complex numbers. Afterwards, we consider the complex continued fraction
algorithm proposed by Adolf Hurwitz as a particular case. We explore some
approximation properties of Hurwitz’s algorithm and conclude with a char-
acterization of badly approximable complex numbers (defined below).

Main references. For the theory of complex continued fractions: [Da15],
[DaNo14], [La73], [La74a], [La74b], [H87], [He06]. For the classical theory of
regular continued fractions: [Kh].

Notation. For any A ⊆ C and z ∈ C we write

z +A ∶= {z + a ∶ a ∈ A}, zA ∶= {za ∶ a ∈ A}.
For A ⊆ C, A○ is the interior of A, ClA is the closure of A, A∗ ∶= A∖{0}, and
A′ ∶= A ∖Q(i).

Denote the unit disc by D = {z ∈ C ∶ ∣z∣ < 1} and D = ClD. For every z ∈ C
and r > 0 we write

D(z, r) ∶= z + rD, D(z, r) ∶= z + rD, D(z) ∶= z +D, D(z) ∶= z +D,
E(z, r) ∶= C ∖D(z, r), E(z, r) ∶= C ∖D(z, r), E(z) ∶= C ∖D(x),

E(z) ∶= C ∖D(z).
The Golden Ratio is denoted by φ = 1+√5

2 . For m,n ∈ Z, [m..n] = {j ∈ Z ∶
m ≤ j ≤ n}.

1



1.1 Complex Continued Fractions Basic Properties

1.1 Complex Continued Fractions

Let z be a complex number. A sequence (wn)n≥0 in C (possibly finite) is an
iteration sequence of z if

w0 = z, ∀n ∈ N ∣wn∣ ≥ 1, wn − 1

wn+1

∈ Z[i] ∖ {0}, (1.1)

We call (wn)n≥0 degenerate if ∣wn∣ = 1 for some n ∈ N and non-degenerate
otherwise. The partial quotients or elements is the sequence (an)n≥0 in
Z[i] ∖ {0} given by

∀n ∈ N0 an = wn − 1

wn+1

. (1.2)

Following [DaNo14], we call the sequences (pn)n≥0, (qn)n≥0 given by

(p−2 p−1

q−2 q−1
) = (0 1

1 0
) , ∀n ∈ N0 (pn+1

qn+1
) = (pn pn−1

qn qn−1
)(an+1

1
) . (1.3)

the Q-pair of z. For a0, a1, . . . , an ∈ Z[i] we will write

⟨a0;a1, a2, . . . , an⟩ = a1 + 1

a2 + 1

⋱ + 1

an

.

We reserve the notation [a0;a1, a2, . . .] for Hurwitz Continued Fractions (de-
fined below). Note that if z ∈ C has a finite iteration sequence (wn)Nn=0 and
elements (an)Nn=0, then z = ⟨a0;a1, . . . , an⟩.

Several classical identities of continued fractions depend on the recur-
rence relations defining (pn)n≥0 and (qn)n≥0. For convenience, we recall them
without a proof.

Proposition 1.1.1. Let z be a complex number, (wn)n≥0 an iteration se-
quence of z, (an)n≥0 its sequence of elements, ((pn)n≥0, (qn)n≥0) its Q-pair,
and N ⊆ N0 the set of indices where the iteration sequence is defined. Then,
for every n ∈ N we have

pn
qn

= ⟨a0;a1, . . . , an⟩ (1.4)

qnpn−1 − qn−1pn = (−1)n (1.5)

qnz − pn = (−1)n
w1w2⋯wn , (1.6)

z(qnwn+1 − qn−1) = pnwn+1 − pn−1. (1.7)
qn
qn−1

= ⟨an;an−1, . . . , a1⟩ if qn ≠ 0. (1.8)

2



Basic Properties 1.1 Complex Continued Fractions

We refer to (1.8) as the mirror formula.

Remark. Whenever ∣wn∣ > 1, (1.6) forces qm ≠ 0 for m ≥ n.

Suppose z ∈ C is a complex irrational, that is z ∈ C ∖Q(i). Then, any
iteration sequence of z has to be infinite. However, we cannot say a priori if
the equality

z = ⟨a0;a1, a2, a3, . . .⟩ (1.9)

holds (the right side understood as the limit when n→∞ of ⟨a0;a1, a2, . . . , an⟩).
Under mild conditions, the infinite continued fraction arising from an itera-
tion sequence actually represents z; i.e., (1.9) is true.

Theorem 1.1.2 (Dani and Nogueira (2011)). Let z be a complex irrational.
If (zn)n≥0 is a non-degenerate iteration sequence of z, then

lim
n→∞

pn
qn

= z.
Proof. In view of (1.6), it suffices to show that lim supn ∣wn∣ > 1. We shall as-
sume for contradiction that the inequality fails, this is equivalent to limn ∣wn∣ =
1. Define the set

R = {z ∈ C ∶ ∣z∣ = 1, ∃w ∈ Z[i] d(z,w) = 1} = {z ∈ C ∶ z12 = 1},
then, the recurrence satisfied by (wn)n≥0 yields

∣wn − an∣ = 1∣wn+1∣ → 1 as n→∞,
so d(wn,R) → 0 when n→∞. Let (ρn)n≥0 be a sequence in R satisfying

lim
n→∞ ∣wn − ρn∣ = 0; (1.10)

hence,
lim
n→∞ ∣ρn − an∣ = 1,

Consider the sequences (ζn)n≥1, (βn)n≥1 given by

∀n ∈ N ζn ∶= wn − ρn, βn ∶= ρn − an.
Note that βn ∈ R for sufficiently large n, because R is finite, βn → 1 as n→∞,
and an ∈ Z[i]. Then, the identities w−1

n+1 = wn − an = ζn + βn, (1.10), and the
definitions of ζn and βn give

wn+1 = 1

βn
+ −ζn
βn(βn + ζn) = ρn+1 + εn+1 = βn+1 + ζn+1, (1.11)

3



1.1 Complex Continued Fractions Basic Properties

where εn → 0 as n→∞. For large n we have βn ∈ R and

∣ ζn
βn(βn + ζn)∣ ≤ ∣ζn∣

1 − ∣ζn∣ ≤ ∣ζn∣ → 0 when n→∞. (1.12)

Thus, the finiteness of R forces the next equalities to eventually hold

βn+1 = ρn+1 = 1

βn
, ζn+1 = −ζn

βn(βn + ζn) .
By (1.12), for large n we have ∣ζn+1∣ ≥ ∣ζn∣ and, since ζn → 0, the sequence(ζn)n≥0 ends up being constant and equal to 0. Therefore, in view of (1.11),
wn = ρn and ∣wn∣ = 1 for large n, contradicting the non-degeneracy hypothesis.
Hence, lim supn ∣wn∣ > 1 and z = ⟨a0;a1, a2 . . .⟩.

A simple way to construct iteration sequences is via choice functions. We
call f ∶ C∗ → Z[i] a choice function if

∀z ∈ C∗ f(z) ∈ D(z).
The fundamental set of f , Ff , is

Ff ∶= Cl{z − f(z) ∶ z ∈ C∗}.
For any z ∈ C∗ we define the iteration sequence (wn)n≥0 = (wn(f, z))n≥0 by

w0 = z, ∀n ∈ N wn = 1

wn−1 − f(wn−1) , (1.13)

as long as wn−1 ≠ f(wn−1), in which case we only keep (w0, . . . ,wn−1) and
say that the algorithm terminates. The f-sequence of z is the sequence
of elements of z associated to (wn)n≥0, they satisfy an = f(wn).
Theorem 1.1.3. Let f be a choice function such that Ff ⊆ D(0, r) for some
0 < r < 1. Let ζ be a complex number and (an)n≥0 its f -sequence.

i. If ζ ∈ Q(i), then (an)n≥0 is finite, say (an)n≥0 = (a0, a1, . . . , aN), and

ζ = ⟨a0;a1, . . . , aN⟩ .
ii. If ζ ∈ C ∖Q(i), then (an)n≥0 is infinite and

ζ = lim
n→∞ ⟨a0;a1, a2, . . . , an⟩ .

4



Basic Properties 1.2 Hurwitz Continued Fractions

Proof. i. Write ζ = a
b ∈ Q(i) with a, b ∈ Z[i] coprime. For any n ∈ N such

that an is defined and pn/qn ≠ ζ, we have that

1∣b∣ ≤ ∣qna
b
− pn∣ < rn+1,

so n must be bounded and (an)n≥0 is finite. Since the algorithm termi-
nates, for some N ∈ N we have aN = f(zN) and ζ = ⟨a0;a1, . . . , aN⟩ by
(1.13).

ii. It follows directly from Theorem 1.1.3.

Let f be a choice function. The family of sets {f−1[a] ∶ a ∈ Z[i]} is a
countable partition of C∗ satisfying

⋃
a∈Z[i]−a +Ga ⊆ D. (1.14)

On the other hand, we can construct a choice function starting from a count-
able partition G = {Ga ∶ a ∈ Z[i]} such that (1.14) holds. We just consider
f ∶ C∗ → Z[i] to be given by the condition f(z) ∈ Gf(z). Suppose that G
additionally satisfies

∀z ∈ C∗ z − f(z) ∈ G0 ∪ {0}. (1.15)

We define the f-Gauss map Tf ∶ G∗
0 → G0 by

∀z ∈ G0 Tf(z) = 1

z
− f (1

z
) .

In this case, to each z ∈ C′ we represent its orbit under Tf by (zn)n≥0. That
is, z0 = z and zn = Tf(zn−1) for each n ∈ N.

Although restrictive, the condition (1.15) is not artificial. It holds, for
example, if we consider a sub-lattice Λ ⊆ Z[i] with [Z[i] ∶ Λ] ≤ 2 and take
as G the translations of any fundamental domain of C/Λ contained in D. In
fact, the two algorithms that will concern us satisfy (1.15).

1.2 Hurwitz Continued Fractions

Adolf Hurwitz proposed in 1887 a complex continued fraction algorithm
which shares some non-trivial and highly desirable properties with the real
regular continued fractions. In a few words, his algorithm is a straight for-
ward generalization of the nearest integer continued fraction to the complex

5



1.2 Hurwitz Continued Fractions Basic Properties

plane. With a suitable choice function, A. Hurwitz’s algorithm can be un-
derstood as an example of the iteration sequence theory.

The nearest Gaussian integer function [⋅] ∶ C→ Z[i] associates to each
complex number z the Gaussian integer closest to z. In case of a tie, it takes
the one with greatest real or imaginary part. Thus, the inverse image of 0
under [⋅] is

F ∶= {z ∈ C ∶ −1

2
≤Rz,Iz < 1

2
} , (1.16)

For any z ∈ F∗ define— as long as the operations make sense— the sequences(an)n≥0, (zn)n≥1 by

z1 ∶= z, ∀n ∈ N zn+1 = T (zn),
a0 ∶= 0, ∀n ∈ N an = [z−1

n ] ,
where T is the corresponding f -Gauss map. The sequence (an)n≥0 is the
Hurwitz continued fraction of z.

Definition 1.2.1. The Hurwitz Continued Fraction (HCF) of z ∈ C
is its [⋅]-sequence. If (an)n≥0 is the HCF of z, we write z = [a0;a1, a2, . . .]
when the sequence is infinite and z = [a0;a1, a2, . . . , an] when it is finite and
comprises n + 1 elements.

From now on, except when explicitly stated, all continued fractions con-
sidered are HCF. Let z be a complex irrational and ((pn)n≥0, (qn)n≥0) itsQ-pair. The hypothesis of Theorem 1.1.3 are clearly met (r = 2− 1

2 ), so
z = [a0;a1, a2, . . .] is indeed true. Moreover, by ∣z−1

n ∣ ≥ √
2 and (1.6), we

even know the convergence is exponentially fast:

∀n ∈ N ∣qnz − pn∣ ≤ 2−n2 .
It is not clear, though, whether ∣qn∣ tends to ∞ or not, or even if it is strictly
increasing. In order to show these important features, we need to study the
associated space of sequences of Gaussian integers associated to the HCF
process.

1.2.1 Laws of Succession

Regular continued fractions give a topological conjugacy between the dynam-
ical systems ([0,1]∖Q, TR) and (NN, σ). Here and in the following, TR is the
classical Gauss map x↦ x−1−[x−1] where [x−1] is the integral part of x−1 and
σ is the shift map: σ((xn)n≥1) = (xn)n≥2. In the HCF context, the structure
of the the sequence space is much more complicated.

6



Basic Properties 1.2 Hurwitz Continued Fractions

A cylinder of depth n ∈ N is a set of the form

Cn(a) = {z = [0; b1, b2, . . .] ∶ a1 = b1, . . . , bn = an},
where a is a sequence in Z[i]. In Figure 1.1 we show the partition of F
induced by cylinders of depth 1. Note that for a ∈ Z[i] we have C1(a) ≠ ∅ if
and only if a belongs to

I ∶= {a ∈ Z[i] ∶ ∣a∣ ≥ √
2}.

1

−0.5 0.5

−0.5

0.5

0

1 − i−1 − i

1 + i−1 + i

−2 − i

−1 − 2i −2i 1 − 2i

2 − i

2

2 + i

1 + 2i

2 + 2i
3i

2i

−1 + 2i

−2 + i

−2 −3
−3 − i

−3 + i

−2 + 2i
−1 + 3i 1 + 3i

3 + i

3

3 − i
3 − 2i

2 − 2i
−3i

−2 − 2i −1 − 3i

Figure 1: Partition of F.

Figure 1.1: Partition {C1(a) ∶ a ∈ I} of F.

Terminology

A sequence (an)n≥0 in Z[i] is valid or admissible if it is the Hurwitz Contin-
ued Fraction of some z ∈ F. The space of admissible sequences is denoted by
ΩHCF. Clearly, a sequence a in Z[i] belongs to ΩHCF if and only if Cn(a) ≠ ∅
for all n. We will call the rules that determine the membership of a sequence
a ∈ Z[i]N to ΩHCF the laws of succession. We admit that the definition is
rather loose, but no confusion shall arise from it.

A non-empty set is a maximal feasible set if it has the form T n[Cn(a)]
for some a ∈ ΩHCF and some n ∈ N. A maximal feasible set is regular if it

7



1.2 Hurwitz Continued Fractions Basic Properties

has non-empty interior, otherwise it is irregular and strongly irregular
if it has only one point. A sequence a ∈ ΩHCF is regular (resp. irregular,
strongly irregular) if T n[Cn(a)] is regular (resp. irregular, strongly irreg-
ular). A complex irrational z ∈ F is regular (resp. irregular, strongly
irregular) if its HCF is regular (resp. irregular, strongly irregular). The
set of regular sequences (resp. irregular sequences, regular irrationals in F,
irregular irrationals in F) is denoted by ΩHCF

R (resp. ΩHCF
I , FR, FI).

Determination of the laws

The laws of succession are determined by the behaviour of complex inversion.
Observe that F−1 = {z−1 ∶ z ∈ F∗} can be expressed as

F−1 = E(1) ∩E(i) ∩E(−1) ∩E(−i)
(see Figure 1.2). It is clear that for a ∈ Z[i] we have (a+F)∩F−1 ≠ ∅ if and only
if a ∈ I. So F = ⋃a∈I C1(a). There are fifteen maximal feasible sets that arise
from cylinders of depth 1 and all of them are regular. Moreover, whenever
a ∈ I satisfies ∣a∣ ≥ 8, T [C1(a)] = F is true and we can show inductively that

{(an)n≥0 ∈ IN ∶ ∀n ∈ N ∣an∣ ≥ √
8} ⊆ ΩHCF

R .

The other fourteen maximal feasible are {T [C1(a)] ∶ √2 ≤ ∣a∣ ≤ √
5}; if we

discard their boundary, we end up with thirteen regular maximal feasible
regions. Using and inductive argument and the formulae for inversion of
lines and circles (see Appendix A), we conclude that these thirteen regions
are essentially all of the regular maximal feasible regions.

As an example, let us show that

T1 [C1(2)] = F ∖D(−1).
If z ∈ [C1(2)], then T (z) = z−1 − 2 ∈ F, so z−1 ∈ F−1 ∩ (2 + F) and T (z) ∈
F−1 ∩ (2+F) = F∖D(−1). On the other hand, when w belongs to F∖D(−1),
we have that 2+w ∈ F−1∩(2+F), so (2+w)−1 ∈ C1(2) and w ∈ T [C1(2)]. Very
similar arguments show the following equalities:

For a ∈ I with ∣a∣ = √
2, a ∈ {1 + i,−1 + i,−1 − i,1 − i} and

T [C1(1 + i)] = F ∖ (D(−1) ∪D(−i)) , T [C1(−1 + i)] = F ∖ (D(1) ∪D(−i)) ,
T [C1(−1 − i)] = F ∖ (D(i) ∪D(1)) , T [C1(1 − i)] = F ∖ (D(−1) ∪D(i)) .

For a ∈ I with ∣a∣ = 2, a ∈ {2,2i,−2,−2i}
T [C1(2)] = F ∖D(−1), T [C1(2i)] = F ∖D(−i),
T [C1(−2)] = F ∖D(1), T [C1(−2i)] = F ∖D(i).

8



Basic Properties 1.2 Hurwitz Continued Fractions

For a ∈ I with ∣a∣ = √
5, a ∈ {1+2i,2+ i,−1+2i,−2+ i,−1−2i,−2− i,1−2i,2− i}

and

T [C1(1 + 2i)] = F ∖D(−1 − i), T [C1(2 + i)] = F ∖D(−1 − i),
T [C1(−1 + 2i)] = T [C1(−2 + i)] = F ∖D(1 − i),

T [C1(−1 − 2i)] = F ∖D(1 + i), T [C1(−2 − i)] = F ∖D(1 + i),
T [C1(1 − 2i)] = T [C1(2 − i)] = F ∖D(−1 + i).

Finally, as mentioned before, T [C1(a)] = F when a ∈ I has ∣a∣ ≥ √
8. 1

0−2 −1 1 2

−2
−1

1

2

Figure 1.2: The set F−1 and the lines x = k, y = l for all k, l ∈ Z.

We must deal with cylinders of level 2 to obtain an irregular maximal
feasible set. As before, we can show that for any a ∈ Z, ∣a∣ ≥ 2, we have that

(T [C1(−2))−1 ∩ (1 + ia + F) = 1 + ia + [−1 − i
2

,
−1 + i

2
) ,

where [−1−i
2 , −1+i

2 ) = {z ∈ F ∶ ∃t ∈ [0,1) z = −1−i
2 + ti}, so

T 2[C2(−2,1 + ia)] = [−1 − i
2

,
−1 + i

2
) .

Similarly, for a ∈ Z with ∣a∣ ≥ 2,

T 2[C2(−2,1 + ai)] =T 2[C2(−1 + i,1 − i∣a∣)] = [−1 − i
2

,
−1 + i

2
) ,

T 2[C2(2i, a + i))] =T 2[C2(−1 + i,−∣a∣ + i)] = [−1 − i
2

,
1 − i

2
) .

9



1.2 Hurwitz Continued Fractions Basic Properties

Proposition 1.2.1. The set of irregular numbers has Lebesgue measure 0;
in fact, its Hausdorff dimension is 1.

See Chapter 4 for a longer discussion on Hausdorff dimension.

Proof. The previous discussion and the monotonicity of the Hausdorff dimen-
sion give dimH FI ≥ 1. On the other hand, an inductive argument shows that
FI is contained in a countable union of arcs of circles, thus dimH FI ≤ 1.

Lack of Markovian Property

Let us study first the HCF algorithm to the real numbers. For any n ∈ N
with n ≥ 3 we have

FR ∶= (F ∩R) ∖Q = T [[ 1

n + 1
,

1

n
]] = T [[− 1

n
,− 1

n + 1
]]

However, when n = 2 or n = −2 we have

T [[1

3
,
1

2
]] = (0,

1

2
) T [[−1

2
,−1

3
]] = (−1

2
,0) .

Starting from these equalities— which should be read excluding rational
numbers— we can show recursively that the associated shift space can be
characterized by the matrix

Mi,j =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0, if i = 2 and j < 0,

0, if i = −2 and j > 0,

1, in other case.

This means that an infinite sequence (an)n≥1 in Z ∖ {−1,0,1} is the HCF of
some z ∈ FR if and only if

∀n ∈ N Man,an+1 = 1.

In general, we cannot describe ΩHCF with a matrix as above. The core of
the problem is that for a = (an)n≥1 ∈ ΩHCF and n ∈ N, the set T n[Cn(a)] does
not only depend on an if

√
5 ≤ ∣an∣ ≤ √

8. For example, while T n[Cn(a)] = F
whenever ∣an∣ ≥ 3, we have that

T 2[C2(2 + 2i,−2 + 2i)] = F ≠ T [C1(−2 + i)] = T 2[C2(1 + 2i,−2 + 2i)].
We can extend this phenomenon to arbitrarily long prefixes:

F = T 2n+2[C2n(2 + 2i,−2 + 2i, . . . ,2 + 2i,−2 + 2i)]
T [C1(−2 + i)] = T 2n+2[C2n(1 + 2i,−2 + 2i,2 + 2i, . . . ,−2 + 2i,2 + 2i,−2 + 2i)].

10



Basic Properties 1.2 Hurwitz Continued Fractions

|a| ≥
√
8

a = 2 a = −2i a = −2 a = 2i

a = 1 + i a = −1 + i a = −1− i a = 1− i

a = 2− i a = 1 + 2i a = −2 + i a = −2− i

a = 2 + i a = −1− 2i

Figure 1.3: Maximal feasible sets T [C1(a)].

In Figure 1.4 we show the sets (T [C1(a)])−1 for ∣a∣ = √
2. Note that for −1+ i

the boundary makes the segments (−1+i,1−ia) and (−1+i,−a+i) admissible
for a ∈ N, a ≥ 2. Figure 1.5 displays the sets (T [C1(a)])−1 for ∣a∣ = 2, and
Figure 1.6 shows the same sets for a = 1 + 2i and a2 + i.

11



1.2 Hurwitz Continued Fractions Basic Properties

Proposition 1.2.2. There is no infinite matrix M = (Mi,j)i,j∈I such that
a ∈ ΩHCF if and only if Man,an+1 = 1 for every n ∈ N.

Proof. Assume such a matrix M existed. On the one hand, the segment
1+2i,−2+2i,1+ i is not admissible, so M−2+2i,1+i = 0. However, 0,−2+2i,1+ i
is an admissible prefix, which would imply M−2+2i,1+i = 1, a contradiction.

0

an = 1 + i an = −1 + i an = −1− i an = 1− i

Figure 1.4: T [C1(a)]−1 for ∣a∣ = √
2.

0

an = 2 an = 2i an = −2 an = −2i

Figure 1.5: T [C1(a)]−1 for ∣a∣ = 2.

1.2.2 Growth of Denominators

Take a = (an)n≥0 ∈ ΩHCF. So far, we know that the sequence denominators,(qn)n≥0, never vanishes. However, we have not said a word about its growth.
The monotonicity of (∣qn∣)n≥0 goes back to A. Hurwitz in [H87]. More than
a century later, Doug Hensley showed in [He06] that (∣qn∣)n≥0 in fact grows
exponentially. Some years later, S.G. Dani and A. Nogueira improved in
[DaNo14] D. Hensley’s result.

12



Basic Properties 1.2 Hurwitz Continued Fractions

an = 1 + 2i an = 2 + i

Figure 1.6: T [C1(a)]−1 for some ∣a∣ = √
5.

Theorem 1.2.3 (Hurwitz, 1887). If (qn)n≥0 is the sequence of denominators
of a valid sequence (an)n≥0, then

1 = ∣q0∣ < ∣q1∣ < ∣q2∣ < . . . .
Proof. Suppose that the result is false. Let (an)n≥0 be a valid sequence
with Q-pair ((pn)n≥0, (qn)n≥0) and let m ∈ N be minimal with respect to the
property ∣qm∣ ≤ ∣qm−1∣, hence

∣q0∣ < ∣q1∣ < . . . < ∣qm−1∣, ∣qm−1∣ ≥ ∣qm∣.
We certainly have m > 1, because 1 = ∣q0∣ < ∣q1∣, for q0 = 1 and q1 = a1 ∈ I.
Define the sequence (kn)mn=1 by kn = qn/qn−1, so

∣km∣ ≤ 1 < ∣k1∣, . . . , ∣km−1∣.
From ∣km−1∣ > 1 and

km = am + qm−2

qm−1

= am + 1

km−1

∈ D(am) ∩D.

we obtain that am ∈ {1+i,−1+i,−1−i,1−i}. The possible regions where km can
lie are shown in Figure 1.7. The four options for am are handled in a similar
fashion, so let’s assume that am = 1 + i. We thus have k−1

m−1 ∈ D ∩D(−1 − i)
and

km−1 = am−1 + 1

km−2

∈ E(1,1) ∩D(−1 + i).
In Figure 1.8 we can see that any choice of an−1 other than am−1 = −2 + 2i
leads to a feasible region for wm entailing am ≠ 1+ i. Therefore, am−1 = −2+2i
and k−1

m−2 = km−1 − am ∈ D ∩D(−1 + i). An analogous argument tells us that
am−2 = 2 + 2i and we end up dealing with either of the sequences

(a0, . . . , am−1, am) = (2 + 2i,−2 + 2i, . . . ,2 + 2i,−2 + 2i,1 + i),(a0, . . . , am−1, am) = (−2 + 2i,2 + 2i, . . . ,2 + 2i,−2 + 2i,1 + i),
13



1.2 Hurwitz Continued Fractions Basic Properties

depending on the parity of m.
Suppose that m is even (m odd is treated similarly). Consider the se-

quence (hn)n≥1 is given by

h1 = 2 + 2i, ∀n ∈ N h2n = −2 + 2i + 1

h2n−1

, h2n+1 = 2 + 2i + 1

h2n

.

It can be shown inductively that hn = rn((−1)n+1 + i) where (rn)n≥1 is given
by r1 = 2, rn+1 = 2 − (2rn)−1, and that rn ↘ 1 + 1/√2 as n → ∞. As a
consequence, we have that

km = 1 + i + 1

hm−1

= 1 + i + −1 − i
2rn

= (1 + i) (1 − 1

2rn
) = (1 + i)(rn+1 − 1).

Taking absolute values we contradict the definition of m:

∣km∣ = ∣(1 + i)(rm+1 − 1)∣ > √
2

1√
2
= 1.
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−2 −1 1 2

−2

−1

1

2

0

−2 −1 1

−1

1

2

0

Figure 1.7: Left: Possible locations for km. Right: Possible choices for am.

0

am = 2iam ∈ {−1 + 2i,−2i+ 1}am = −1 + i

1 + i 1 + i1 + i

Figure 1.8: Feasible regions for wm−1 when am = −1+ i, am ∈ {−1+2i,−2i+1},
and am = 2i.

−1 1 2

−2

−1

1

0

Figure 1.9: Region for k−1
m−1.
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Theorem 1.2.4 (Dani, Nogueira (2011)). Let ζ = [a0;a1, a2, a3, . . .] be an
element of C ∈ Q(i) and (pn)n≥0, (qn)n≥0 its Q-pair. The following statements
hold.

i. For every n ∈ N0 we have either φ∣qn∣ ≤ ∣qn+1∣ or φ∣qn+1∣ ≤ ∣qn+2∣.
ii. For every n, k ∈ N we have

∣qn+k∣ > φ[ k
2
]∣qn∣.

The theorem is a direct conclusion of the following lemma.

Lemma 1.2.5. Let (aj)mj=0 be valid and (qn)n≥0 the associated sequence of

denominators. Suppose that for some n ∈ [1..m − 1] and some σ,
√

2 < σ < φ
we have ∣qn−1∣ > σ∣qn−2∣. If ∣an∣ > 2, then ∣qn∣ > σ∣qn−1∣. If ∣an∣ ≤ 2, then∣qn+1∣ > σ∣qn∣.
Proof. Case ∣an∣ > 2. On the one hand, the recurrence of (qn)n≥0 gives

∣an∣ = ∣qn − qn−2

qn−1

∣ ≤ ∣ qn
qn−1

∣ + ∣qn−2

qn−1

∣ ≤ ∣ qn
qn−1

∣ + 1

σ
.

On the other hand, since t↦ t + t−1 is increasing for t > 1,

∣an∣ ≥ √
5 = 1 +√

5

2
+ (1 +√

5

2
)−1 ≥ σ + 1

σ
.

The result follows.
Case ∣an∣ ≤ 2. Suppose that an, an+1 is regular. It can be checked directly

that ∣an∣ ≤ 2 Ô⇒ R(anan+1) ≥ 2χ{√2}(∣an+1∣). (1.17)

Let us write rj+1 = qj
qj+1 for any valid j and r = σ−1. In order to conclude that

rn+1 ∈ rD we find z ∈ C and s > 0 such that

rn+1 ∈ D( z∣z∣2 − s2
,

s∣z∣2 − s2
) ⊆ rD.

The hypothesis ∣qn−1∣ > σ∣qn−2∣ translates into rn−1 ∈ rD, so

an + rn−1 ∈ D(an, r) Ô⇒ rn = 1

an + rn−1

∈ D( an∣an∣2 − r2
,

1∣an∣2 − r2
) .
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Writing y = (∣an∣2 − r2)−1, z = an+1 + any, s = ry we have

rn ∈ D(any, ry) Ô⇒ an+1 + rn ∈ D(an+1 + any, ry)
Ô⇒ rn+1 = 1

an+1 + rn ∈ D( z∣z∣2 − s2
,

1∣z∣2 − s2
) . (1.18)

In order to verify the last implication we note that ∣z∣2 − s2 > 0, because from

y(∣an∣ + r) = 1∣an∣ − r < 1√
2 − r < 1√

2 − 1√
2

= √
2 ≤ ∣an+1∣

we obtain ∣z∣ = ∣yan + an+1∣ ≥ ∣an+1∣ − y∣an∣ > yr.
The rest of the proof is to show that the disc in (1.18) is contained in rD,

which happens if

∣z∣∣z∣2 − s2
+ s∣z∣2 − s2

< r ⇐⇒ r(∣z∣ − s) > 1.

Setting x = y−1 = ∣an∣2 − r2, the last inequality is equivalent to ∣an∣2 < r∣an +
xan+1∣ and squaring

∣an∣4 < r2(an + xan+1)(an + xan+1).
Taking α = ∣anan+1∣2 and β = 2R(anan+1), we can reduce the previous equa-
tion to

x2∣an+1∣2 + (β − α)x + ∣an∣2(1 − β) < 0. (1.19)

The discriminant ∆ of the quadratic is positive, because α ≥ 4, β > 0, and

∆ = (β − α)2 − 4α(1 − β) = (α + β)2 − 4α > 0.

Denote by λ− and λ+ the real roots of (1.19):

λ− = ∣an∣2((α − β) −√
∆)

2α
, λ+ = ∣an∣2((α − β) +√

∆)
2α

.

The inequality in (1.19) holds if and only if λ− < x < λ+ or, equivalently, if∣an∣2 − λ+ < r2 < ∣an∣2 − λ− which is

∣an∣2 (α + β −
√

∆

2α
) < r2 < ∣an∣2 (α + β +

√
∆

2α
) . (1.20)

The upper bound does not require much work: r2 < 1 < ∣an∣2
2 = ∣an∣2 (α+β+√∆

2α ).

Using ∆ = (α + β)2 − 4α, the lower bound can be seen to be equivalent to

σ2 < 2α∣an∣2(α + β −√
∆) = α + β +√

∆

2∣an∣2 .
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We consider now two sub-cases: ∣an+1∣ ≥ 2 and ∣an+1∣ = √
2.

Case ∣an+1∣ ≥ 2. Since β ≥ 0, then

α + β −√
∆

2α∣an∣2 ≥ 4∣an∣2 +√
16∣an∣4 − 16∣an∣2
2∣an∣2

= 2 + 2

√
1 − 1∣an∣2 ≥ 2 +√

2 > σ2

Case ∣an+1∣ = √
2. By (1.17), R(anan+1) ≥ 2 and the conclusion is gotten

verifying each case separately. For instance, an ∈ {1−i,2,−2i} when an+1 = 1+i
and in each case the inequality holds.

Suppose now that anan+1 is irregular. Since ∣an∣ ≤ 2, an ∈ {−1 + i,−2,2i}
and an+1 must have a specific form:

an = −1 + i Ô⇒ ∃m ∈ Z m ≥ 2 an+1 = 1 − im
an = −2 Ô⇒ ∃m ∈ Z ∣m∣ ≥ 2 an+1 = 1 + im
an = 2i Ô⇒ ∃m ∈ Z ∣m∣ ≥ 2 an+1 =m + i.

Let us first take an = −2, so an+1 = 1+ im for some integer m, ∣m∣ ≥ 2. By the
formula for inversion of circles,

qn+1

qn
= 1 + im + 1−2 + rn−1

∈ (1 + im) +D( −2

4 − r2
,

r

4 − r2
) .

Hence, for some ε ∈ D we have that

qn+1

qn
= (1 − 2

4 − r2
) + im + ε r

4 − r2
.

It can be checked that 1
r + r

4−r2 < 2 whenever φ−1 < r < 2− 1
2 , so

1

r
+ r

4 − r2
< 2 < ∣(1 − 2

4 − r2
) + im∣ , (1.21)

which implies ∣ qn+1qn
∣ > r−1 = σ. An analogous argument clearly holds for an = 2i

and a similar one implies an = −1 + i, for which the inequality corresponding
to (1.21) is

1

r
+ r

2 − r2
< 2 < ∣(1 − 1

2 − r2
) − i(m + 1

2 − r2
)∣ .

Proof of Theorem 1.2.4. Take σ < φ. The previous lemma along with an
inductive argument and ∣q−1∣ = 0 < 1 = ∣q0∣ give that either ∣qn∣ > σ∣qn−1∣ or∣qn+1∣ > σ∣qn∣ hold. The theorem follows by taking σ → φ.
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1.2.3 Quality of Approximation

A straight forward application of the Pigeon Hole Principle argument tells
us that for any ζ ∈ C′ ∶= C∖Q(i) there are infinitely many Gaussian integers
p, q, q ≠ 0, such that

∣ζ − p
q
∣ ≤ √

2
1∣q∣2 . (1.22)

On the ground of Minkowski’s Second Theorem of Convex bodies, the con-
stant

√
2 can be reduced to 4/π. In 1925, Lester Ford showed that the least

constant valid for all complex irrationals is 3−1/2. In other words, a com-
plex number ζ is irrational if and only if there are infinitely many complex
rationals p/q whose approximation to ζ is O(∣q∣−2).

We would like the convergents (pn/qn)n≥0 of a complex irrational to pro-
vide an approximation of order O(∣qn∣−2). We would even like to have some
sort of optimality of the approximation in terms of (qn)n≥0. Richard Lakein
worked in these problems during the 1970’s. His results, which we shall name
First and Second Lakein Theorem, are a satisfactory answer to our inquiries.

Although both of Lakein’s Theorems are valid for every complex number,
we will only state and discuss them for irrationals belonging to F. With these
simplifications we do not lose generality and we avoid notational nuisance.

First Lakein’s Theorems

Let ζ = [0;a1, a2, . . .] with Q-pair ((pn)n≥0, (qn)n≥0) be any member of F′. We
aim to study the approximation error

ζ − pn
qn

= pnζ−1
n+1 + pn−1

qnζ−1
n+1 + qn−1

− pn
qn

= (−1)2

q2
n (ζ−1

n+1 + qn−1
qn

) = (−1)2

q2
n (an+1 + ζn+2 + qn−1

qn
) .

Let (mn(ζ))n≥0 and (Mn(ζ))n≥0 be given by

∀n ∈ N mn(ζ) = an+1 + ζn+2 + qn−1

qn
, Mn(ζ) = ∣mn(ζ)∣.

Define
B ∶= inf{Mn(ζ) ∶ ξ ∈ F′, n ∈ N}.

If B happens to be a positive real number, then we would have the quadratic
approximation of HCF we long for:

∀n ∈ N ∣ξ − pn
qn

∣ ≤ 1

B∣qn∣2 .
The First Lakein Theorem gives us precise information about B.
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Theorem 1.2.6 (First Lakein Theorem, 1972). B = 1.

Proof. First, we see that Mn(ζ) ≥ 1 always holds. Then, we give a pair of
sequences (ζ(j))j≥0 and (nj)j≥0 such that Mnj(ζ(j)) → 1 as j →∞.

1. Take ζ ∈ C ∖Q(i) and n ∈ N. We consider four cases depending on ∣an+1∣.
§. ∣an+1∣ ≥ √

8. The triangle inequality, ζn+2 ∈ F, and ∣qn−2∣ < ∣qn−1∣ yield
Mn(ζ) > 1.

§. ∣an+1∣ = 2. By symmetry, we may assume that an+1 = 2. In order to show
that mn(ζ) = 2 + ζn+2 + qn−1

qn
lies outside the unit circle, note first that

2 + ζn+2 ∈ (2 + F) ∩ F−1 = (2 + F) ∖D(1), (1.23)

qn−1

qn
∈ ι[D(an)] = D( an∣an∣2 − 1

,
1∣an∣2 − 1

) (1.24)

(see Figure 1.10). By elementary means (like the law of cosines, for ex-
ample), we can see that

inf{∣z∣ ∶ z ∈ (2 + F) ∩ F−1} = ∣1 + eiπ6 ∣ > 1.9.

−1 1 2

−1

1

0

I

J

Figure 1.10: 2 + ζn+2 ∈ (2 + F) ∩ F−1.

By (1.24), we have that

∣qn−1

qn
∣ ≤ ∣an∣ + 1∣an∣2 − 1

= 1∣an∣ − 1
,

which is < 0.85 whenever ∣an∣ ≥ √
5 and in all of these cases, we would

obtain Mn(ζ) > 1. We only have to examine what happens when ∣an∣ ∈{√2,2}.

20



Basic Properties 1.2 Hurwitz Continued Fractions

The Laws of Succession exclude the possibilities an ∈ {−1 + i,−1 − i,−2}.
By (1.24), R(an) ≥ 1 yields R( qn−1qn

) > 0 and R(mn(ζ)) > 1, which implies

Mn(ζ) > 1. Hence, the conclusion holds for an ∈ {1 + i,1 − i,2}. The
remaining cases are −2i and 2i. Suppose that an = 2i. If Mn(ζ) ≤ 1 were
true, we would have for some ε ∈ D that

∣2 + 2

3
i + ζn+2 + 1

3
ε∣ < 1 Ô⇒ ∣2 + 2

3
i + ζn+2∣ < 4

3

Ô⇒ ∣2 + 2

3
i∣ ≤ 4

3
+ √

2

2
,

which is false. The same computations work for −2i too.

§. ∣an+1∣ = √
5. An argument similar to the case ∣an+1∣ = 2 does the trick.

Some care must be taken, however. The set where ζn+2 belongs can have
the form of either T [C1(2 + i)] or T [C1(2)].
§. ∣an+1∣ = √

2. By symmetry, we may assume that an+1 = 1 + i. Suppose
for contradiction that Mn(ζ) < 1. Then, qn−1

qn
∈ D(0,1) ∩D(−1 − i) and—

as in the proof of Theorem 1.2.3— an must be −2 + 2i. Repeating the
argument, we conclude the absurdity

qn−1

qn
= [0;−2 + 2i,2 + 2i] ∈ C ∖Q(i).

Therefore, Mn(ζ) ≥ 1.

Putting all the cases together we obtain B ≥ 1.

2. Define the number ξ = [0;−2 + 2i,2 + 2i] (the bar means periodicity). We
can verify directly that ∣1 + i + ξ∣ = 1. (1.25)

Define (ζ(j))n≥1 by

∀j ∈ N ζ(j) = [0;−2 + 2i,2 + 2i, . . . ,−2 + 2i,2 + 2i´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
n times (−2+2i,2+2i)

,1 + i,wj],
where Rwj ≥ 2, Iwj < −2 and ∣wj ∣ ↗ ∞ when j → ∞. Then, for every
j ∈ N

m2j+1(ζ(j)) = 1 + i + 1

wn
+ [0; 2 + 2i,−2 + 2i, . . . ,2 + 2i,−2 + 2i´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

n times (2+2i,−2+2i)
].

Finally, in view of (1.25), M2j+1(ζ(j)) → 1 as j →∞ and B = 1.
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Corollary 1.2.7. If ζ ∈ C′ has Q-pair ((pn)n≥0, (qn)n≥0), then

∀n ∈ N ∣ζ − pn
qn

∣ < 1∣qn∣2 .
Second Lakein Theorem

Let ζ be a complex number. A rational complex number p/q is a good
approximation to ζ if

∀q′ ∈ Z[i] ∀p′ ∈ Z[i] ∣q′∣ ≤ ∣q∣ Ô⇒ ∣qz − p∣ ≤ ∣q′z − p′∣. (1.26)

and p/q is a best approximation to ζ if

∀q′ ∈ Z[i] ∀p′ ∈ Z[i] ∣q′∣ < ∣q∣ Ô⇒ ∣qz − p∣ < ∣q′z − p′∣. (1.27)

Theorem 1.2.8 (Second Lakein Theorem, 1972). Every HCF convergent of
any ζ ∈ C is a good approximation to ζ. For Lebesgue almost all ζ ∈ C every
HCF convergent is a best approximation.

Proof. Fix ζ = [0;a1, a2, . . .] ∈ F′ with Q-pair (pn)n≥0, (qn)n≥0. Since qn−1pn −
qnpn−1 = (−1)n−1 holds for all n, the vectors (qn−1, pn−1), (qn, pn) always form
a base of Z[i]2. Assume (p, q) ∈ Z[i]2 are given and take (s, t) ∈ Z[i]2 such
that

(pn pn−1

qn qn−1
)(s

t
) = (p

q
) , so (s

t
) = (−1)n−1 (qn−1 −pn−1−qn pn

)(p
q
) .

Let n ∈ N satisfy ∣q∣ < ∣qn∣.
For brevity, we write M ∶= Mn(ζ) and consider two cases: ∣t∣ > 2/M and∣t∣ ≤ 2/M .

§ Case I. ∣t∣ > 2/M . If we had ∣qnz − pn∣ ≥ ∣qz − p∣, then

2

M

1∣qnq∣ < ∣t∣∣qnq∣ = ∣p
q
− pn
qn

∣
≤ ∣p
q
− ζ∣ + ∣pn

qn
− ζ∣

≤ ∣qnζ − pn∣∣q∣ + 1

M

1∣qn∣2 = 1

M ∣qnq∣ ( ∣qn∣ + ∣q∣∣qn∣ ) .
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and we would obtain ∣qn∣ < ∣q∣, contradicting our choice of n. Therefore,∣qnζ − pn∣ < ∣qζ − p∣ and pn/qn is a best approximation to ζ.
§ Case II. ∣t∣ ≤ 2/M . In view of the First Lakein Theorem, we may

suppose that ∣t∣ ≤ 2. We aim to write (1.26) (or (1.27)) in terms of s, t. Note
that

q = sqn + tqn−1 = qn (s + tqn−1

qn
) Ô⇒ ∣q∣∣qn∣ = ∣s + tqn−1

qn
∣ .

Using ζ = pn−1ζ−1n+1+pn
qn−1ζ−1n+1+qn we can write ζ−1

n+1 in terms of ζ as ζ−1
n+1 = qnζ−pn−qn−1ζ−pn−1 .

Therefore,

∣qζ − p∣ = ∣(sqn + tqn−1)ζ − (spn + tpn−1)∣= ∣s(qnζ − pn) + t(qn−1ζ − pn−1)∣ = ∣qnζ − pn∣∣s − tζ−1
n+1∣.

The pending implication is, thus,

∣s + tqn−1

qn
∣ ≤ 1 & ∣t∣ < 2 Ô⇒ 1 ≤ ∣s − tzn+1∣. (1.28)

The restrictions ∣t∣ < 2 and t ∈ Z[i] imply ∣t∣ ∈ {0,1,
√

2}. We may discard
t = 0, for it gives p = upn, q = uqn for some unit u ∈ U ∶= {1, i,−1,−i}. We will
check the two remaining options separately.

Proposition 1.2.9. Assume that ∣s + tqn+1/qn∣ ≤ 1. If ∣t∣ = 1, then ∣s∣ < 2. If∣t∣ = √
2, then s ≤ 2.

Proof. The triangle inequality applied to the hypothesis gives

∣s∣ < 1 + ∣t∣.
The first implication is now trivial. In order to conclude the second one, we
must show that ∣t∣ = √

2 and ∣s∣ = √
5 cannot hold simultaneously. All the

possibilities are treated in a similar way, so let us show that t = 1+i, s = 1+2i
is not a valid choice.

By the formula of inversion of circles,

∣s + tqn−1

qn
∣ = 1√

2
∣3 + i

2
+ qn−1

qn
∣ Ô⇒ qn−1

qn
∈ D(3 + i

2
,

1√
2
)

Ô⇒ qn
qn−1

∈ D(3 − i
4
,

1

2
√

2
) ,

which gives an = 1 − i and forces n > 1. As a consequence, the previous
membership and the equality qn−2

qn−1 = −(1 − i) + qn
qn−1 tell us that for some

εn−1 ∈ D
an−1 + εn−1 = qn−1

qn−2

∈ ι [−(1 − i) +D(3 − i
4
,

1

2
√

2
)] = D(−1 − 3i

2
,

1√
2
) =∶D1.

23
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The set of Gaussian integers a,
√

2 ≤ ∣a∣, for which D(a) ∩D1 ≠ ∅ is

{1 − i,1 − 2i,−1 − i,−2 − i,−2i,−1 − 2i,−2 − 2i,−3}.
(see Figure 1.11). Since an = 1 − i, we can immediately discard {1 − i,−1 −
i,−1 − 2i,−2i} by the laws of succession. The remaining cases are verified
individually. If an−1 = 1−2i, then an−2 exists and it must belong to {−1−i,−2}.
However, the segments (−2,1− 2i) and (−1− i,1− 2i) are not valid, so an−1 =
1−2i is not a valid choice. If an−1 = −2−2i, then an−2 ∈ {2,1−i}, but (2,−2−2i)
and (1 − i,−2 − 2i) are not valid, so an−1 ≠ −2 − 2i. Finally, an−1 = −3 forces
an−2 ∈ {−1−i,−2i,1−i} but (1−i,−3), (−2i,−3), and (−1−i,−3) are not valid.
Hence, ∣t∣ = √

2 and ∣s∣ = √
5 is impossible and ∣t∣ = √

2 implies ∣s∣ ≤ 2.

−3 −2 −1 1 2

−4

−3

−2

−1

0

Figure 1.11: Red discs are discarded directly by the Laws of Succession; blue
discs are discarded two steps. The black circle is D1.

We finish the proof by verifying the conclusion separately for ∣t∣ = √
2 and∣t∣ = 1. But first, we record the next inequality, which follows from ζn+1 ∈ F,

∣ζ−1
n+1∣ ≥ 2, ∀u ∈ U ∣ζ−1

n+1 − u∣ ≥ 1. (1.29)

If ∣t∣ = √
2, then ∣s∣ ∈ {0,1,

√
2} by Proposition 1.2.9.

i. If ∣s∣ = 0, then ∣s − tζ−1
n+1∣ = ∣tζ−1

n+1∣ > 1.

ii. If ∣s∣ = 1, then ∣s − tζ−1
n+1∣ ≥ 2 − 1 = 1. The equality holds if and only if

tζ−1
n+1 = 2u and s = −u for some u ∈ U, which happens for only finitely

many choices of t, u, ζn+1.
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iii. If ∣s∣ = √
2, then s = ut for some u ∈ U, and

∣s − tζ−1
n+1∣ = ∣ut − tζ−1

n+1∣ = ∣t∣∣u − ζ−1
n+1∣ ≥ √

2 > 1.

If ∣t∣ = 1, then ∣s∣ ∈ {0,1} by Proposition 1.2.9. By the symmetries of the
construction, we can assume that t = 1.

i. If ∣s∣ = 0, then ∣s − tζ−1
n+1∣ > 1.

ii. If ∣s∣ = 1, then ∣s − tζ−1
n+1∣ = ∣s − zn+1∣ ≥ 1 by (1.29). The equality happens

if and only if ζ−1
n+1 = s(1 + i).

iii. If ∣s∣ = √
2, we can take s = 1 + i. We argue by contradiction. Suppose

we had ∣1 + i + qn−1

qn
∣ ≤ 1, ∣1 + i − ζ−1

n+1∣ < 1.

As in Theorem 1.2.3, we can obtain recursively the absurdity qn−1/qn =[0;−2 + 2i,2 + 2i] /∈ Q(i). Therefore, we must have ∣1 + i − zn+1∣ ≥ 1.

In a few words, every HCF convergent of any ζ ∈ C is a good approxima-
tion of ζ. The above argument shows also that the equality in the consequent
of (1.28) is satisfied only by numbers belonging to countably many circles.
Thus, the almost everywhere assertion follows.

Badly Approximable Complex Numbers

A complex number is badly approximable whenever the approximation rate
given by Dirichlet’s (or Minkowski’s, or Ford’s or Lakein’s) inequality (1.22)
cannot be improved significantly.

Definition 1.2.2. A complex number ζ ∈ C if badly approximable if there
is some C > 0 such that every p, q ∈ Z[i], q ≠ 0, satisfy

∣ζ − p
q
∣ > C∣q∣2 .

The set of badly approximable complex numbers is denoted BadC.

BadC shares some properties with its well known real counterpart. For
instance, we will show that the Lebesgue measure of BadC is 0, and that
dimH BadC = 2. In fact, the set BadC is 1

2 -winning in the sense of Schmidt
Games (see Chapter 4). Before addressing these properties, we characterize
BadC in terms of HCF. The Second Lakein Theorem allows us to extend the
usual argument (See Theorem 23 in [Kh], p.36) to the complex context. We
give it for completeness sake.
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Lemma 1.2.10. Let ζ = [0;a1, a2, . . .] ∈ F be an irrational complex number
with Q-pair ((pn)n≥0, (qn)n≥0), then

∀n ∈ N 1(∣ζ−1
n+1∣ + 1) ∣qn∣2 < ∣ζ − pn

qn
∣ ≤ 2∣qnqn+1∣ . (1.30)

Proof. Keep the notation as in the statement. The upper bound follows from
the First Lakein First Theorem and the growth of (∣qn∣)n≥0:

∣ζ − pn
qn

∣ ≤ ∣ζ − pn+1

qn+1

∣ + ∣pn
qn

− pn+1

qn+1

∣ < 1∣qn+1∣2 + 1∣qnqn+1∣ ≤ 2∣qnqn+1∣ .
By Proposition 1.1.1, we have for every n ∈ N that

ζ = pnζ−1
n+1 + pn−1

qnζ−1
n+1 + qn−1

= pn
qn

+ (−1)n
q2
n (ζ−1

n+1 + qn−1
qn

) .
The lower bound follows from the growth of (∣qn∣)n≥0 and ∣ζ−1

n ∣ ≥ √
2.

For our purposes, the coefficient 2 in the upper bound in (1.30) is irrel-
evant as long as it is constant. With this in mind, we could even avoid the
use of the First Lakein Theorem. Indeed, keeping the above notation,

ζ − pn
qn

= (−1)n
qn(qnξn+1 + qn−1) = (−1)n

qn (qn+1 + qn 1
ζn+2) = (−1)n

qnqn+1 (1 + qn
qn+1

1
ζn+2) . (1.31)

Since (∣qn∣)n≥0 is strictly increasing and ζ−1
n+2 ∈ F ⊆ D(0,2− 1

2 ), we obtain

∣1 + qn
qn+1

1

ζn+2

∣ ≥ 1 − √
2

2
> 0.

The desired bound comes now from plugging the previous inequality into
(1.31).

Theorem 1.2.11. BadC = {z = [a0;a1, a2, . . .] ∈ C ∶ ∃M > 0 ∀n ∈ N0 ∣an∣ ≤M} .
Proof. As before, we focus on F. We start with ⊇. Suppose that ζ =[0;a1, a2, . . .] ∈ F′ has elements bounded by M > 0. Then,

∀n ∈ N ∣ζ−1
n ∣ = ∣an + ζn+1∣ ≤M + 1.

By the left inequality of Lemma 1.30, we have for c1 = (M + 2)−1 that

∀n ∈ N c1∣qn∣2 ≤ ∣ζ − pn
qn

∣ .
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Now, take p/q ∈ Q(i) in lowest terms and n ∈ N such that ∣qn−1∣ < ∣q∣ ≤ ∣qn∣.
By Theorem 1.2.8, ∣qnζ − pn∣ ≤ ∣qζ − p∣ and our choice of n gives

∣ζ − p
q
∣ ≥ ∣qn∣∣q∣ ∣ζ − pn

qn
∣ ≥ c1∣qn∣2 > c1∣q∣2 ∣qn−1∣2∣qn∣2 = c1∣q∣2 1

∣an + qn−2
qn−1 ∣2

≥ c1∣q∣2(M + 1)2
.

Therefore, ζ ∈ BadC with constant C = (M + 1)−1(M + 2)−2.
In order to show the other contention, take ζ ∈ BadC and let C = C(ζ) > 0

be the constant from the definition. By Lemma 1.30, for some constant c > 0
and any n ∈ N we have

C∣qn∣2 ≤ c∣qnqn+1∣ Ô⇒ ∣an+1 + qn−1

qn
∣ = ∣qn+1

qn
∣ ≪ζ 1 Ô⇒ ∣an+1∣ ≪ζ 1.

The last implication follows from ∣qn−1∣ < ∣qn∣.
Recently, another proof of Theorem 1.2.11 was given by Robert Hines

(Theorem 1 in [Hi17]). His argument also relies on R. Lakein’s work but
avoids Lemma 1.30.

1.2.4 Serret’s Theorem

The complicated structure of ΩHCF is not the only difference between regular
(or nearest integer) continued fractions and the Hurwitz algorithm. We shall
see that a classical theorem on the action of PGL(2,Z) over R via Möbius
transformations does not extend to HCF.

Theorem 1.2.12 (J.A. Serret, 1866). Two real numbers α = [a0;a1, . . .], β =[b0; b1, . . .] are equivalent under the action of PGL(2,Z) if and only if either
they are both rational or if for some j, k ∈ N we have aj+n = bk+n for all n ∈ N.

It is natural to ask for a similar result in the complex plane replacing
regular continued fractions by HCF and PGL(2,Z) by PGL(2,Z[i]). Clearly,
if ζ and ξ have infinte HCF expansion and their tails coincide, then they are
equivalent under the action of PGL(2,Z[i]). However, R. Lakein ([La74a])
proved that the converse fails. Indeed, define

Ξ = i + (43 + 28i) 1
2

2
, A = 5 − i −Ξ

4 − i , B = 3 + 2i +Ξ

4
,

the numbers A and B are equivalent under the action of PGL(2,Z[i]): A =(2B − i)/(B − i), but their HCF expansions are

A = [2 + i,3i,−1 + 2i,−1 + 2i,3,−2 − i],
B = [2 + i,−2 + i,−2 + i,1 − 2i,−1 − 2i,1 + 2i].
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1.3 Notes and Comments

1. Our iteration sequence notation differs from the one proposed by S.G.
Dani and A. Nogueira. They use (zn)n≥0 for iteration sequences, while we
use it for the orbit of z under an f -Gauss map.

2. R. Lakein showed that Serret’s Theorem did not hold in general. However,
A. Lukyanenko and J. Vandehey proved recently in [LuVa18] that Serret’s
Theorem holds almost everywhere.

3. The original proof of Theorem 1.2.4 in [DaNo14] did not consider irreg-
ularities. In the original exposition of Theorem 1.2.6 in [La73], the cases∣an∣ ∈ {√2,

√
5} are disregarded.
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Chapter 2

Algebraic properties

In this chapter, we survey some algebraic properties of Hurwitz Continued
Fractions. We start by discussing an Euler-Lagrange-type theorem for iter-
ation sequences. Afterwards, we see that Galois’ result on purely periodic
regular continued fractions holds under additional restrictions and that a
full analogue is impossible. Later, we give a full proof of W. Bosma’s and
D. Gruenewald’s extension of D. Hensley’s work showing that there exist
algebraic complex numbers of arbitrary large degree and bounded HCF ex-
pansion. We end the chapter by giving combinatorial conditions on infinite
HCF (in the spirit of Y. Bugeaud) implying the transcendence of their limit.

Notation. For a given sequence (an)n≥0 in Z[i], [a0;a1, a2, . . .] represents
a HCF and ⟨a0;a1, a2, . . .⟩ represents a complex continued fraction (not nec-
essarily Hurwitz). If I ⊆ R is a compact interval and γ ∶ I → C is a closed
path, the winding number of γ around z is Indγ(z) ∶= (2πi)−1 ∫γ dw(w−z) . For

m,n ∈ Z we write [m..n] = {j ∈ Z ∶m ≤ j ≤ n}.

References. For the Euler-Lagrange-type Theorem, see [DaNo14] and [Da15].
For the construction of algebraic numbers of degree greater than 2 over Q(i)
and bounded HCF elements, see [He06] and [BoGu12]. For purely periodic
and transcendental HCF, see [Gon18-01].

2.1 Complex Algebraic Numbers of Degree 2

A very well-known result on real continued fractions is the Euler-Lagrange
characterization of quadratic irrationals: an irrational number is quadratic
if and only if its regular (nearest integer) continued fraction expansion is
periodic. A. Hurwitz ([H87]) showed the corresponding result for quadratic
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complex numbers (over Z(i)) and his continued fractions. More than a cen-
tury later, in 2011, S.G. Dani and A. Nogueira ([DaNo14]) gave a similar
result for more general complex continued fractions algorithms. S.G. Dani
extended afterwards ([Da15]) the result to Eisenstein integers and their field
of fractions.

Theorem 2.1.1 (S. G. Dani, A. Nogueira, 2011). Let z ∈ C be a quadratic
surd over Q(i). For any C > 0 there is a finite set F ⊆ C such that whenever
w = (wn)n≥0 is a non-degenerate iteration sequence of z and

N(w,C) ∶= {n ∈ N ∶ ∣pn−2 − zqn−2∣ < C∣qn−2∣ , ∣pn−1 − zqn−1∣ < C∣qn−1∣}
is infinite, then {wn ∶ n ∈ N(w,C)} ⊆ F .

Proof. Let P ∈ Z[i][X] be the minimal polynomial of z, P (X) = aX2+bX+c.
Take C > 0, w = (wn)n≥1, and N = N(w,C) as in the statement. In view of
Proposition 1.1.1 in Chapter I, for every n ∈ N we have

a(wnpn−1 + pn−2

wnqn−1 + qn−2

)2 + b(wnpn−1 + pn−2

wnqn−1 + qn−2

) + c = 0.

Expanding and simplifying the previous expression, we obtain that

∀n ∈ N Anw
2
n +Bnwn +Cn = 0, (2.1)

where

An = ap2
n−1 + bpn−1qn−1 + cq2

n−1,

Bn = 2apn−1pn−2 + b(pn−1qn−2 + qn−1pn−2) + 2cqn−1qn−2,

Cn = ap2
n−2 + bpn−2qn−2 + cq2

n−2.

Since the roots of P are irrational, An ≠ 0 always hold. Moreover, it can be
verified directly that for all n ∈ N

An = (pn−1z − qn−1)(a(pn−1 − zqn−1) + (2az + b)qn−1).
The non-degeneracy hypothesis implies lim supn→∞ ∣wn∣ > 1 (cfr. Theorem
1.1.2), so ∣pn−1 − zqn−1∣ → 0 as n → ∞ (cfr. Proposition 1.1.1) and for any
large n ∣(pn−1z + qn−1)2a∣ ≤ 1.

Thus, for any large n ∈ N
∣An∣ ≤ ∣(pn−1z − qn−1)qn−1(2az + b)∣ + 1 ≤ C(2az + b) + 1.
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The previous bound also holds for Cn, because Cn = An−1 and, since the
discriminant is invariant (i.e. B2

n−4AnCn = b2−4ac for all n), (Bn)n∈N is also
bounded. Therefore, the sequences (An)n∈N , (Bn)n∈N , (Cn)n∈N take finitely
many values, so the set of polynomials {Pn(Z) = AnZ2 +BnZ +Cn ∶ n ∈ N},
and hence the set of their roots

F = {w ∈ C ∶ ∃n ∈ N Pn(w) = 0}
are finite. The condition {wn ∶ n ∈ N} ⊆ F follows from (2.1).

In general, we cannot conclude the periodicity of an iteration sequence of
a quadratic irrational. However, for certain choice functions f the associated
f -sequences are periodic. HCF are an example.

Corollary 2.1.2 (A. Hurwitz, 1897). A complex irrational z ∈ C satisfies[Q(i, z) ∶ Q(i)] = 2 if and only if its HCF is eventually periodic.

Proof. Let z ∈ C′ satisfy z = [a0; . . . , an−1, an+1, . . . , an+m] where the bar de-
notes periodicity and let ((pn)n≥0, (qn)n≥0) be its Q-pair. By Proposition
1.1.1 and since qn ≠ 0, we have that [an; . . . , an+m] is a quadratic irrational
over Q(i) and the same holds for z.

Now assume that z = [a0;a1, . . .] is a quadratic irrational and let (wn)n≥0

be the iteration sequence related to its HCF. By Theorem 2.1.1, for two
different natural numbers n,m we have wn = wm. Hence, their HCF coincide:

wn = [an;an+1, an+2, . . .], wm = [am;am+1, am+2, . . .],
and (an)n≥0 is eventually periodic.

2.1.1 Purely Periodic HCF

A well known result by Évariste Galois ([Ga29]) states a real quadratic irra-
tional α > 1 has a purely periodic regular continued fraction if and only if its
Galois Conjugate β satisfies −1 < β < 0. Such quadratic irrationals are called
reduced. Under some extra restrictions, we can obtain the corresponding
result for HCF.

Theorem 2.1.3. Let ξ = [a0;a1, a2, . . .] be a quadratic irrational over Q(i)
and η ∈ C its Galois conjugate over Q(i).

1. If (an)n≥0 is purely periodic, then ∣η∣ < 1.

2. If ∣ξ∣ > 1, η ∈ F and ∣an∣ ≥ √
8 for every n ∈ N0, then ξ has purely periodic

expansion.
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3. The conditions η ∈ F and (∀n ∈ N ∣an∣ ≥ √
8) cannot be removed from the

second point. In fact, there are infinitely many pairs ξ, η such that

i. η /∈ F, ∣an∣ < √
8 for some n, and (an)n≥0 is not purely periodic,

ii. η /∈ F, ∣an∣ ≥ √
8 for all n, and (an)n≥0 is not purely periodic,

iii. η ∈ F, ∣an∣ < √
8 for some n, and (an)n≥0 is not purely periodic.

We shall only mention the important aspects of the argument, the details
are in [Gon18-01]. The core of the first and third points is that the Galois
conjugate (over Q(i)) η of a purely periodic HCF α = [a0;a1, . . . , am−1] can
be written as

η = − ⟨0;am−1, . . . , a1, a0⟩ . (2.2)

The mirror formula and the strict growth of the corresponding (qn)n≥0 give∣η∣ ≤ 1. The strict inequality is shown using an alternate sequence argument
(similar to the one of Theorem 1.2.3. Although some new technicalities arise,
most of the real argument can be used to show the second point (cfr. Theorem
7.2 in [NMZ]). In order to prove the third point, we just force the continued
fraction in (2.2) to break the Laws of Succession.

There are several reasons for which the continued fraction (2.2) might
fail to be a HCF. When these reasons are simple (in some sense), we can
compute the HCF of η with a singularization1 identity like

a + 1

2 + 1

b

= a + 1 + 1

−2 + 1

b + 1

, a + 1

1 + i + 1

b

= a + (1 − i) + 1

−(1 + i) + 1

b + 1 − i
.

for any a, b ∈ C. A concrete example is given by

ζ = [5 + 6i;−3 + 2i,2,9 + 4i]
and its Galois Conjugate η. The sequence obtained by repeating the reversed
period of the HCF of ζ is not valid, but using the first singularization formula
we get

η = −[0; 10 + 4I,−2,−2 + 2i,5 + 6i].
Once we know that the period cannot be reversed, it is not hard to determine
the process to obtain a valid expansion. The difficulty is in determining the
source of non-reversibility.

1We borrow the term singularization from [IoKr02].
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2.2 Complex Algebraic Numbers of Degree

Greater than 2

No matter how deep and extensive the theory of regular continued fractions
has become, some problems remain open. It is still unknown if 2

1
3 has a

bounded continued fraction expansion, for example. More generally, the
following conjecture has not been solved.

Conjecture 2.2.1 (Folklore Conjecture). The only badly approximable num-
bers that are algebraic are the quadratic irrationals.

A strong related result was proven by Yann Bugeaud in [Bu13] on the
basis of his joint work with Boris Adamczewski in [AdBu05]. We discuss
below his result in further detail. In the mean time, it is enough to say
that they gave sufficient combinatorial conditions on the continued fraction
expansion for the transcendence of the limit.

In [He06], Doug Hensley showed what we consider to be the most impres-
sive result in the Hurwitz Continued Fraction Theory: a negative answer to
the Folklore Conjecture for HCF. Hensley gave explicitly complex irrationals
z ∈ C with bounded HCF satisfying [Q(i, z) ∶ Q(i)] = 4. Some years later,
in [BoGu12], W. Bosma and D. Gruenewald extended D. Hensley’s result to
algebraic numbers of arbitrary even degree over Q(i).

The proof of the result of Hensley and the later extension rely on the
study of some circles naturally associated to each complex irrational.

2.2.1 Generalized Circles

By a generalized circle we mean the set of solutions w ∈ C of an equation

C ∶ A∣w∣2 +Bw +Bw +D = 0, (2.3)

where A,D ∈ R are given and satisfy B ∈ C, ∣B∣2 −AD ≥ 0. We represent C
by the matrix

C = (A B
B D

) . (2.4)

Generalized circles are either circles or lines in the complex plane, but all of
them are just circles in the Riemann sphere. The next properties are verified
through straight forward computations.

Proposition 2.2.1. Let C be a generalized circle represented by (2.4).
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i. C is a line in the plane if and only if A = 0. In this case, it is the line
determined by

2R(wB) = −D.
Otherwise, C is the circle

C = C ⎛⎝−BA,
√∣B∣2 −AD∣A∣ ⎞⎠ .

ii. 0 ∈ C if and only if D = 0.

iii. IndC(0) = 0 if and only if AD > 0.

iv. IndC(0) = 1 if and only if AD < 0.

Recall that ι ∶ C∗ → C∗ is given by ι(z) = z−1. For any α ∈ C denote by
τα the translation by α, τα(z) = z + α for any z ∈ C.

Proposition 2.2.2. Let C be a generalized circle given by (2.4), then the
inversion of the circle is

ι[C] = (0 1
1 0

)(A B
B D

)(0 1
1 0

) = (D B

B A
) ,

and the translation by α,

τα[C] = ( 1 0−α 1
)(A B
B D

)(1 −α
0 1

) = ( A −Aα +B−αA +B A∣α∣2 −Bα −Bα +D) .
The previous proposition can be verified directly. Note that it gives ma-

trix representations of ι[C] and τα[C] where the determinant is invariant.

2.2.2 Circles of a complex irrational

Take a complex irrational z = [a0;a1, a2, . . .] ∈ C and define the sequence of
functions (Hn)n≥1 by Hn = τ−an ○ ι for n ∈ N, that is

∀w ∈ C∗ Hn(w) = 1

w
− an.

We also associate to z a sequence of generalized circles (Cj)j≥0 given by

C0 ∶= (A0 B0

B0 D0
) ∶= ( 1 a0

a0 ∣a0∣2 − ∣z0∣2) ,
∀n ∈ N Cn ∶= (An+1 Bn+1

Bn+1 Dn+1
) ∶=Hn[Cn−1].
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Even if their definition is somehow involved, the sequence (Cj)j≥0 arise in
a natural way. To see it, define (zn)n≥1 by z0 = z − a0 and zn = T n−1(z0) =[0;an, an+1, . . .] for n ∈ N. Hence, by definition z1 ∈ C0(−a0, ∣z∣), so z2 =
H1(z1) ∈H1[C0] = C1. In general, we may verify inductively that

∀n ∈ N zn+1 =Hn(zn) ∈Hn[Cn−1] = Cn.

By Proposition 2.2.2, the computation of the determinant gives

∀n ∈ N AnDn − ∣Bn∣2 = A0D0 − ∣B0∣2 = −∣z∣2. (2.5)

The main result of W. Bosma and D. Gruenewald is the following.

Theorem 2.2.3 (W. Bosma, D. Gruenewald, 2011). For any z ∈ C ∖Q(i)
with ∣z∣2 = n ∈ N, the collection {Cj ∶ j ≥ 0} is finite.

Proof. The finiteness is obtained by showing that the sequences of Gaussian
integers (Aj)j≥0, (Bj)j≥0, and (Cj)j≥0 take only finitely many values. The
conditions ∀j ∈ N0 ∣Bj ∣2 −AjDj = n, Cj ∩ F ≠ ∅.
lie in the heart of the argument. We start working with the simpler case of
Cj being a line and later we assume that it is a circle (in the plane).

§. Cj is a line. Because of Aj = 0, we have ∣Bj ∣2 = n and there are only
finitely many possibilities for Bj. To bound Dj, note that Cj is the line given
by

R(Bjw) = −Dj

2
.

Therefore, since Cj ∩ F ≠ ∅ we can take w ∈ Cj ∩ F to obtain

∣Dj ∣
2

= ∣R(Bjw)∣ ≤ ∣Bj ∣∣w∣ ≤ √
2

2
∣Bj ∣ <

√
2n

2
.

And conclude that there are only finitely many options for Dj.

§. Cj is a circle. Let Rj = √∣B∣2−AD∣A∣ be the radius of Cj. The conclusion fol-

lows from Rj > 1/√8. Indeed, in the presence of such inequality, Proposition
2.2.1 would give

∣A∣ ≤ ∣BJ ∣2 −AjDj

8
= n

8
.
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Again, by Proposition 2.2.1 and by Cj ∩ F ≠ ∅,

∣−Bj

Aj
∣ ≤ √

2

2
+Rj =

√
2

2
+ √

n

Aj
,

which implies ∣Bj ∣ ≤ ∣Aj ∣(√n + 2) ≤ K1(n). Since Aj and Bj determine Dj

and both Aj and Bj can take finitely many values, the same holds for Dj.
Therefore, we could conclude the finiteness of the family of circles {Cj ∶ j ∈
N0}.

We show by induction on j that Rj > 1/√8. Since Cj is a line if Cj−1 goes
through the origin, we consider the next three possibilities:

1. Cj−1 is a line not containing 0,

2. Cj−1 is a circle and IndCj−1(0) = 1,

3. Cj−1 is a circle and IndCj−1(0) = 0.

In the three cases we use a simple observation: the radius of Cj is the same
as the radius of ι[Cj−1]. We denote by ∣Cj ∣ = 2Rj the diameter of Cj.

1. Assume that Cj−1 is a line not containing 0. Let P ∈ Cj−1 be the nearest
point to 0, so ∣P ∣ ≤ 1/√2. Since {0, P −1} ⊆ ι[Cj−1], we conclude that

2Rj = ∣Cj ∣ ≥ ∣P −1∣ ≥ 1√
2

Ô⇒ Rj > 1√
8
.

2. Suppose that Cj−1 is a circle around 0. By part iv of Proposition 2.2.1
and the formula for inversion in Proposition 2.2.2, we get Indι[Cj](0) = 1.
Also, by zj ∈ Cj−1, z−1

j ∈ ι[Cj−1] and, calling c the center of ι[Cj−1],
2Rj > ∣z−1

j − c∣ + ∣c − 0∣ ≥ ∣z−1
j ∣ ≥ √

2 Ô⇒ Rj > 1√
8
.

3. Assume that Cj−1 is a circle and IndCj−1(0) = 0. Let P ∈ Cj−1 be the point

in Cj−1 closest to 0 and define p ∶= ∣P ∣ < 1/√2. Let Q be the antipodal
point of P and write ∣Q∣ = p + 2Rj−1 = p + ∣Cj−1∣. Then, by the Induction
Hypothesis Rj−1 > 1/√8 and since t↦ t

p+t is increasing,

2Rj = ∣Cj ∣ ≥ ∣ι(P ) − ι(Q)∣
≥ 1

p
− 1

p + ∣Cj−1∣
= ∣Cj−1∣
p(p + ∣Cj−1∣) = 2Rj−1

p(p + 2Rj−1)
> 1/√2

p(p + 1/√2) > p

p(p + 1/√2) > 1
1√
2
+ 1√

2

= 1√
2
.
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so Rj > 1/√8.

Corollary 2.2.4 (W. Bosma, D. Gruenewald, 2011). If z ∈ C∖Q(i) satisfies∣z∣2 = n ∈ N and x2 + y2 = n does not have integer solutions, then z has a
bounded HCF.

Proof. None of the circles Cj passes through the origin, because otherwise
we would have ∣aj ∣2 = ∣z0∣2 for aj ∈ Z[i], which is impossible. Therefore,

inf
j∈N0

min
j
d(0,Cj) > 0,

and (∣z−1
n ∣)n≥0 stays bounded away from 0. This implies that the numbers

z−1
n = [an;an+1, . . .] are bounded, so (aj)∞j=0 is bounded too.

By virtue of Corollary 2.2.4, we can construct infinitely many algebraic
numbers in BadC of degree greater than 2. We need to recall a result on
elementary number theory. Namely, that for a given n ∈ N the equation
n = x2 + y2 has integer solutions if and only if in the prime factorization of n

n = 2γ
⎛⎝ ∏
p≡1(4)p

αp
⎞⎠⎛⎝ ∏

q≡3(4) q
βq
⎞⎠ .

all the exponents βq are even (Theorem 2.15. in [NMZ], p.55). For example,
the number w = √

3 + i√8 is algebraic of degree 4 over Q(i) and, since∣w∣2 = 11, its HCF is bounded. More generally, let n ∈ N be a prime number

such that n ≡ 3 (mod 4). For any m ∈ N the numbers ζm = m
√

2 + i√n − m
√

4
have bounded HCF elements and satisfy [Q(i, ζ),Q(i)] = 2m.

2.3 Transcendental numbers

Corollary 2.2.4, makes it particularly easy to construct transcendental num-
bers with bounded HCF. For instance, just take any transcendental ζ ∈ [0,1]
and consider

√
ζ + i√7 − ζ. In this section, we give another way to construct

infinitely many transcendental complex numbers by imposing some combi-
natorial properties on their HCF expansion.

2.3.1 Combinatorics on words

Let us recall some terminology. An alphabet A is a non-empty set. A word
in an alphabet A is a sequence, finite or infinite, taking values on A. We
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denote the set of finite words on A by A∗ and the set of infinite words (to
the right) on A by Aω. Take a ∈ A∗ and b ∈ A∗∪Aω, we say that a = a1 . . . an
is a sub-word of b = b1b2 . . ., and denote it a ≤ b, if bi+1 . . . bi+n = a1 . . . an
for some i ∈ N. The length of a word a = a1 . . . an is the number of terms it
comprises, we denote it by ∣a∣ = n. For a ∈ Aω and m,n ∈ N, m ≤ n, we write
a[m..n] = amam+1 . . . an.

Let a ∈ Aω be an infinite word over a finite A. A way to measure how
sophisticated is the structure of a is through the complexity function,
pa(⋅,A) ∶ N→ N,

∀n ∈ N pa(n,A) = #{x ∈ A∗ ∶ ∣x∣ = n, x ≤ a} .
Y. Bugeaud and D. H. Kim defined in [BuKi15] another useful device: the
repetition exponent. Broadly speaking, it tells us how long do we have to
wait in average to see the first repetition of any sub-word of length n in a.

Definition 2.3.1. Let x = x1x2x3 . . . ∈ Aω. For every positive integer n
consider

r(n,x) = min{m ∈ N ∶ ∃i ∈ [1..m − n] x[i..i+n−1] = x[m−n+1..m]}.
The repetition exponent of x, repx, is

repx = lim inf
n→∞

r(n,x)
n

.

Theorem 2.3.1 (Y. Bugeaud, 2011). Let a = (an)n≥0 be a non-periodic se-
quence of natural numbers such that

repa < +∞.
Then, [0;a1, a2, a3, . . .] is transcendental.

Let a be a sequence of natural numbers taking finitely many values. Un-
ravelling the definition of the repetition exponent, we can show that

∀n ∈ N r(n,a) ≤ p(n,a) + n. (2.6)

Therefore, if we had p(n,a) ≪a n, the number [0;a1, a2, a3, . . .] would be ei-
ther a quadratic irrational or trascendental. An important class of sequences
whose complexity function has an at most linear growth is the family of au-
tomatic sequences (Corollary 10.3.2, p. 304 in [AlSh03]). Thus, Theorem
2.3.1 tells us that automatic regular continued fractions are either quadratic
or transcendental.
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2.3.2 Complex Transcendental Numbers

Let A ≠ ∅ be a finite alphabet and a an infinite word over A. As noted in
[BuKi15], the statement rep(a) < +∞ is equivalent to the existence of three
sequences of finite words in A, (Wn)n≥1, (Un)n≥1, and (Vn)n≥1, such that

i. For every n the word WnUnVnUn is a prefix of a,

ii. The sequence (∣Wn∣ + ∣Vn∣)/∣Un∣ is bounded above,

iii. The sequence (∣Un∣)n≥1 is strictly increasing.

The behaviour of (Wn)n≥1 prompts two different cases:

lim inf
n→∞ ∣Wn∣ < +∞ ∨ lim inf

n→∞ ∣Wn∣ = +∞.
In the first one, we can obtain satisfactory approximations of [0;a1, a2, . . .] by
purely periodic HCF. In the second case, we can approximate by eventually
periodic HCF.

The following result corresponds to Theorem 2.3.1 in the HCF context.
Unfortunately, the slight strengthening of the hypothesis in the second point
leads to a much less elegant statement.

Theorem 2.3.2. Let a = (aj)j≥1 ∈ ΩHCF be non-periodic and such that

repa < +∞.
Call ζ = [0;a1, a2, a3, . . .] and let (Wn)n≥0, (Un)n≥0, (Vn)n≥0 be as above.

i. If lim inf
n→∞ ∣Wn∣ < +∞, then ζ is transcendental.

ii. If lim inf
n→∞ ∣Wn∣ = +∞ and ∣an∣ ≥ √

8 for every n ∈ N, then ζ is transcen-

dental.

The lengthy proof of Theorem 2.3.2, found in [Gon18-01], follows the
original strategy used on Theorem 2.3.1. Accordingly, a fundamental tool is
a suitable version of Schmidt’s Subspace Theorem. Wolfgang Schmidt showed
in [Sch76] his Subspace Theorem for number fields. It reads as follows when
restricted to Q(i).
Theorem 2.3.3 (Schmidt’s Subspace Theorem for Number Fields). Let
L1, . . . ,Lm and M1, . . . ,Mm be two sets of m linearly independent linear
forms with algebraic coefficients.
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For any ε > 0 there exists T1, . . . , Tk proper subspaces of Q(i)m such that
for every β = (b1, . . . , bk) ∈ Z[i], β ≠ 0,

∣ m∏
j=1

Lj(β)∣ ∣ m∏
j=1

Mj(β)∣ ≤ 1∥β∥ε∞ Ô⇒ β ∈ k⋃
j=1

Tj,

where ∥β∥∞ = max{∣b1∣, . . . , ∣bk∣}, and β = (b1, . . . , bm).

Examples of Complex Transcendental Numbers

In order to use Theorem 2.3.2, we recall some notions related to k-uniform
morphisms. Let A be an alphabet. The set A∗ along with the concatenation
operation has a monoid structure, it is called the free monoid over A. By
a morphism mean a monoid morphism ϕ ∶ A∗ → B∗, where B is another
alphabet. Clearly, such an ϕ is determined by its action on each a ∈ A.
For any k ∈ N, ϕ is k-uniform if ∣ϕ(a)∣ = k for all a ∈ A, a coding is a
1-uniform morphism. A morphism is uniform if it is k-uniform for some k.
A k-uniform morphism ϕ ∶ A∗ → A∗ is prolongable on a ∈ A if ϕ(a) = ax
for some x ∈ A∗, and the fixed point of ϕ based at a is the infinite word

axϕ(x)ϕ2(x)ϕ3(x)ϕ4(x) . . . ,
where, naturally, ϕ1 = ϕ and ϕn+1 = ϕ ○ ϕn.

We can give right away two famous examples. Set A = {a,b}, where a, b
are two different symbols. Let µ ∶ A∗ → A∗ be the morphism determined by
µ(a) = ab, µ(b) = ba. The Thue-Morse sequence on A, t, is the fixed point
(based on a) of µ:

t = abbabaabbaababba . . . .

Now let ϕ ∶ A∗ → A∗ be the morphism determined by ϕ(a) = aab, ϕ(b) = bba.
The Mephisto Waltz sequence A, s, is the fixed point (based on a) of ϕ:

s = aabaabbbaaabaabbba . . . .

The following proposition is an immediate conclusion— almost a mere restatement—
of well-known results by A. Cobham (see Theorem 6.8.2, p.190, Theorem
6.3.2, p. 175, and Corollary 10.3.2, p.304, in [AlSh03]).

Proposition 2.3.4 (A. Cobham, 1972). Let A be a finite alphabet and a ∈A∗. Assume that one of the following the conditions hold:

1. If a is the fixed point of a uniform morphism,

2. There exist a pair of positive integers k,m such that for all r ∈ [0..m−1]
the sequence (anm+r)n≥0 is the image under a coding of the fixed point
of some k-uniform morphism.

Then, rep(a) < +∞.
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Regular transcendental numbers. Let a, b ∈ Z[i], a ≠ b, be such that∣a∣, ∣b∣ ≥ √
5 and let t be the Thue-Morse sequence on {a, b} starting at a.

Since t is not periodic (cfr. Theorem 1.6.1., p.15., in [AlSh03]), Theorem
2.3.2 tells us that ζ = [0; t1, t2, t3, . . .] is transcendental.

Irregular transcendental numbers. Unlike in the regular case, we must
be careful while constructing an irregular sequence a satisfying rep(a) < +∞.
Not every fixed point of a k-uniform morphism over a suitable alphabet will
do the trick (or, more generally, not any k-automatic sequence will work).
We must keep in mind the following observation.

Proposition. Let (an)n≥1 ∈ ΩHCF
I , then lim infn ∣an∣ ≤ 2. In fact, one of the

following two inequalities must hold

lim sup
n→∞ ∣a2n∣ ≤ 2, ∨ lim sup

n→∞ ∣a2n+1∣ ≤ 2.

Take two different rational integers m,n with ∣m∣, ∣n∣ ≥ 3 and let s =(sj)j≥1 be the corresponding Mephisto Waltz sequence. Define the word
a = a1a2a3 . . . by ∀n ∈ N a2n−1 = −2, a2n = sn.
Since s is not periodic (cfr. Exercise 16, p.25, in [AlSh03]), a is not periodic
either. Moreover, the sequences (Wn)n≥1, (Vn)n≥1 as in Theorem 2.3.2 can
be taken to be Wn = Vn = ε for all n. Hence, a ∈ ΩHCF

I and by Proposition
2.3.2 and Theorem 2.3.2, [0;a1, a2, a3, . . .] is transcendental.

2.4 Further results

Other transcendence results can be translated into our context with the per-
tinent modifications. An example is Theorem 2.4.1 (cfr. [Bu15], Theorem
11.2).

We say that an infinite word a ∈ A satisfies condition (♣) if there are
sequences (Wn)n≥1, (Un)n≥1, (Vn)n≥1 of finite words in A such that

1. WnUnVnÛn is a prefix of a for every n ∈ N, where Ûn is the word
obtained by reversing Un,

2. ((∣Wn∣ + ∣Vn∣)/∣Un∣)n≥1 is bounded,

3. (∣Un∣)n≥1 tends to infinity when n does.

Theorem 2.4.1. Let a ∈ ΩHCF satisfy Condition (♣) and ∣an∣ ≥ √
5 for every

n. If a is not periodic, then ζ = [0;a1, a2, . . .] is transcendental.
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2.5 Notes and Comments

1. The restriction ∣an∣ ≥ √
5 in Theorems 2.3.2 and 2.4.1 are needed for

the same reason. In R, if the regular continued fractions of α and β
are bounded, say by M , then ∣α − β∣ ≍m,M 1 where m is the length of
the longest prefix of α which is also a prefix of β. This is no longer
true for HCF in general. However, if F = ⋃a C1(a), where a runs along
the set {w ∈ Z[i] ∶ ∣w∣ ≥ √

5}. There is some positive ε > 0 such that
d(b + F, c + F ) > ε for any b, c ∈ Z[i] (see Figure 1.1, Chapter 1.).

2. We avoided a discussion on k-automatic sequences, because it is far
simpler to introduce the notion of fixed points of uniform morphisms.
However, the following is an immediate consequence of Theorem 2.3.2.

Corollary. Let A ⊆ Z[i] be a finite set such that min{∣a∣ ∶ a ∈ A} ≥√
5. Then, any k-automatic sequence (an)n≥1 over A is the HCF of a

transcendental complex number.

Our omission is irrelevant in view of Cobham’s characterization of au-
tomatic sequences as the image under codings of fixed points of uniform
morphisms.
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Chapter 3

Ergodic Theory of Hurwitz
Continued Fractions

In this chapter, we present basic results on the ergodic theory of the dy-
namical system (F, T ). In particular, we show the existence of a measure µ
equivalent to the Lebesgue measure making (F, T, µ) ergodic. We mention
some consequences of Birkhoff’s Ergodic Theorem including a formula for
estimating the entropy of (F, T, µ), and an application on binary forms. We
finish the chapter by mentioning two general frameworks containing HCF.
One of them has been treated by F. Schweiger, H. Nakada, among others,
and in a slightly modified version by A. Berechet. The second one is treated
in a recent paper by A. Lukyanenko and J. Vandehey.

Notation. Whenever the Vinogradov symbol ≪ and in ≍ appears without
any parameters, the implied constants are absolute. The σ-algebra of Borel
subsets of F (resp. Fn(a)) is denoted by B (resp. BFn(a)). The n-th term
of the HCF of a number z regarded as a function of z is denoted an(z) and
similarly for (pn)n≥0, (qn)n≥0. If Ω is a set of sequences in Z[i] and m ∈ N,

Ω(m) ∶= {(aj)mj=1 ∈ Z[i]m ∶ ∃(bj)j≥1 ∈ Ω b1 = a1, . . . , bn = an} .
The Lebesgue measure on F is m. If (X,M, µ) is a measure space, ∀µ x ∈ X
means for µ-almost all x ∈X.

Main references. For general ergodic theory see [CFS82]. For the ergodic
theory of HCF and larger settings including them see [Na76], [Sc00b], [Be01],
and [NaNa03]. For Iwasawa Continued fractions see [LuVa18].
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3.1 Geometric observations

We start by recalling a classical measure theoretic result. Its proof can be
found in almost any measure theory book, e.g. [Bo07], Vol. 1., Theorem
3.7.1., p. 194.

Theorem 3.1.1 (Change of Variable). Let U ⊆ Rn be open and let φ ∶ U → Rn

be differentiable with derivative Dφ. If φ is injective, then for any measurable
A ⊆ U and any Borel function f ∈ L1(Rn) we have

∫
φ[A] f(x)dx = ∫A(f ○ φ)(t) ∣detDφ(t)∣dt.

The present and the next chapter rely heavily on a geometrical feature
of the construction; loosely stated: cylinders look a lot like maximal feasible
regions. This is rather unsurprising considering that T n restricted to any
regular cylinder Cn(a) is bi-holomorphic. Let us elaborate in this aspect.

We adopt the following notation:

∀a ∈ ΩHCF
R ∀n ∈ N Fn(a) ∶= T n[Cn(a)],

and extend it in the obvious way to finite sequences.
Take n ∈ N and a ∈ ΩHCF

R with Q-pair ((pm)m≥0, (qm)m≥0). The function
T n ∶ Cn(a) → Fn(a) is bijective, its inverse ta,n is given by

∀z ∈ Fn(a) ta,n(z) = pn−1z + pn
qn−1z + qn = pn−1

qn−1

+ (−1)n
qn−1(qn−1z + qn) .

Since ∣qn∣ < ∣qn+1∣, ta,n is holomorphic on its domain and

∀z ∈ Fn(a) t′a,n(z) = (−1)n+1

(qn−1z + qn)2
.

Recall that if f ∶ U ⊆ C → C is holomorphic, then it is real differentiable
and ∣Df(x, y)∣ = ∣f ′(x + iy)∣2 for every z = x + iy ∈ U (see [Lan99], p.33). In
particular, for ta,n we have

∀z = x + iy ∈ Fn(a) ∣detDta,n(x, y)∣ = 1∣qn−1z + qn∣4 = 1∣qn∣4∣ qn−1qn
z + 1∣4 .

As a consequence, we have the bounds

∀z ∈ Fn(a) 2−4 1∣qn∣4 ≤ ∣detDta,n(x, y)∣ ≤ (1 − √
2

2
)−1

1∣qn∣4 ;
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or more briefly,

∣detDta,n∣ ≍ 1∣qn(a)∣4 . (3.1)

The previous expression is known as a Rényi condition.
Since there are only finitely many regular maximal feasible regions (thir-

teen if we discard null sets), the Theorem of Change of Variable and (3.1).

∀B ∈BFn(a) m(ta,n[B ∩ Fn(a)]) ≍ m(B ∩ Fn(a))∣qn∣4 . (3.2)

A regular cylinder Cn(a) is full if Fn(a) = F. Computing the proportion
of F that is occupied by full cylinders of depth 1 (see Figure 1.1 in Chapter I)
is an exercise in Riemann integration. There are no additional complications
if we replace F by any regular maximal feasible region. Since the restrictions
of T n to regular cylinders do not entail too much distortion (cfr. (3.1)), it
is reasonable to believe that the proportion of a regular cylinder of depth n
occupied by full cylinders of depth n+k can be estimated. This phenomenon
is precisely stated in Lemma 3.1.2.

We remind the reader that I = Z[i] ∖ {0,1, i,−1,−i} and write

∀n ∈ N A(n)○ = {a ∈ In ∶ T n[Cn(a)] = F} .
Given E ⊆ F, a ∈ ΩHCF

R and m,k ∈ N, set

Υ(E,m) ∶= {b ∈ Im ∶ Tm[Cm(b) ∩E] = F},
Υ(a, k,m) ∶= {b ∈ Im ∶ a1 . . . akb ∈ A(m + k)○} .

Lemma 3.1.2. For all m,k ∈ N and any a ∈ ΩHCF
R (k)

∑
b∈Υ(a,k,m)m (Cm+k(ab)) ≫ m (Ck(a)) . (3.3)

Proof. Let F′ ≠ ∅ be the interior of a regular maximal feasible set, the above
discussion gives ∑

b∈Υ(F′,1)m (C1(b)) ≫ m(F′). (3.4)

For any a ∈ ΩHCF
R with Q-pair ((pn)n≥0, (qn)n≥0) and k ∈ N, the estimate (3.2)

translates into

m (Ck(a)) ≍ m (Fk(a))∣qk∣4 , ∀b ∈ Υ(a, k,1) m (Ck+1(ab)) ≍ m (C1(b))∣qk∣4 .

These bounds along with (3.4) yield

∑
b∈Υ(a,k,1)m (Ck+1(ab)) ≫ m (Ck(a)) . (3.5)
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Take m ∈ N, m ≥ 2, and put B = {b′ ∈ Im−1 ∶ Cm−1(b′) ∩ F′ ≠ ∅}, then

∑
b∈Υ(F′,m)m (Cm(b)) = ∑

b′∈B ∑
b∈Υ(b′,m−1,1)m (Cm(b′b))

≫ ∑
b′∈Bm (Cm−1(b′)) ≥ m(F′). (3.6)

When a ∈ ΩHCF
R , m,k ∈ N are given, we can obtain (3.3) from (3.6) just

as we got (3.5) from (3.4).

3.2 An ergodic measure

We devote this section to construct an analogue of the Gauss measure for
regular continued fractions. Unfortunately, the proof says nothing about the
exact form of its density.

Recall that given a measure space (X,S, λ) and a measurable map τ ∶
X → X, we say that λ is τ -invariant if λ(E) = λ(τ−1[E]) for all E ∈ S.
The measure λ is τ-irreducible (or just irreducible if τ has been fixed) if
τ−1[E] = E yields λ(E) = 0 or λ(E) = 1 for any measurable E. We say that
λ is ergodic (with respect to τ) if it is τ -invariant and τ -irreducible. We say
that τ is non-singular if λ(τ−1[E]) = 0 implies λ(E) = 0 for all E ∈S.

Theorem 3.2.1 (H. Nakada, 1976). There is a unique Borel measure µ which
is equivalent to m and such that the system (F, T, µ) is ergodic.

We will require two previous results. The first one— due to N. Dunford
and D.S. Miller— is shown in [DuMi46] as Theorem 1. The proof of the
second one can be found in V. Bogachev’s measure theory book ([Bo07], Vol.
1., Theorem 4.6.3., p. 275).

Lemma 3.2.2 (N. Dunford, Miller 1946). Let (X,S, ν) be a measure space
such that ν(X) < +∞ and let ϕ ∶ X → X be non-singular. If there is some
M > 0 such that

∀A ∈S ∀n ∈ N 1

n

n−1∑
r=0

ν(ϕr[A]) ≤Mν(A),
then, for all f ∈ L1(X,ν) the limit

lim
n→∞

1

n

n−1∑
r=0

f(ϕrt).
exists ν-almost everywhere in X.
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Lemma 3.2.3. Let (X,S) be a measurable space and (µn)n≥1 a sequence of
measures on X such that the following limits exist

∀E ∈S µ(E) ∶= lim
n→∞µn(E).

If µ(X) < +∞, then µ is a measure on (X,S).

Proof of Theorem 3.2.1. To construct µ, we first show that for some absolute
constants ∀k ∈ N ∀E ∈B m(E) ≍ m (T −k[E]) . (3.7)

Lemma 3.2.2 applied to the functions {χE}E∈B along with Lemma 3.2.3 tell
us that we can define a T -invariant measure µ via

∀E ∈B µ(E) ∶= lim
n→∞

1

n

n−1∑
j=0

m(T −j[E]). (3.8)

By (3.7), µ and m are equivalent and the ergodicity of µ would follow from
the irreducibility of m. We conclude that m is irreducible by showing that
any measurable E with m(E) > 0 satisfies

T −1[E] = E Ô⇒ ∀F ∈B m(E ∩ F ) ≫ m(E) m(F ). (3.9)

Taking F = F ∖ E we conclude m(F ∖ E) = 0. The uniqueness of µ follows
from Birkhoff’s Ergodic Theorem (see Appendix A).

Proving Theorem 3.2.1 amounts now to show (3.7) and (3.9).

Proof of (3.7). For every k ∈ N define

ck ∶= min{m(Fk(a)) ∶ k ∈ N, a ∈ ΩHCF
R (k)} .

Since m (Ck(a)) ≍ mFk(a)∣qk(a)∣−4 for any a ∈ IN,

∑
a∈ΩHCF

R (k)
ck∣qn(a)∣4 ≪ ∑

a∈ΩHCF
R (k)

m (Ck(a)) = mF = 1

By the Theorem of Change of Variable, for all a ∈ ΩHCF
R and any k

m(T −k[E] ∩ Ck(a)) = m(ta,k[E ∩ Fk(a)])
= ∫

Fk(a) χE ∣detDta,k∣dm
≍ m(E ∩ Fk(a)) m (Ck(a)) . (3.10)
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In particular, whenever a ∈ A(k)○,
m(T −k[E] ∩ Ck(a)) ≍ m(E) m (Ck(a)) . (3.11)

In view of Lemma 3.1.2, (3.11) yields

m (T −k[E]) = ∑
a∈Ikm(T −k[E] ∩ Ck(a))

≥ ∑
a∈A(k)○m(T −k[E] ∩ Ck(a)) ≍ m(E) ∑

a∈A(k)○m (Ck(a)) ≫ m(E).
The other inequality also follows directly from (3.10):

∀k ∈ N m (T −k[E]) = ∑
a

m(T −k[E] ∩ Ck(a))
≍ ∑

a

m(E ∩ F(a))m (Ck(a)) ≤ m(E),
where a runs along ΩHCF

R (k).
Proof of (3.9) Since the family of cylinders generate the Borel σ-algebra,
it suffices to establish (3.9) for cylinders. Thus, we must show that for a
given set E ∈ B such that T −1[E] = E and mE > 0 the following property
holds:

∀a ∈ ΩHCF
R ∀m ∈ N m(E ∩ Cm(a)) ≫ m(E) m (Cm(a)) . (3.12)

Take a ∈ ΩHCF
R (m) and m ∈ N. By the Theorem of Change of Variable

and noting that the T -invariance of E yields χE ○ tc,k = χE for any c ∈ A(k)○
we have

m(E ∩ Cm(a)) = ∑
b∈I ∫Cm+1(ab) χE dm

≥ ∑
b∈Υ(a,1)∫Cm+1(ab) χE dm

= ∑
b∈Υ(a,1)∫F

(χE ○ ta,b) ∣detDta,b∣dm
= ∑
b∈Υ(a,1)∫E ∣detDta,b∣dm

≫ ∑
b∈Υ(a,1)

m(E)∣qm+1(ab)∣4
≫ m(E) ∑

b∈Υ(a,1)m (Cm+1(ab)) ≫ m(E) m(Cm(a)).
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It is well known that the density function of the real Gauss measure is
given by f ∶ [0,1] → R, f(x) = (2 logx)−1. As today, it is still unknown if the
density function of µ with respect to m has a simple explicit form. However,
using elements of thermodynamic formalism, Doug Hensley could show that
ρ is real analytic almost everywhere on F.

Theorem 3.2.4 (D. Hensley, 2006). Let µ be the measure from Theorem
3.2.1. The density of µ, h, is real analytic in the twelve regions determined
by the boundaries of the regular maximal feasible regions (see Figure 3.1).
Moreover, the symmetries µ(iA) = µ(A) and µ(A) = µ(A) hold for every
Borel set A ⊆ F.

Figure 3.1: The sets of continuity of ρ.

We delay the discussion on the mixing properties of T . We content our-
selves for the moment to state a theorem that is an immediate conclusion of
the Nakada - Natsui Theorem discussed below.

Theorem 3.2.5. The map T is strong mixing with respect to µ; that is

∀A,B ∈B lim
n→∞µ(T −n[A] ∩B) = µ(A)µ(B).

3.2.1 Consequences and related results

Let us start with two natural observations providing a non-trivial difference
and a similarity between regular and Hurwitz continued fractions. Both
results follow from Birkhoff’s Ergodic Theorem.

Proposition 3.2.6. i. There are constants K,h such that

∀mz = [a0;a1, a2, . . .] ∈ F lim
n→∞

1

n

n−1∑
j=0

aj = K, lim
n→∞

1

n

n−1∑
j=0

∣aj ∣ = h.
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ii. There exists a constant c such that

∀mz = [0;a1, a2, . . .] ∈ F lim
n→∞ ∣qn∣ 1n = c;

in fact, c = exp(− ∫F log ∣z∣dµ).

For regular continued fractions, the first limit is infinite almost everywhere
and a1 is not integrable. The second part is the analogue of the Khinchin-
Lévy Constant.

Proof. i. In virtue of Birkhoff Ergodic Theorem, it suffices to show that
a1(z) ∶ F→ I (the first element of the HCF) belongs to L1(µ). By (3.1),
we have that

∀a ∈ I ∫C1(a) ∣a1(z)∣dµ = ∫C1(a) ∣a∣dµ ≍ 1∣a∣3 ;

as a consequence, summing over I and writing ∥a∥∞ = max{∣Ra∣, ∣Ia∣},

∫
F
∣a1∣dµ ≍ ∑

a∈I
1∣a∣3 = ∑

j≥2

∑∥a∥∞=j
1∣a∣3 +

√
8 ≤ 8∑

j≥2

1

j2
+√

8 ≤ 8 +√
8

and a1 ∈ L1(µ). The constants

h = ∫ a1dµ, K = ∫ ∣a1∣dµ,
give the desired conclusion.

ii. Let z = [0;a1, a2, a3, . . .] ∈ F be irrational. Since the convergents of z are
in minimal expression, the identity

pn(z)
qn(z) = 1

a1 + [0;a2, a3, . . .] =
1

a1 + pn−1(Tz)
qn−1(Tz)

= qn−1(Tz)
anpn−1(Tz) + qn−1(Tz)

implies that pn(z) = unqn−1(T (z)) for some unit un ∈ Z[i] and any n.
Then, we have that

∀n ∈ N ∣pn(z)
qn(z) pn−1(Tz)

qn−1(Tz)⋯p1(T n−1z)
q1(T n−1z) ∣ = 1∣qn(z)∣ .

As a consequence, for all n ∈ N
− 1

n
log ∣qn(z)∣ = 1

n

n−1∑
k=0

log ∣pn−k
qn−k (T kz)∣

= ( 1

n

n−1∑
j=0

log ∣T jz∣) + 1

n
(n−1∑
k=0

log ∣pn−k
qn−k (T kz)∣ − log ∣T kz∣) .

(3.13)
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In view of (3.7), the density of µ, h, satisfies 0 < ess inf h and ess suph <+∞. Let ε > 0. Then, changing into polar coordinates and recalling that
r log r → 0 as r → 0, we get

∫
F∖εD ∣ log ∣z∣∣dµ = ∫

F∖εD ∣ log ∣z∣∣hdm = ∫
F∖εD r∣ log r∣h(r, θ)dm(r, θ) ≪ 1.

By The Monotone Convergence Theorem, z ↦ log ∣z∣ belongs to L1(µ)
and, by Birkhoff’s Ergodic Theorem, the first term in (3.13) tends to∫ log ∣z∣dµ.

For the second term, let us observe that any irrational w ∈ F with Q-pair((pn)n≥0, (qn)n≥0) satisfies for any n ∈ NRRRRRRRRRRRRRR
∣w∣
∣pnqn ∣ − 1

RRRRRRRRRRRRRR
≤ ∣ wpn

qn

− 1∣ = ∣qn∣∣pn∣ ∣w − pn
qn

∣ ≪ 1∣pnqn∣ = 1∣qn−1qn∣ ≤ 1

φn
.

We have used First Lakein’s Theorem and Theorem 1.2.4 of Chapter 1.

The Mean Value Theorem tells us that

∀n ∈ N ∣log ∣w∣ − log ∣pn
qn

∣∣ ≪ 1

φn
.

Hence, the co-factor of 1
n in the second term of (3.13) is bounded and

the quotient tends to 0 as n grows.

Entropy of the HCF system

In the course of proving Proposition 3.2.6 we established that f ∶ F → R,
f(z) = log ∣z∣, is integrable. The real number ∥f∥1,µ = ∫ ∣f ∣dµ is strongly
related to the entropy of the HCF dynamical system.

Theorem 3.2.7. Let f ∶ F → R be given by f(z) = log ∣z∣. The entropy of(F,B, µ, T ) is
hµ(T ) = 4∥f∥1,µ.

Proof. Let P be the partition formed by the cylinders of depth 1, P ∶={C1(b)}b∈I . The construction of µ guarantees the existence of two constants
c1, c2 such that

∀b ∈ I logm (C1(b)) + c1 ≤ logµ (C1(b)) ≤ logm (C1(b)) + c2.

And, by (3.2), there are absolute constants c′1, c′2 for which

4 log ∣b∣ + c′1 ≤ − logµ (C1(b)) ≤ 4 log ∣b∣ + c′2,
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holds for all b ∈ I. Adding over I we obtain the entropy of P
Hµ(P) = −∑

b∈I µ (C1(b)) logµ (C1(b)) ≪∑
b∈I

log ∣b∣∣b∣4 + 1∣b∣4 ≪∑
b∈I

1∣b∣3 < +∞.
The Shannon-McMillan-Breiman Theorem yields

∀µ z = [0;a1, a2, . . .] ∈ F lim
n→∞

1

n
logµ (Cn(a)) = hµ(T );

and in light of (3.7) we can replace µ by m in the previous limit. Finally, by
the the second part of Proposition 3.2.6, for m-almost any z ∈ F we have

− 1

n
logm (Cn(a)) = log ∣qn(z)∣

n
+ 1

n
O(1) ÐÐ→

n→∞ ∥f∥1,µ.

Complex quadratic forms in two variables

We say that a sequence a ∈ ΩHCF
R is HCF-normal if every regular prefix

is a sub-block of a. A consequence of the ergodicity of (F,B, T, µ) is the
following corollary pointed out in [DaNo14].

Corollary 3.2.8. With respect to m, almost every complex number is HCF-
normal.

Proof. Let b ∈ Im be a regular prefix. By Birkhoff’s Ergodic Theorem,

∀µ z ∈ F lim
n→∞

1

n

n−1∑
j=0

χCm(b)(T j(z)) = µ (Cm(b)) > 0.

Since there are countably many regular prefixes and µ is equivalent to m,
every regular prefix appears in the HCF expansion of µ-almost every complex
number z.

For any pair of complex numbers ζ, ξ ∈ C define the quadratic form Qζ,ξ ∶
C2 → C by ∀(w, z) ∈ C2 Qζ,ξ(w, z) = (w − ζ)(z − ξ).
On the basis of the work of S. G. Dani and A. Nogueira, we can obtain the
next theorem.

Theorem 3.2.9. For almost every pair ζ, ξ ∈ C, the set Qζ,ξ[Z[i]2] is dense
in C.
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This theorem is the complex analogue of an earlier result also obtained
by S.G. Dani and A. Nogueira too.

Theorem 3.2.10. For almost every pair α1, α2 ∈ R, the set Qα,β[N2] is dense
in R.

The complete proofs of Theorems 3.2.9 and 3.2.10 can be found, respec-
tively, in [DaNo14] as Corollary 8.8. and in [DaNo02] as Corollary 5.3..

The Gauss-Kuzmin Theorem

The genesis of metrical diophantine approximation can be traced back to
a letter from C. F. Gauss to P. S. Laplace where he claimed (in modern
notation) that

∀x ∈ (0,1) lim
n→∞mR (T −n

R [[0, x)) = ln(1 + x)
ln 2

= µR([0, x]),
where TR is the Gauss map. Gauss did not publish any proof. It was until
1928 when it was finally shown, by R. Kuzmin and a year later by P. Lévy,
that Gauss’ claim was indeed true. A detailed proof (in English) of Kuzmin’s
Theorem is in [Kh]. The error term obtained by P. Lévy and later by E.
Wirsing (based on the work of P.Szüsz) improves Kuzmin’s.

Theorem 3.2.11 (R. Kuzmin, 1928). Let (fn)n≥0 be a sequence of real-valued
and integrable functions on (0,1). Suppose that

∀n ∈ N0 fn+1(x) = ∞∑
k=1

1(k + x)2
fn ( 1(k + x)) .

Assume the existence of M,µ > 0 such that

∀x ∈ (0,1) 0 < f0(x) <M, ∣f ′0(x)∣ < µ.
Then, there are constants λ > 0, A = A(M,µ) > 0 and a function θ, ∣θ∣ < 1
such that

∀n ∈ N ∀x ∈ (0,1) fn(x) = ∥f0∥1

1 + x + θ(x)Ae−λ√n.
A more modern approach to Theorem 3.2.11 requires the notion of trans-

fer operator.
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Definition 3.2.1. Let (X,S, ν) a probability space and τ ∶ X → X measur-
able non-singular map. The transfer operator or Perron - Frobenius
operator of τ ,

Pτ ∶ L1(ν) → L1(ν), f ↦ Pτf,

assigns to each f ∈ L1(µ) the Radon - Nikodym derivative of fd(ν ○τ−1) with
respect to ν. That is, Pτf ∈ L1(ν) is defined by the condition

∀E ∈S ∫
E
Pτfdν = ∫

τ−1[E] fdν.

Remark. The non-singularity of τ is needed to ensure the absolute continuity
of the signed measure E ↦ ∫τ−1[E] fdν with respect to ν (enabling the use of

the Radon-Nikodym Theorem).

Remark. In general, the transfer operator is linear and positive.

Adopt for a moment the notation of Definition 3.2.1. It is an exercise in
measure theory to show for any f ∈ L1(µ) that Pτf is the only element of
L1(µ) verifying

∀ϕ ∈ L∞(µ) ∫ ϕPτfdµ = ∫ (ϕ ○ τ)fdµ.

In particular, for the Gauss map in [0,1], TR, with the Lebesgue measure we
have ∀f ∈ L1(m) PTRf(x) = ∑

n≥1

1(n + x)2
f ( 1

n + x)
(the equality should be read m-almost everywhere). Theorem 3.2.11 is, thus,
a result on the exponential convergence of the iterations of the transfer op-
erators on certain elements of L1(m).

The Kuzmin-type theorem we will state for HCF is restricted to a class of
functions strictly smaller than L1(m). Let H ∶= {H1, . . . ,H12} be the twelve
regions determined by the boundaries of regular maximal feasible regions.
Let L(H) be the space of functions from F to R>0 satisfying

∃m,M > 0 m ≤ ess inf f ≤ ess sup f ≤M,∀j ∈ [1..12] f ∣H○
j

is Lipschitz.

For n ∈ N set σ(n) = sup{∣Cn(a)∣ ∶ a ∈ ΩHCF
R (n)}.

Theorem 3.2.12 (F. Schweiger, 2000). There is an absolute constant 0 <
α < 1 such that

∀f ∈ L(F) ∀n ∈ N ∥P n
T f − h∫

F
fdm∥∞ ≪f α

√
n + σ[√n].
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The full proof of Theorem 3.2.12 can be found in [Sc00b]. We will content
ourselves to point out some important features of the argument. First, note
that Schweiger’s Theorem would follow if we had the uniform convergence
on the closure of each bounded set Hi.

Besides restricting the study to the aforementioned compact sets, the
following proposition is also required.

Proposition 3.2.13. A positive and almost everywhere integrable function
f satisfies PTh if and only if f = αh for some α ∈ R>0.

Proof. By the definition of the transfer operator and the T -invariance of µ
that PTh = h. Now, let f ∈ L1(µ) be an almost everywhere positive such that
Phf = f and assume that ∫ fdm = 1. Then, the measure νf(E) ∶= ∫E fdm is
T -invariant and, since m is irreducible, it is also ergodic. Since ν ≪ µ and
both are ergodic, we have ν = µ and f = h almost everywhere.

Take any f ∈ L(H). Clearly, f ≍f h and, by the positivity of the trans-
fer operator, P n

T f ≍f P n
T h = h holds for all n. Let H be the closure of some

Hi ∈ H. Suppose, without loss of generality, that f is continuous on H. Then,
from n−1∑n−1

j=0 P
j
Tf ≍f h and the Arzelá - Ascoli Theorem, there is a uniformly

convergent subsequence of n−1∑n−1
j=0 P

j
Tf . The same argument on the other

elements of H guarantee the existence of a subsequence of n−1∑n
j=0P

j
Tf al-

most everywhere uniformly convergent, say, to F . The positive function F
would satisfy F = PTF , so F = h almost everywhere. We can even take F
to be continuous when restricted to the interior of each Hi. With further
computations, we obtain the following proposition.

Proposition 3.2.14. There exists some f ∈ L(H) such that f = h a.e..

The rest of the proof of Theorem 3.2.12 is getting a lower bound of PTϕ
for functions ϕ ∈ L(H). Once again, the argument focuses on full cylinders
via Lemma 3.1.2.

3.3 General frameworks

Even though the ergodic theory of Hurwitz Continued Fractions is an active
subject, most of the related research has been done in more general frame-
works. First, we discuss the spaces where F. Schweiger got his Kuzmin-type
theorem. Afterwards, we describe the very recent work of A. Lukyanenko
and J. Vandehey. We already saw that the analogue of Serret’s Theorem
on equivalent fractions does not hold for HCF. However, a consequence of
Lukyanenko and Vandehey’s work is that it does hold almost everywhere.
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3.3.1 Fibred Systems

A pair (B, τ) where B is a non-empty set and τ ∶ B → B is a fibred system if
there is an at most countable partition of B, {Bi}i∈I such that the restrictions
τ ∣Bi ∶ Bi → B are injective. We call I the set of digits. For any i1 ∈ I write
B1(i1) = Bi1 and define for any n ∈ N≥2 and any (i1, . . . , in) ∈ In

Bn(i1, . . . , in) ∶= B1(i1) ∩ τ−1[Bn−1(i2, . . . , in−1)].
A cylinder of depth n is a set of the form Bn(i) for some i ∈ In. A finite se-
quence (i1, . . . , in) ∈ In is valid if Bn(i1, . . . , in) ≠ ∅. A cylinder Bn(i1, . . . , in)
is full if τn[Bn(i1, . . . , in)] = B. For any valid i = (i1, . . . , in) ∈ In define the
function

V (i) ∶ τn[Bn(i)] → B, z ↦ V (i; z)
to be the inverse of τn restricted to Bn(i).

Let (B, τ) be a fibred system such that B ⊆ Rn is compact, connected
and mn(B) = 1 (mn is the n-dimensional Lebesgue measure); each Bi is
measurable and connected, and τ is non-singular (with respect to mn). We
will call a finite sequence i ∈ Im regular whenever mn (Bm(i)) > 0. By
the Radon-Nikodym Theorem and the non-singularity of τ , for every regular
i ∈ Im we can define ω(i) ∶ Bn(i) → R by the condition

∀E ∈B(B) ∫
E
ω(i;x)dmn(x) = ∫

τ−m[E]∩Bm(i) 1dm.

A fibred system (B, τ) is a Schweiger Fibred System if B ⊆ Rn is
compact, connected and mn(B) = 1; each Bi is measurable and connected, τ
is non-singular (with respect to mn), and conditions (S1) to (S7) below hold.

S1. The sequence σ(n) ∶= sup
i∈In ∣Bn(i)∣ satisfies σ(n) → 0 as n→∞.

S2. (Finite range condition) There is a finite measurable collection U ={U1, . . . , UN} such that for every n ∈ N
∀i ∈ In i is regular Ô⇒ ∃j ∈ [1..N] τn[Bn(i)] = Uj.

The previous equality is understood up to a null set. We call F the
partition of B mod 0 induced by the intersections of the members of U .

S3. (Rényi Condition) There exists C > 0 such that for any regular i ∈ In
ess sup

z
ω(i; z) ≤ C ess inf

w
ω(i;w).
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S4. Every U ∈ U contains a full cylinder.

S5. Every ω(i) is equal to a Lipschitz continuous function almost everywhere.

S6. For every regular i ∈ In, V (i) is Lipschitz continuous.

S7. Define for every m ∈ N
Lm ∶= {a ∈ Im ∶ ∀F ∈ F Bm(a) /⊆ F}, γ(m) ∶= ∑

i∈Lm
mn (Bm(i)) .

Then, γ(m) → 0 as m→∞.

Conditions S1, S2, S3, S4 imply the existence of a τ -invariant measure µ
equivalent to mn. The referred four conditions also guarantee the existence
of a function h which is Lipschitz continuous on each F ∈ F and such that
dµ = hdmn.

The seven conditions S1 − S7 allowed F. Schweiger to show his Kuzmin-
type theorem (Theorem 3.3.1 below). Let L(F) be the space of functions
f ∶ B → R>0 such that

∃m,M > 0 m < inf
x∈B f(x) ≤ sup

x∈B f(x) <M,

∀F ∈ F f ∣F is Lipschitz continuous.

Theorem 3.3.1 (F. Schweiger, 2001). Let (B, τ) be a Schweiger Fibred Sys-
tem with τ -ergodic measure µ and call h its density. Then, there is some
0 < α < 1 for which

∀f ∈ L(H) ∀n ∈ N ∥P n
τ f − h∫

B
fdmn∥∞ ≪f α

√
n + σ([√n]) + γ([√n]).

The norm ∥ ⋅ ∥∞ refers to L∞(B,mn) and Pτ ∶ L1(B,mn) → L1(B,mn) is the
transfer operator of τ with respect to mn.

As an application of the previous theorem, H. Nakada and H. Natsui
proved a mixing property of Schweiger Fibred Systems.

Theorem 3.3.2 (H. Nakada, R. Natsui, 2003). Let (B, τ) be a Schweiger
Fibred System and µ its ergodic measure. Define for every t ∈ N
Ψ(t) ∶= sup{∣µ(Bs(i) ∩ τ−(s+t)[E] − µBs(i)µE∣

µBs(i)µE ∶ s ∈ N, mBs(i) > 0, µE > 0} .
Then, Ψ(t) → 0 as t→∞ and supt Ψ(t) < +∞.

Any fibred system satisfying the conclusion of Theorem 3.3.2 is called
continued-fraction mixing. Some statistical properties, such as Laws of
Large Numbers for stationary processes arising from Schweiger Fibred Sys-
tems, were also studied by H. Nakada and R. Natsui in [NaNa03].
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3.3.2 Iwasawa Continued Fractions

Recently, A. Lukyanenko and J. Vandehey obtained the ergodicity of the
Gauss map for a large family of continued fractions algorithms. Their work
include Hurwitz Continued Fractions and Julius’ Hurwitz Continued Frac-
tions (discussed in the last chapter). We shall only state their results. The
proofs can be found in [LuVa18].

First, let k be either the real, the complex, or the quaternion numbers
and n ∈ N. The Iwasawa inversion space X = Xn

k is the group given by the
set kn × I(k) with the operation

(z, t) ∗ (w, s) = (z +w, t + s + 2I(⟨z,w⟩),
with ⟨z,w⟩ = ∑j zjwj. We turn X into a metric space with the gauge function∣ ⋅ ∣ and the Cygan metric d defined by

∀(z, t), (w, s) ∈ X ∣(z, t)∣ = ∥∥z∥2 + t∥2
, d((z, t), (w, s))) = ∣(−z,−t)∗(w, s)∣.

A conformal mapping ι ∶ X→ X satisfying

∣ιh∣ = 1∣h∣ , d(ιh, ιh′) = d(h,h′)∣h∣∣h′∣
is an inversion. The notions of lattice, fundamental domain, and nearest-
integer mapping can be extended to metric spaces with a measure invariant
under its isometries, in particular to X. An Iwasawa Continued Fraction
Algorithm is defined by the next objects

i. An associative real algebra k and n ∈ N.

ii. The Iwasawa inversion space X = Xn
k .

iii. An inversion.

iv. A discrete subgroup Z of the isometries of X, the associated fundamental
domain K ⊆ X, and a nearest integer map ⌊⋅⌋ ∶ X → Z. The associated
Gauss map T ∶K →K is defined by T (0) = 0 and T (x) = ⌊ι(x)⌋−1 ∗ ι(x).

As in the usual way, we can consider a continued fraction expansion. We call
the algorithm convergent if for almost every x ∈ X the associated continued
fraction converges to x.

An Iwasawa Continued Fraction is proper if the distance from K to the
unit sphere is positive. Each Iwasawa Continued Fraction has associated
a modular group M and whenever it is discrete, the Iwasawa Continued
Fraction is discrete. Moreover, the continued fraciton is complete if the
stabilizer (over M) of a certain element is Z.
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Theorem 3.3.3 (A. Lukyanenko, J. Vandehey, 2018). If an Iwasawa Con-
tinued Fraction is discrete and proper, it is convergent. If it is complete, then
it is ergodic.

The almost everywhere version Serret’s Theorem is the following result.

Theorem 3.3.4 (A. Lukyanenko, J. Vandehey, 2018). Let X be an Iwasawa
inversion space and consider a complete, discrete, and proper Iwasawa Con-
tinued Fraction algorithm. For almost every pair x, y ∈ X the tails continued
fraction expansions coincide if and only if they belong to the same M-orbit.

In particular, as pointed out in [LuVa18], we have the following result for
HCF.

Corollary 3.3.5. For almost every z = [0;a1, a2, . . .],w = [0; b1, b2, . . .] ∈ F
there exists some M,N ∈ N such that aN+j = bM+j for all j ∈ N if and only if
Az = w for some A ∈ SL(2,Z[i]) acting via Möbius transformations.

3.4 Notes and Comments

1. The meaning we have established for regular, valid, and admissible dif-
fers from that in the fibred systems literature. The standard terminology
does not include the word regular, instead, only admissible is used. While
avoiding the notion of regularity and irregularity works perfectly fine from
a (Lebesgue) measure theoretic perspective, it must be taken into consid-
eration when studying Hausdorff dimensions.

2. The ergodic theory of HCF is an active research field. For example, re-
cently J. Vandehey and R. Hiary ([HiVa18]) gave some conjectures on h
based on their numerical experiments.

3. We have not found (3.2.6) in the available literature. However, we believe
that it is very unlikely that this has not been shown before in more general
contexts.

4. In his work on multi-dimensional continued fractions, F. Schweiger ob-
tained a result analogous to Theorem 3.2.7. Nevertheless, as he pointed
out, Hurwitz Continued Fractions are not part of this framework.

The approach on Theorem 3.2.7 is the one adopted by S. Tanaka while
studying J. Hurwitz continued fractions (see Chapter 5).

5. S. G. Dani and A. Nogueira used the term generic instead of normal
for naming sequences having all regular prefixes as sub-blocks. We chose
HCF-normal in analogy to regular continued fractions.
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Chapter 4

Hausdorff Dimension Theory

In this chapter, we estimate the Hausdorff dimension of sets given by HCF
restrictions. First, we shift our attention to the real numbers. After recall-
ing the definition of badly approximable real numbers, BadR, we discuss
why is it a null set. Motivated by our discussion, we introduce the no-
tion of Hausdorff dimension. Afterwards, we discuss Jarńık’s argument for
showing dimH BadR = 1. Later, we review some generalizations and exten-
sions of Jarńık’s work. In the following section, we fully focus again on the
complex plane. First, we use a result of W.J. Leveque to establish that
mBadC = 0 and then we use the Kristensen-Thorne-Velani Theorem to show
that dimH BadC = 2. We later discuss a full HCF analogue of a theorem by
I.J. Good. We finish the chapter by computing the dimension of subsets of
BadC where the laws of succession can somehow be overlooked.

Notation. During Section 1 and Section 2, we consider only regular con-
tinued fractions. In Section 3, the continued fractions used are Hurwitz.
Although we use the same notation for both types of continued fractions,
there will be no room for ambiguity. Recall that for any j, k ∈ Z with j < k
we write [j..k] ∶= {n ∈ Z ∶ j ≤ n ≤ k}.
When ≪ or ≍ appear without any additional parameter, the implied constants
are absolute.

Main references. For general theory of Hausdorff Dimension, see [Mat],
[BiPe17]. For the theory of real continued fractions, Jarńık’s Theorem and
its generalizations, see [Kh], [Ja28], [Goo41], [KTV06], [KlWe10]. For the
related theory for HCF: [Gon18-02]. For Schmidt Games, see [Sch66] and
[BHNS18].
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4.1 Hausdorff Dimension. Definitions and El-

ementary Properties

Regular continued fractions provide for any irrational number α ∈ R infinitely
many pairs (p, q) ∈ Z ×N satisfying

∣α − p
q
∣ < 1

q2
.

The number α is badly approximable if the previous inequality is best pos-
sible; that is, α ∈ R is badly approximable if

∃C > 0 ∀(p, q) ∈ Z ×N ∣α − p
q
∣ > c

q2
.

BadR denotes the set of badly approximable real numbers. As we mentioned
before, a classical theorem characterizes BadR in terms of their continued
fraction expansion:

BadR ∶= {α = [a0;a1, a2, a3, . . .] ∈ R ∖Q ∶ lim supan < +∞}
(see Theorem 23, p. 36, in [Kh]). Thus, we can express BadR as a countable
union of increasing sets: BadR = ⋃M FM , where

∀M ∈ N FM = {[0;a1, a2, a3, . . .] ∶ ∀n ∈ N an ≤M} .
In 1909, É. Borel showed that m1BadR = 0 (see [Bo09]). Today we know sev-
eral arguments showing Borel’s equality. We briefly sketch one particularly
illustrative to our ends.

i. It suffices to show m(FM) = 0 for any M ∈ N. Fix M ∈ N. For any a ∈ Nn,
let Cn(a) be the closure of the set of irrationals in [0,1] whose regular
continued fraction starts with a. We call these sets cylinders of depth
n. Define the collection of compact sets

∀n ∈ N F n
M ∶= ⋃

a∈[1..M]n Cn(a).
ii. Evidently, an upper bound on m(Cn(a)), a ∈ [1..M]n, entails an upper

estimate of m(F n
M). Using the estimate

∀a ∈ Nn ∀j ∈ N m (Cn+1(aj))
m (Cn(a)) ≍ 1

j2
, (4.1)
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we may bound m(F n+1
M ) in terms of m(F n

M). Indeed, for any a ∈ [1..M]n
m (Cn(a)) = M∑

j=1

m (Cn+1(a, j)) + ∞∑
j=M+1

m (Cn+1(a, j))
≥ M∑
j=1

m (Cn+1(a, j)) + 1

3
( ∞∑
j=M+1

1

j2
)m (Cna) .

Adding along a ∈ [1..M]n, we deduce the existence of some 0 < τ =
τ(M) < 1 such that that m1(F n+1

M ) ≤ τm1(F n
M) for every n. As a conse-

quence, m1F n+1
M → 0 as n→∞ and mFM = 0.

To sum up, we concluded mFM = 0 thanks to a uniform relation among
m (Cn(a)) and {m (Cn+1(aj)) ∶ 1 ≤ j ≤M}.

4.1.1 Definitions

Even though the Lebesgue Measure has undoubtedly proven to be extremely
useful, it has some drawbacks. For instance, the structure of null sets is
completely overlooked. In particlar, while F1 (as above) contains only one
point, Bad is— although meager— an uncountable dense subset of [0,1].

A slight modification of Carathéodory’s construction of Lebesgue’s mea-
sure leads to the s-dimensional Hausdorff measures and to the Hausdorff
dimension. These objects help to refine dramatically the notion of null sets.

Recall that for a metric space (X,d) and A ⊆ X, we denote by ∣A∣ the
diameter of A: ∣A∣ = sup{d(a, b) ∶ a, b ∈X} if A ≠ ∅ and ∣∅∣ ∶= 0.

The s-Hausdorff measures are constructed with countable coverings formed
by small sets. To be more precise, for any δ > 0 a δ-cover of A is a countable
family of subsets of X, (Aj)j≥1, such that

A ⊆ ∞⋃
j=1

Aj, ∀j ∈ N ∣Aj ∣ ≤ δ.
We define Hausdorff measures and dimension as in [Mat], p.54.

Definition 4.1.1. Let B be a family of subsets of a separable and complete
metric space (X,d), and ζ ∶ B → R≥0. Suppose that the following conditions
hold:

i. for any δ > 0 there is a δ-covering of X contained in B,

ii. for every δ > 0 there is some B ∈ B such that max{∣B∣, ζ(B)} < δ.
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For any δ > 0, define ψδ ∶ 2X → [0,+∞] by

∀A ⊆X ψδ(A) ∶= inf {∞∑
j=1

ζ(Aj) ∶ {Aj}∞j=1 ⊆ B is a δ − covering of A} .
The outer measure ψ = ψ(B, ζ) is given by

∀A ⊆X ψ(A) ∶= lim
δ→0

ψδ(A).
For s ≥ 0, the s-dimensional Hausdorff measure Hs is the outer measure
obtained by setting B = 2X , and ζ(A) = ∣A∣s for any A ∈ B.

We adopt V. Jarńık’s convenient notation Λs. If A is a countable family
of subsets of X and s ≥ 0, we write

Λs(A) ∶= ∑
A∈A ∣A∣s.

For example, for any A ⊆X we have

∀δ > 0 Hsδ(A) = inf{Λs(A) ∶ A is a δ − cover of A}.
Fix, for a moment, a set A ⊆ X and take 0 ≤ s < t, 0 < δ < 1. Let A = (Aj)j≥1

be a countable δ-cover of A, then

Λt(A) = ∑
j≥1

∣Aj ∣t = ∑
j≥1

∣Aj ∣s∣Aj ∣t−s ≤ δt−s∑
j≥1

∣Aj ∣s = δt−sΛs(A).
By taking infima, Htδ(A) ≤ δt−sHsδ(A), then Hs(A) < +∞ implies Ht(A) = 0;
equivalently, Hs(A) = +∞ whenever Ht(A) > 0. Hence, s ↦ Hs(A) takes at
most three values. Moreover, s ↦ Hs(A) is first constant and equal to +∞,
a jump happens, and afterwards it is equal to 0. We are interested in the
point where the jump occurs, called the Hausdorff dimension of A.

For our goals, it suffices to heed subsets of Rn.

Definition 4.1.2. Let A ⊆ Rn. The Hausdorff dimension of A is

dimH A = inf{s ∶ HsA = 0}.
Proposition 4.1.1. Let A,B ⊆ Rn.

i. 0 ≤ dimH A ≤ n.

ii. A ⊆ B Ô⇒ dimH A ≤ dimH B
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iii. If (An)∞n=1 is a sequence of subsets of X, then

dimH ( ∞⋃
n=1

An) = sup{dimH An ∶ n ∈ N}
iv. Let j, n be integers with 1 ≤ j ≤ n. There is a constant k(j) such thatHj = k(j)mj, where mj is the j-th dimensional Lebesgue measure.

The previous proposition is well known and can be found, for instance,
in the fourth chapter of [Mat].

4.2 Jarńık’s Theorem

In 1909, É. Borel’s Theorem showed that BadR is small; in 1929, V. Jarńık
showed that not that much: dimH BadR = 1. As with mBadR = 0, there have
been several improvements on the techniques required for showing Jarńık’s
result. Most notably, Wolfgang Schmidt introduced in 1965 a technique
known today as Schmidt games (discussed below). W. Schmidt obtained a
sufficient condition (positive winning dimension) for a set to have the same
dimension as the ambient space. Rather than the more modern machinery,
we study Jarńık’s original argument.

Theorem 4.2.1 (V. Jarńık, 1929). For any M ∈ N at least 9

1 − 4

M log 2
≤ dimFM ≤ 1 − 1

8M logM
.

4.2.1 Jarńık’s Strategy

After nearly a century from its publication, Jarńık’s approach still stands
as a paradigm for Hausdorff dimension estimation. Let M ≥ 9 be a natural
number. We divide the argument into two major parts. First, we replace ar-
bitrary coverings by coverings formed by sets Cn(a). Afterwards, by relating∣Cn(a)∣ with {∣Cn+1(aj)∣ ∶ 1 ≤ j ≤M} in a uniform way (on n ∈ N and a ∈ Nn),
we obtain upper and lower bounds for dimH FM .

A natural measure

Let M > 1 be a natural number. Define the family of compact sets {Kn
a ∶ n ∈

N,a ∈ [1..M]n} via

∀n ∈ N ∀a ∈ [1..M]n Kn
a ∶= M⋃

j=1

Cn+1(aj).
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From the elementary continued fraction theory,

∣Cn(a)∣ ≍M d(Kn+1
aj ,Kn+1

ak ). (4.2)

holds for any n ∈ N, a ∈ [1..M]n and j, k ∈ [1..M], j ≠ k.
Take 0 < δ < min{∣C1(a)∣ ∶ 1 ≤ a ≤M} and let G be a finite open δ-covering

of the compact set FM . To each G ∈ G associate the cylinder C = C(G) of
maximum depth containing G. The maximality of C(G) and (4.2) imply∣G∣ ≍s ∣C(G)∣. Call C(G) the cover obtained by replacing each G ∈ G by the
corresponding C(G). Then, adding over G, Λs(G) ≍s Λs(C(G)). Taking the
infimum over the family of open finite coverings and letting δ tend to 0, we
obtain the left inequality in Lemma 4.2.2 below. The right inequality follows
from the definition of the outer measures.

Lemma 4.2.2. Take s ≥ 0 and define

B = {Cn(a) ∶ n ∈ N,a ∈ Nn}, ∀A ∈ B ζs(A) = ∣A∣s.
Let H̃s = ψ(B, ζs) be the resulting outer measure (as in Definition 4.1.1).
Then, for some B(s) > 0

B(s)H̃s(FM) ≤ Hs(FM) ≤ H̃s(FM), (4.3)

and dimH FM = inf{s ≥ 0 ∶ H̃s(FM) = 0}.

A lower bound

Lemma 4.2.3 (First Jarńık Lemma). Let 0 < s < 1 and M ≥ 2 be given. If
for every a ∈ [1..M]n−1 we have

∣Cn−1(a)∣s ≤ M∑
k=1

∣Cn(ak)∣s, (4.4)

then dimH FM ≥ s.
Proof. Given δ > 0, let G be a finite δ-covering of FM formed by pairwise
disjoint cylinders. Let n be the maximal integer N such that G contains a
cylinder of depth N . Take a ∈ [1..M]n−1 and j ∈ [1..M] such that Cn(aj) ∈ G.
We must have {Cn(ak) ∶ k ∈ [1..M]} ⊆ G, since G covers FM and its elements
are pairwise disjoint. Let G′ be the covering obtained by replacing in G the
sets {Cn(ak) ∶ k ∈ [1..M]} by Cn−1(a); hence, (4.4) gives Λs(G′) ≤ Λs(G).
After iterating the argument we eventually arrive at 0 < Λs([0,1]) ≤ Λs(G),
so H̃s(FM) > 0 and, by Lemma 4.2.2, dimH FM ≥ s.

66



Hausdorff Dimension Theory 4.2 Jarńık’s Theorem

An upper bound

Lemma 4.2.4 (Second Jarńık Lemma). Let 0 < s < 1 and M ≥ 2 be given.
If for every n ∈ N and all a ∈ [1..M]n−1 we have

M∑
k=1

∣Cn(ak)∣s ≤ ∣Cn−1(a)∣s, (4.5)

then dimH FM ≤ s.
Proof. Take δ > 0. Since ∣Cn(a)∣ ≤ 2−n2 , the family Gn = {Cn(b) ∶ b ∈ [1..M]n}
is a δ-covering of FM for any large n. Fix such an n. Let G′n be the covering
of FM obtained by replacing {Cn(aj) ∶ 1 ≤ j ≤ M} by Cn−1(a) for each a ∈[1..M]n−1. By (4.5), Λs(G) ≤ Λs(G′) and repeating the process we eventually
obtain Λs(G) ≤ Λs([0,1]) = 1. Hence, H̃s(FM) < +∞ and, by Lemma 4.2.2,
dimH FM ≤ s.
Proof of Theorem 4.2.1

Proof of Theorem 4.2.1. Let M,n ∈ N satisfy n ≥ 2, M ≥ 9. Take a ∈ [1..M]n
and let (qn)n≥0 be the associated sequence. In view of ∣Cn−1(a)∣ = (qn−1(qn−1+
qn−2))−1, there is some τ , 2−1 < τ < 2, such that

M∑
k=1

∣Cn(ak)∣ = ∣Cn−1(a)∣ (1 − τ

M
)

Writing ∣Cn(ak)∣s = ∣Cn(ak)∣∣Cn(ak)∣s−1 and calculating, we get

M∑
k=1

∣Cn(ak)∣s ≥ 21−s (1 − 2

M
) ∣Cn−1(a)∣s.

The hypothesis of the First Jarńık Lemma (Lemma 4.2.3) are met if the
coefficient of ∣Cn−1(a)∣s exceeds 1, which occurs if and only if (1 − s) log 2 ≥− log(1 − 2/M). With the aid of the Taylor expansion of the logarithm, we
see that s = 1 − (M log 2)−1 works.

The upper bound is treated in a similar fashion with Lemma 4.2.4 instead
of Lemma 4.2.3.

4.2.2 Extensions, abstractions, and generalizations

Except for M = 1, the sets FM are are homeomorphic to a countable prod-
uct of finite topological spaces. Moreover, cylinders provide the appropriate
compact sets to obtain each FM through a process resembling the construc-
tion of the middle-third Cantor set. In both, Borel’s Theorem and Jarńık’s
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Theorem, this feature was heavily exploited by relating two consecutive it-
erations (cfr. (4.1) and (4.4),(4.5)). This is the key for the extensions we
regard.

Generalized Jarńık Lemmas

The first extension of Jarńık’s Lemmas we will consider take place in complete
metric spaces. We will estimate the Hausdorff dimension of sets obtained by
slightly modifying the notion of strongly tree-like sets as defined in [KlWe10].

Definition 4.2.1. Let (X,d) be a complete metric space. A family of com-
pact sets A is diametrically strongly tree-like if A = ⋃∞

n=0An where eachAk is finite, #A0 = 1, and

i. ∀A ∈ A ∣A∣ > 0,

ii. ∀n ∈ N ∀A,B ∈ An (A = B) ∨ (A ∩B = ∅),

iii. ∀n ∈ N ∀B ∈ An ∃A ∈ An−1 B ⊆ A,

iv. ∀n ∈ N ∀A ∈ An−1 ∃B ∈ An B ⊆ A,

v. dn(A) ∶= max{∣A∣ ∶ A ∈ An} → 0 as n→∞.

The n-th stage diameter is dn(A). The limit set of A, A∞, is

A∞ ∶= ∞⋂
n=0

⋃
A∈AnA.

The First Generalized Jarńık Lemma (Lemma 4.2.5 below) gives a lower
bound on the limit set of a family of diametrically strong-tree like compact
sets. In the statement we have merged the conditions for enabling the gener-
alization of Lemma 4.2.2 and 4.2.3. We also consider a restriction weaker than
(4.4). An upper bound is given by the Second Generalized Jarńık Lemma
(Lemma 4.2.6 below). On the basis of our discussion of Jarńık’s argument,
the proofs Lemmas 4.2.5 and Lemma 4.2.6 are now a simple exercise (for the
details, see [Gon18-02]).

Lemma 4.2.5 (First Generalized Jarńık Lemma). Let A be a diametrically
strongly tree-like family of compact sets. Suppose that for some κ > 1

∀n ∈ N0 dn(A) ≤ 1

κn
. (4.6)
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Assume the existence of a sequence (Bn)n≥1 with 0 < Bn ≤ 1 for all n,

lim sup
n→∞

log log(B−1
n )

logn
< 1, (4.7)

and such that

∀n ∈ N ∀A ∈ An ∀Y,Z ∈ An+1 (Y ∪Z ⊆ A & Y ≠ Z Ô⇒ d(Y,Z) ≥ Bn∣A∣).
(4.8)

If for s > 0 there exists some c > 0 such that

∀X ∈ 2A (#X < +∞ & A∞ ⊆ ⋃
A∈XA Ô⇒ ΛsX > c) , (4.9)

then dimH A∞ ≥ s.
Kepping the lemma’s notation, we can state an analogue of (4.4):

∀n ∈ N ∀A ∈ An ∑
A′⊆A

A′∈An+1
∣A′∣s ≥ ∣A∣s. (4.10)

An iterative replacement argument, like the ones in Jarńık’s lemmas, tells us
that (4.10) implies (4.9).

Lemma 4.2.6 (Second Generalized Jarńık Lemma). Let A be a family of
compact sets satisfying conditions i., iii., iv., v. of the definition of strongly
tree-like structure and such that the each Ak, k ≥ 1, is at most countable. Let
s > 0.

If for every k ∈ N and every A ∈ Ak
∑
B

∣B∣s ≤ ∣A∣s,
where the sum runs along the sets B ∈ Ak+1 satisfying B ⊆ A, then dimH A∞ ≤
s.

The Kristensen-Thorn-Velani Theorem

Jarńık’s Theorem was established in a quite abstract context by Simon Kris-
tensen, Rebecca Thorn, and Sanju Velani ([KTV06]). In general, computing
the Hausdorff Dimension of a given set can be a daunting task. While upper
estimates can be obtained by choosing the right coverings, lower bounds can
be much more difficult to get. A useful strategy— followed also by the afore-
mentioned authors— for estimating the Hausdorff dimension of a specific set
is constructing an appropriate probability measure.
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Theorem 4.2.7 (Mass Distribution Principle). Let (X,d) be a complete
metric space and F ⊆X. If F supports a measure µ such that for some s ≥ 0,
and c, ρ > 0

µB(x, r) ≤ crs,
then dimH F ≥ s.
Proof. Take 0 < 2r < ρ and let (En)∞n=1 be an r-cover of F . For each En take
a ball Bn = B(xn,diamEn) containing En, then

µF ≤ µ( ∞⋃
n=1

Bn) ≤ ∞∑
n=1

µBn ≤ c ∞∑
n=1

(diamEn)s Ô⇒ ∞∑
n=1

(diamEn)s ≥ µF
c

> 0.

Hence, the infimum over all r-coverings is positive and dimH F ≥ s. .

Let us establish the framework for the Kristensen-Thorne-Velani Theo-
rem. Let (X,d) be a complete metric space, Ω ⊆ X a compact subset, and
m a non-atomic Borel measure supported in Ω. Consider a countable family
of subsets of X, called resonant sets, R ∶= {Rα ∶ α ∈ J}. Let β ∶ J → R>0

satisfy ∀M > 0 #β−1[(0,M]] < +∞,
and ρ ∶ R>0 → R>0 be such that

lim
r→∞ρ(r) = 0, ∃R > 0 ∀r, s ∈ R>R (r < s Ô⇒ ρ(s) < ρ(r)).

The badly approximable elements, Bad∗(R, β, ρ), are the points which stay
away (in terms of ρ) from resonant sets:

Bad∗(R, β, ρ) ∶= {x ∈ Ω ∶ ∃c > 0 ∀α ∈ J cρ(βα) ≤ d(x,Rα).}
In our scenario, the measure m and the function ρ satisfy the following con-
ditions:

(A) There are some r0, δ > 0 such that for some absolute constants

∀c ∈ Ω ∀r ∈ (0, r0] m(B(c, r)) ≍ rδ.
(B) There are functions λl, λu ∶ R>0 → R>0 such that λl(k) → ∞ as k → ∞

and some K > 0 with

∀k ∈ R≥K ∀n ∈ N λl(k) ≤ ρ(kn)
ρ(kn+1) ≤ λu(k).
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If k > 1 is fixed, define

∀n ∈ N J(n) = β−1[[kn−1, kn)]
Whenever B ⊆X, c(B) ∈X will denote a center of B; i.e., for some r > 0 we
have B = B(c(B), r).
Theorem 4.2.8 (S. Kristensen, R. Thorn, S. Velani (2006)). Let (X,d,Ω,m,β, ρ)
be as above. Suppose that m satisfies Condition (A) and that ρ satisfies Con-
dition (B). Assume there is some k0 > 1 such that for every k ≥ k0 there exists
θ = θ(k) > 0 satisfying the following:

For every n ∈ N and all c ∈ X, Bn ∶= B(c;ρ(kn)), there is a collectionC(Bn) of pairwise disjoint balls of radius 2θρ(kn+1) such that

⋃
B∈C(Bn)B ⊆ B(c, θρ(kn)),

and for some numbers 0 < κ1 < κ2 independent of k and n we have

κ1 ( ρ(kn)
ρ(kn+1))

δ ≤ #C(Bn) (4.11)

and

#{B ∈ C(Bn) ∶ min
α∈J(n+1)d(c(B),Rα) ≤ 2θρ(kn+1)} ≤ κ2 ( ρ(kn)

ρ(kn+1))
δ

. (4.12)

Additionally, suppose that for the δ of Condition (A) we have dimH ⋃α∈J Rα <
δ, then

dimH Bad∗(R, β, ρ) = δ.
It can be checked (see Example 1 in [KTV06]), that Theorem 4.2.8 implies

dimH BadR = 1.

4.3 A word on Schmidt Games

Wolfgang M. Schmidt introduced in [Sch66] a useful game to estimate the
Hausdorff dimension of some sets. We comment them only in their simplest
form. To start, fix a set S ⊆ Rn. The game is played between two players, A
and B, and exactly one of them will win. Assign to A and B, respectively, a
number α,β in (0,1). The game starts with B choosing a compact ball B1

of radius ρ1 > 0. Then, A chooses a compact ball B2 ⊆ B1 of radius ρ2 ∶= αρ1.
Afterwards, B chooses a compact ball B3 ⊆ B2 of radius ρ3 = βρ2 and continue
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infinitely. The sequence of radii, (ρn)n≥1, tends to 0, hence intersection ⋂nBn

contains only one point s. A wins if s ∈ S; otherwise, B wins.
A set S ⊆ Rn is (α,β)-winning if no matter how B plays, A can find

a way to win. For a given 0 < α < 1, we say that S is α-winning if it is(α,β)-winning for every 0 < β < 1. It can be shown (Lemma 11 in [Sch66])
that if S is α-winning, then it is α′-winning for every 0 < α′ < α. It is thus
natural to define the winning dimension of S, win dimS, as

win dimS ∶= sup{α > 0 ∶ S is α-winning}
when the referred set is non-empty and win dimS ∶= 0 otherwise. We call a
set with positive winning dimension winning.

Winning sets possess desirable closure properties.

Proposition 4.3.1. Let S, (Sj)j≥1 be subsets of Rn and α > 0.

i. If win dimS > 0, then dimH S = n.

ii. If every Sn is α-winning, then ⋂n Sn is α-winning.

iii. If S is winning, then it is imcompressible; that is, for every non-empty
open set U ⊆ Rn and every sequence of uniformly bi-Lipschitz maps(fn)n≥1, fn ∶ U → Rn,

dimH (⋂
n≥1

f−1
n [S]) = n.

The first two statements are proven in [Sch66] as Corollary 2 and Theorem
2, respectively. The third one is shown in [Da89] as Theorem 1.1.

W. M. Schmidt showed that win dimBadR = 1
2 . In the complex plane,

the analogous result was obtained by M. Dodson and S. Kristensen for BadC
(Theorem 5.2. in [DoKr]). A further extension was obtained by R. Esdahl-
Schou and S. Kristensen in [EK10]. For each

D ∈ {1,2,3,5,7,11,19,43,67,163}
define

BadD ∶= {z ∈ C ∶ ∃K > 0 ∀(p, q) ∈ Z [√−D] ×Z [√−D]∗ ∣z − p
q
∣ ≥ K∣q∣2} .

Theorem 4.3.2 (R. Esdahl-Schou, S. Kristensen, 2009). Let K ⊆ C be a
compact supporting a measure µ satisfying

∀z ∈K ∀r ∈ (0, r0) arδ ≤ µ(D(z, r)) ≤ brδ,
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where a, b, δ, r0 > 0 are constant. Then, any

∅ ≠ E ⊆ {1,2,3,5,7,11,19,43,67,163}
verifies

win dim(K ∩ ⋂
D∈EBadD) > 0.

It trivially follows from Theorem 4.3.2 that

dimH BadC = dimH Bad1 = 2.

A recent survey on some variations of Schmidt games and their relation can
be found in [BHNS18].

4.4 Hausdorff Dimension for HCF Sets

Let us return, after our short digression, to the complex plane and HCF.
Once again, [a0;a1, a2, . . .] will represent a HCF.

4.4.1 Measure and Dimension of BadC

W. J. Leveque developed a complex continued fraction algorithm in [Le52a]
and [Le52b]. In the second paper, he could show an analogue of a famous
result by A. Khinchin (Theorem 1.1 in [Bu04], or Theorem 32 in [Kh]). We
need some terminology for stating Leveque’s result. For any continuous and
non-increasing function Ψ ∶ R>0 → R>0, the set of Ψ-well approximable
numbers is

W (Ψ) = {z ∈ F ∖Q(i) ∶ ∣z − p
q
∣ < Ψ(q) for infinitely many (p, q) ∈ Z[i] ×Z[i]∗} .

Although we can surely have defined W (Ψ) as a subset of C, for notational
convenience we opted not to. It should be clear that there is absolutely no
loss of generality by doing this.

Theorem 4.4.1 (W. J. Leveque (1952)). Let f ∶ R>0 → R>0 be a continuous
function such that t↦ t2f(t) is non-increasing. Then,

mWC(Ψ) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0, if ∑
n≥1

n3Ψ(n)2 < +∞,
1, if ∑

n≥1

n3Ψ(n)2 = +∞.
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Proof. See Theorem 7, [Le52b].

The convergence part is an easy exercise on the Borel-Cantelli Lemma.
The usual argument for the real version of Khinchin’s Theorem (Theorem
1.10 in [Bu04]) relies on the existence of the Khinchin-Lévy constant and the
Borel-Bernstein Theorem. In [Le52a] and [Le52b], Leveque obtained similar
propositions that permitted him to conclude Theorem 4.4.1.

Let Ψ ∶ R≥0 → R>0 be a continuous function such that Ψ(x) = (x2
√

logx)−1

for x ≥ 2. Since F ∖WC(Ψ) ⊇ BadC ∩ F, Theorem 4.4.1 yields

mBadC = 0.

Thus, asking for the Hausdorff dimension of BadC is not futile. We have
already obtained from Theorem 4.3.2 that dimH BadC = 2. However, we give
another proof, already pointed out in [KTV06], based on Theorem 4.2.8.

Theorem 4.4.2. dimH BadC = 2.

Proof. Recall that ClA denotes the closure of a set A. Define

X ∶= Ω ∶= ClF, J = Z[i] ×Z[i]∗, ∀α = (p, q) ∈ J Rα ∶= {p
q
} ,

m = m, ∀(p, q) ∈ J β(p, q) = q, ∀k > 0 ρ(k) = k−2,

κ1 = 1

25
, κ2 = 1

16
, δ = 2, k0 = 6.

Consider the metric d̃∞ given by

∀z,w ∈ C d̃∞(z,w) = max{∣R(z −w)∣, ∣I(z −w)∣}
and denote by d∞ its restriction to Ω =X.

We now verify Condition (A). Let B(z, r) denote the ball with center z
and radius r with respect to the metric d∞. Take z ∈X, r ∈ (0, 1

2) and divide
Bd̃∞(z, r) into four equal squares in the natural way. Note that Bd∞(z, r)
contains at least one of this quarters, so

∀z ∈ Ω ∀r ∈ (0,0.5) mB(z, r)
rδ

= mB(z, r)
r2

≍ 1,

with the implied constants absolute (in fact, 4−1 and 4 work). Condition (B)
is evident by taking λl(k) = λu(k) = k2 for any k > k0.

We now check the additional hypothesis of Theorem 4.2.8. First, note
that for k > k0 and any n ∈ N we clearly have

( ρ(kn)
ρ(kn+1))

δ = k4.
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Let α = (p, q) and α′ = (p′, q′) belong to J(n + 1) with Rα ≠ Rα′ , then

d∞(Rα,Rα′) ≥ 1√
2
∣p
q
− p′
q′ ∣ ≥ 1√

2

1∣qq′∣ > 1√
2

1

k2n+2
> 1

4k2n+2
. (4.13)

For any k > k0 define θ(k) = 1
4k

−2. Thus, for any c ∈ Ω the ball Bn =
B(c, θρ(kn)) contains at most one point of J(n + 1). Suppose we had

Bn ⊇ {c + is + t ∈ C ∶ 0 ≤ s, t < k−2n−2

4
} ,

(if this did not hold, we just take the appropriate square by considering ±s,±t). By direct computations, we see that the set to the right contains at

least k4

16 = κ1 ( φ(kn)
φ(kn+1))δ squares with sides of length 2θρ(kn+1). Also, in view

of (4.13), the term at the left in (4.12) is at most 1 ≤ κ2k4.
Finally, since dim (⋃αRα) = 0 < δ, Theorem 4.2.8 guarantees

dimH BadC = dimBad∗(R, β, ρ) = δ = 2.

4.4.2 Good’s Theorem for HCF

The equivalence between the boundedness of the HCF expansion and belong-
ing to BadC allows us to rewrite Theorem 4.4.2 as

dimH {z = [a0;a1, a2, a3, . . .] ∈ C ∶ lim sup
n→∞ ∣an∣ < +∞} = 2.

In 1941, I. J. Good obtained that the Hausdorff dimension of the set of
irrationals whose regular continued fraction tends to infinity is 1

2 . We can
modify Good’s argument– which is itself a modification of Jarńık’s– to deduce
a full analogue of his theorem for HCF.

Theorem 4.4.3.

dimH {z = [a0;a1, a2, a3, . . .] ∈ C ∶ lim
n→∞ ∣an∣ = +∞} = 1.

We merely sketch the proof, the details are in [Gon18-02]. As noted
before, it is enough to work in F. Define the set

E = {ζ = [0;a1, a2, . . .] ∈ F ∶ lim
n→∞ ∣an∣ = +∞}.

In order to obtain an upper bound of dimH E, we consider

∀L ∈ N E′
L ∶= {ζ = [0;a1, a2, . . .] ∈ F ∶ lim inf

n→∞ ∣an∣ ≥ L},
∀L,k ∈ N E′

L(k) ∶= {ζ = [0;a1, a2, . . .] ∈ F ∶ ∀n ∈ N0 ∣an+k∣ ≥ L}.
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Lemma 4.4.4. limL→∞ dimH E′
L(1) ≤ 1.

Lemma 4.4.5. Let f, g ∶ N → R>0 be functions such that for some fixed c
with 0 < c < 1 we have

√
8 ≤ f(n) < (1 − c)g(n) and g(n)2 ≤ en for all n ∈ N.

Then, dimH Ef,g = 1.

For every L, (E′
L(k))k≥1 is an increasing sequence converging to E′

L, so

lim
k→∞dimH E

′
L(k) = dimH E

′
L.

However, by the invariance of the Hausdorff dimension under bi-Lipschitz
maps, dimH E′

L(k) = dimH E′
L(1) and, thus, dimH E′

L = dimH E′
L(1) for all k.

Taking limits, dimH Ek(1)′ = dimH E′
M . As a consequence, by E = ⋂M E′

M ,
dimH E ≤ dimH E′

M for all M . Lemma 4.4.4, thus, gives

dimH E
′ ≤ 1.

The lower bound, as usual, is trickier. The idea is to approximate E′ from
the inside by sets where we can control the growth of ∣an∣. To be more precise,
given f, g ∶ N→ R>0 with f ≤ g, define

Ef,g = {ζ = [0;a1, a2, a3, . . .] ∶ ∀n ∈ N f(n) ≤ ∥an∥ ≤ g(n)},
where ∥z∥ = max{∣Rz∣, ∣Iz∣} for any z ∈ C.

Clearly, f(n) → ∞ as n→∞ implies Ef,g ⊆ E. Lemma 4.4.5 tells us that
under certain restrictions, dimH Ef,g = 1, so

1 ≤ dimH E.

The Generalized Jarńık Lemmas lie in the heart of the proof of Lemmas 4.4.4
and 4.4.5.

4.5 Independent Blocks

Throughout this work we have seen that similarities between regular and
complex continued fractions abound. We have pointed out important differ-
ences too. Most notably, we have contrasted the intricate structure of ΩHCF

R

against NN. The complications in ΩHCF disappear when we consider only
sequences (an)n≥1 satisfying minn ∣an∣ ≥ √

8. It is natural to investigate the
subsets of BadC where uniform lower bounds are imposed. In this direc-
tion, the proof of Theorem 4.4.3 yields the next corollary (see [Gon18-02] for
details).
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Corollary 4.5.1. For any L ∈ N with L ≥ √
8 define

EL ∶= {z = [0;a1, a2, a3, . . .] ∈ F ∶ ∀n ∈ N L ≤ ∣an∣} ,
then

lim
L→∞dimH (EL ∩BadC) = 1.

Working with blocks, rather than individual terms, we obtain larger sub-
sets of BadC. For z ∈ C write M (z) ∶= min{∣Rz∣, ∣Iz∣} and for any j0,M, l ∈ N
define

A(j0,M, l) ∶= {(an)n≥1 ∈ ΩHCF
R ∶ ∀n ∈ N ∣an∣ ≤M, j0 ≤ M (an(l+1))} ,F(j0,M, l) ∶= Φ[A(j0,M, l)].

We devote the rest of the chapter to show the next result. Note that, in
this case, we can naturally interpret the blocks of length l+1 as independent
identically distributed random variables.

Theorem 4.5.2. If j0 ∈ N satisfies j0 ≥ 3, then

sup
l,M∈NdimH F(j0,M, l) = 2.

4.5.1 Preliminary Lemmas

The mere definition of F(j0,M, l) makes clear how to define the appropriate
diameter tree-like structure. Our first preliminary result, Lemma 4.5.3, is
a particular case of the First Generalized Jarńık Lemma. The verification
of the hypothesis hides some delicate details persuading us to give thorough
exposition.

Lemma 4.5.3. Fix j0,m,M ∈ N with j0 ≥ 3. Let s > 0 be such that for r ∈ N
and any a ∈ A(j0,m,M)[1..r(m+1)] we have that

∑
c

∣C(r+1)(m+1)(a;c)∣s ≥ ∣Cr(m+1)(a)∣s > 0, (4.14)

where c runs along A(j0,m,M)[1..m + 1]. Then, dimH F(j0,m,M) ≥ s.
Recall that the chordal metric ρ is a metric on C ∶= C ∪ {∞}, given by

∀w, z ∈ C ρ(z,w) = 2∣z −w∣√
1 + ∣z∣2√1 + ∣w∣2 ;

if w = ∞ and z ∈ C
ρ(z,w) = 2√

1 + ∣z∣2 ,
and the conditions ρ(w, z) = ρ(z,w), ρ(∞,∞) = 0. The proof of the next
proposition can be found in A. Beardon’s book ([Be91], Theorem 2.3.2., p.33).
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Proposition 4.5.4. The transformation T ∶ C ∪ {∞} → C ∪ {∞} given by

Tz = az + b
cz + d

with ad−bc = 1 is a Lipschitz function with respect to the chordal metric with
Lipschitz constant ∥T ∥2 ∶= ∣a∣2 + ∣b∣2 + ∣c∣2 + ∣d∣2.

Proof of Lemma 4.5.3. Let j0,M, l ∈ N be such that A(j0,M, l) ≠ ∅ and
j0 ≥ 3. For n ∈ N and a ∈ A(j0,M,n(l + 1)) define

Hn(a) ∶= C(l+1)n(a).
Lemma 4.5.3 follows from the First Jarńık Lemma (Lemma 4.2.5) using the
closure of the sets Hn(a) as the family of compact sets once we have estab-
lished the existence of some B = B(j0,M, l) > 0 such that for n ∈ N and
a ∈ A(j0,M, l + 1)[1..n(l + 1)] and b,c ∈ A(j0,M, l + 1)[1..l + 1]

d(Hn+1(ab),Hn+1(ac)) > B∣Hn(a)∣. (4.15)

First, we show that for some κ = κ(j0,M, l) we have

∀b,c ∈ A(j0,M, l)[1..l + 1] b ≠ c Ô⇒ d(H1(b),H1(c)) > κ. (4.16)

If it happened otherwise, there would be two different a,b in the finite setA(j0,M, l)[1..l+1] such that d(H1(a),H1(b)) = 0. We claim that

∀z ∈ Cl(a)○ ∀ε > 0 d(z,H1(b)) < ε Ô⇒ d(z,FrH1(a)) ≤ ε. (4.17)

To see it, take z ∈ H1(a)○, ε, ε′ > 0, w′ ∈ H1(b), and w ∈ H1(b) we have
d(z,w) < ε+ε′. By continuity of the function f1 ∶ [0,1] → C, f(t) = z+t(w−z),
and the connectedness of [0,1], f1(t′) ∈ FrH1(a) for some 0 < t′ < 1 . The
same argument holds when H1(a) and H1(b) are replaced by two cylinders
of the same depth.

Call ((pn)n≥0, (qn)n≥0) the Q-pair of a. Let f be the Möbius transforma-
tion extending T l∣Cl(a) to the entire plane. By uniform continuity of f on
H1(a) (its pole is pl−1

ql−1 /∈ Cl(a)), for every (z,w) ∈ Cl(a)○ × FrCl(a)
∀δ > 0 ∃δ′ > 0 d(z,w) < δ′ Ô⇒ d(T l(z), f(w)) < δ.

Thus, by the continuity of the complex inversion ι, for any z ∈ H1(a) there
is some δ > 0 such that

∀w ∈ C∗ d(T lz,w) < δ Ô⇒ d((T l(z))−1,w−1) < 1

4
.
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Therefore, if z ∈H1(a)○ and w ∈ FrH1(a) could be arbitrarily close, we would
conclude

d ((T l(z))−1,Fr ι[f[Cl(a)]]) < 1

4
.

As a consequence, we would obtain the contradiction

al+1 = [ 1

T l(z)] ∈ {a ∈ Z[i] ∶ ∣Ra∣ = 1 ∨ ∣Ia∣ = 1 ∨ ∣a∣ ≤ √
8} .

Therefore, (4.16) must hold.
Now, take n ∈ N, a ∈ A(j0,M, l)[1..n(l + 1)] with Q-pair (pn)n≥0, (qn)n≥0

and b,c ∈ A(j0,M, l)[1..l+1]. Let R be the Möbius transformation extending
the inverse of T n(l+1) restricted to Cn(l+1)(a):

R(z) = pn(l+1)z + pn(l+1)−1

qn(l+1)z + qn(l+1)−1

;

then,

d(Hn+1(ab),Hn+1(ac)) = d(R[H1(b)],R[H1(c)])
≥ 1

2
ρ(R[H1(b)],R[H1(c)])

≥ 1

2∥R∥2
ρ(R[H1(b)],R[H1(c)])

≥ 1

2∥R∥2
d(R[H1(b)],R[H1(c)]).

As a consequence, for a constant depending on j0,M, l (κ1),

d(Hn+1(ab),Hn+1(ac)) ≫ 1∥R∥2
≥ ∣Cn(l+1)(a)∣ = ∣Hn(a)∣.

An immediate outcome of the Isodiametric Inequality (Theorem 1 in
[EvGa15], p. 69) and Lakein’s First Theorem from Chapter 1 is the fol-
lowing lemma.

Lemma 4.5.5. There exist absolute constants such that for any regular se-
quence a ∈ ΩHCF ∀n ∈ N mCn(a) ≍ ∣Cn(a)∣2.

On the basis of equation (3.2) in Chapter 3, and an inductive argument,
we can deduce the following lemma.

79



4.5 Independent Blocks Hausdorff Dimension Theory

Lemma 4.5.6. For any j0 ∈ N and sufficiently large m,M there exists K =
K(j0,m,M) > 0 of the form K = Rmr such that

1. r = r(j0) > 0 and R = R(M) ↗ 1 when M →∞ for every j0 > 0.

2. For any k ∈ N and any a ∈ A(j0,m,M)[1..r(m + 1)] we have

∑
c

mC(k+1)(m+1)(a;c) ≥KmCk(m+1)(a)
where the sum runs over A(j0,m,M)[1..m + 1].

4.5.2 Proof of Theorem 4.4.3

Proof of Theorem 4.4.3. Fix j0,M, l ∈ N such that A(j0,M, l) ≠ ∅. Define
k1 ∶= k1(l,M) by

k1(l,M) ∶= (2 − 1

M + 1
)−4

φ−4(l+1),
and take the K =K(l,M) provided by Lemma 4.5.6; hence,

∀t ∈ N k1mCt(l+1)(a) ≥ mC(t+1)(l+1)(a;c),∀t ∈ N ∑
c

mC(t+1)(l+1)(a;c) ≥KmCt(l+1)(a),
where c runs along A(j0,M, l)[1..l+1]. Let 0 < α < β be the implied constants
in Lemma 4.5.5, then

∑
c

∣C(k+1)(l+1)(a;c)∣2s ≥ αs∑
c

(mC(k+1)(l+1)(a;c))s
= αs∑

c

mC(k+1)(l+1)(a;c) 1

(mC(k+1)(l+1)(a;c))1−s

≥ αs 1

k1−s
1 (mCk(l+1)(a;c))1−s∑

c

mC(k+1)(l+1)(a;c)
≥ αs K

k1−s
1 (mCk(l+1)(a;c))1−smCk(l+1)(a;c)

= αs K
k1−s

1

mCk(l+1)(a;c)s
≥ (α

β
)s K

k1−s
1

∣Ck(l+1)(a;c)∣2s .
By Lemma 4.5.3, dimH F(j0,M, l) ≥ 2s whenever

γs
K

k1−s
1

≥ 1,
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where γ = αβ−1, which holds if and only if

s log γ + logK − (1 − s) log k1 ≥ 0 ⇐⇒ (1 − s) ≥ logK + log γ

log k1 + log γ
> 0.

Thus, it suffices to show that the last expression can be as small as we please.
Expanding k1 and K, keeping the notation of Lemma 4.5.6, we get

0 < logK + log γ

log k1 + log γ
= log (R(M)) + log r+log γ

l+1

logφ + log γ
l+1

,

which can be arbitrarily small for suitable l,M . Hence, by taking s → 1 we
conclude that

sup
M,l∈NdimH F(j0,M, l) = 2.

4.6 Notes and comments

1. Theorem 4.5.2 is new. The omitted details are part of a paper in process.
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Chapter 5

Hurwitz - Tanaka Continued
Fractions

In this chapter, we discuss the ergodic theory of the continued fraction algo-
rithm suggested by Julius Hurwitz (Adolph Hurwitz’s older brother) in 1895
and re-discovered by S. Tanaka about a century later ([Ta85]). We define
the Hurwitz-Tanaka Continued Fractions within the framework of Dani and
Nogueira and see that they provide a counterexample to Theorem 1.1.2. A
more dramatic feature of the Hurwitz-Tanaka algorithm is that the resulting
continued fractions might not even make sense, let alone represent the origi-
nal complex number. However, discarding a suitable null set, a satisfactory
ergodic theory can be developed.

Notation. The ideal of Z[i] generated by 1 + i is (1 + i). The set of non-
zero elements of (1+ i) is (1+ i)∗. The complex inversion z ↦ z−1 is denoted
by ι. ∨ is the logic disjunction connector. If A is a finite set and B ⊆ AN,
then σ ∶ B → AN is the shift map σ(x1, x2, x3, . . .) = (x2, x3, . . .). The same
notation σ is used for two-sided sequences.

Main references. For the ergodic theoretical aspects of the Hurwitz-Tanaka
continued fractions, see [Ta85]. For more details and historical aspects, see
[Os16].

5.1 Definition and convergence

Identify R2 with C in the natural way: x + iy ∼ (x, y). Let Λ be the lattice
generated by α ∶= (1,1) ∼ 1 + i and α ∶= (1,−1) ∼ 1 − i. Since the square{rα+ sα ∶ 0 ≤ r, s < 1} is a complete set of representatives of R2/Λ, so it is its
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5.1 Definition and convergence Hurwitz - Tanaka Continued Fractions

translate

T ∶= {rα + sα ∶ −1

2
≤ r, s < 1

2
} .

With the partition {a + T ∶ a ∈ (1 + i)} we can naturally define a choice
function fT ∶ C→ (1 + i) ⊆ Z[i] by the condition

∀z ∈ T z ∈ fT (z) +T.

and the corresponding fT -Gauss map by τ ∶ T∗ → T∗, τ(z) = z−1 − fT (z−1).
Definition 5.1.1. The Hurwitz-Tanaka continued fraction (TCF) of
a complex number z is the fT -sequence of z. If (an)n≥0 is the TCF of z, we
adopt the formal notation [0;a1, a2, . . .]T .

−1 1

−1

1

0

−3 −2 −1 1 2 3

−3

−2

−1

1

2

3

0

Figure 5.1: Left: T. Right: Inverse of T.

Straight forward computations tell us that the TCF of −1 is the constant
sequence (0; 0,0, . . .). Clearly, [0; 0,0, . . .]T cannot converge to −1. It is natu-
ral to ask under what conditions is the TCF of a complex rational convergent
or even finite. J. Hurwitz asked this to himself too and found the following
answer.

Theorem 5.1.1 (J. Hurwitz, 1895). A number z ∈ Q(i) has infinite TCF if
and only if τn(z) = −1 for some n ∈ N0; moreover,

⋃
n≥0

τ−n[−1] = {h
k
∈ Q(i) ∶ h, k ∈ Z[i] h ≡ k ≡ 1 (mod 1 + i)} . (5.1)

Proof. Clearly, the TCF of a complex rational z ∈ T is infinite when τn(z) =−1 for some n. Assume that z = h
k ∈ T is rational, h, k ∈ Z[i] co-prime, and

84



Hurwitz - Tanaka Continued Fractions 5.1 Definition and convergence

that τn ≠ −1 for all n ∈ N0. For some co-prime h1, k1 ∈ Z[i] and some a ∈ (1+i)
we have

h1

k1

= τ (h
k
) = k

h
− a ∈ T, (5.2)

and ∣h1∣ ≤ ∣k1∣. If the equality held, then we would have h1
k1

= −1; hence,∣h1∣ < ∣k1∣ = ∣h∣. Repeating the argument we eventually get hn = 0, the
algorithm terminates, and the TCF is finite. This shows the first assertion.

We start proving the second part by noting that for h, k ∈ Z[i] co-prime,
h1, k1 co-prime, and a ∈ (1 + i) such that (5.2) is true, we have that

hh1 ≡ kk1 (mod 1 + i). (5.3)

Let us start with ⊆. Take z = h
k ∈ T ∩Q(i) with h, k ∈ Z[i] co-prime. If

τ(z) = −1, then h1 = −k1 and k ≡ −h ≡ h (mod 1+ i), so h ≡ k ≡ 1 (mod 1+ i)
(otherwise h, k ∈ (1 + i)). A recursive argument now shows that h ≡ k ≡ 1(mod 1 + i) if τn(hk) = −1 for some n ∈ N0.

To prove ⊇, let z ∈ T∖⋃n≥0 T −n[−1] be a complex rational, then TN(z) = 0

for some N and z = pN (z)
qN (z) . It follows directly from the definition of Q-pair

that

∀n ∈ N0 p2n+1 ≡ q2n ≡ 1 (mod 1 + i), p2n ≡ q2n+1 ≡ 0 (mod 1 + i).
Therefore, z is not the quotient of h, k ∈ Z[i] satisfying h ≡ k ≡ 1 (mod 1 +
i).

The convergence situation is by far simpler in the irrational case. Indeed,
take z ∈ T′. Since T ∩ C1(0) = {−1}, the orbit of z under τ , (τn(z))n≥0, is
entirely contained in the unit disc. Therefore, the iteration sequence of z is
non-degenerate (cfr. Theorem 1.1.2).

Theorem 5.1.2. If z is any number in T′ and (an)n≥0 its TCF, then z =[a0;a1, . . .]T .

We shall use freely the notions of cylinders, maximal feasible sets, regular
and irregular objects. They are defined just as in the HCF context. The
set of admissible sequences (for irrational numbers) is denoted by ΩTCF and
we define ΩTCF(n), ΩTCF

R as in Chapter 3. The set of regular sequences
is denoted by ΩTCF

R and the set of irregular sequences by ΩTCF
I . If b is a

sequence in (1 + i)∗, CTn (b) is the cylinder of depth n.
The next lemma can be shown using the dual algorithm (defined below)

(see [Ta85]) or with an inductive argument (see [Os16]). Note that the ex-
ponent of ∣qn∣ is −1, not −2.
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−1 1

−1

1

0

1− i

2

1 + i

2 + 2i

2i

−1 + i

−2

−1− i

−2− 2i

−2i

2− 2i

−2 + 2i

Figure 5.2: Partition of T after a1

Lemma 5.1.3. Let z = [0; b1, b2, . . .] ∈ T′ have Q-pair (pn)n≥0, (qn)n≥0, then

1. (∣qn∣)n≥1 is strictly increasing,

2. For all n ∈ N we have ∣z − pn
qn

∣ < ∣qn∣−1,

3. For all n ∈ N we have ∣CTn (b)∣ ≪ ∣qn∣−1.

5.2 Laws of Succession

The structure of the space ΩTCF is simpler than the one of ΩHCF. To see it,
let us start by writing

∀b ∈ (1 + i) T(b) ∶= τ[C1(b)] = −b + (ι[T] ∩ (b +T)).
Thus, T(b) = T whenever ∣b∣ ≥ 2 and, except for the boundaries, the sets
T(1 + i),T(−1 + i),T(−1 − i),T(1 − i) are rotations of each other (see Figure
5.3). We also have T(0) = {−1}, so

ΩTCF
R ⊆ {(an)n≥0 ∶ ∀n ∈ N an ∈ (1 + i)∗}.

Note now that for any b ∈ ΩTCF
R (n), b = (b1, . . . , bn), we have

τ[Cn(b1, . . . , bn)] = Cn−1(b2, . . . , bn) ∩T(b1)
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T(b), |b| ≥ 2 T(1 + i) T(1− i) T(−1− i) T(−1 + i)

Figure 5.3: Maximal feasible regions

(the first term in the right is omitted when n = 1). Therefore, whenever∣b1∣ ≥ 2,

τ[Cn(b1, . . . , bn)] = Cn−1(b2, . . . , bn) ∩T == Cn−1(b2, . . . , bn). (5.4)

Assume now that ∣b∣ = √
2, b = −1 − i say (the other possibilities are treated

similarly). From

T(−1 − i)−1 = T−1 ∩ {z ∈ C ∶ Iz ≥ −1 +Rz}
we obtain for every b ∈ (1 + i)∗ that

T(−1 − i)−1 ∩ (b +T(b)) = b +T(b) ∨ m(T(−1 − i)−1 ∩ (b +T(b))) = 0.

Therefore, when (b1, b2) ∈ ΩTCF
R (2) we have τ[C2(b1, b2)] = C1(b2). As a conse-

jklmn

pqrst

a

b

f1

g1

h1

i1

−3 −2 −1 1 2

−2

−1

1

2

3

0

Figure 5.4: The region T(−1 − i)−1

quence, since τ restricted to any cylinder is injective, for all b = (b1, . . . , bn) ∈
ΩTCF
R (n) we have

τ[Cn(b)] = τ[Cn(b) ∩ C1(b1)]= Cn−1(b2, . . . , bn) ∩T(b1) ∩ C1(b2)= Cn−1(b2, . . . , bn) ∩ C1(b2)= Cn−1(b2, . . . , bn).
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A recursive application of the previous identities yields

∀n ∈ N ∀b ∈ ΩTCF
R τn[Cn(b)] = T(bn).

Thus, given b ∈ ΩTCF
R (n) and b ∈ (1+i)∗ the membership of bb to ΩTCF

R (n+1)
depends on bn and b.

We summarize the discussion in the next result.

Theorem 5.2.1. The dynamical system (ΩTCF
R , σ) is a Markov shift.

Call M the infinite matrix describing ΩTCF
R , M ∶ (1+i)∗×(1+i)∗ → {0,1}.

Put J = {z ∈ (1 + i)∗ ∶ Iz ≥ −1 +Rz}. Then M is given by

∀b, c ∈ (1 + i)∗ M(b, c) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1, if ∣b∣ ≥ 2,

1, if b = ir(−1 − i), c ∈ irJ , r ∈ [0..4]
0, if b = ir(−1 − i), c /∈ irJ , r ∈ [0..4].

Irregular objects. Let us point out that irregular numbers do exist. In-
deed, the segments (−1 − i,mα + α) for any m ∈ Z ∖ {0} are irregular (see
Figure 5.4), as well as (−1 + i, α +mα) for any m ∈ Z ∖ {0}. We leave to the
reader to show that mTI = 0 and dimH T = 1.

5.3 The Ergodic Theory

The simpler structure of the associated shift space allowed S. Tanaka to
construct the natural extension of (T′, τ) and even to obtain a measure ν
equivalent to m making (T,B(T), τ, ν) ergodic.

5.3.1 The Dual Algorithm

Recall that the natural extension of a one-sided shift space is a two-sided
shift space (cfr. Appendix A). Then, in order to build the natural extension
of (ΩTCF

R , σ) we must determine the space of sequences (bn)n≥1 in (1 + i)∗
such that ∀n ∈ N bnbn−1 . . . b1 ∈ ΩTCF

R (n).
From a symbolic point of view, it is not hard to determine the desired se-
quence space, for we already know the matrix determining ΩTCF. Moreover,
it can be shown that the space is also described by an infinite matrix M̃ . For
example, if b ∈ (1 + i)∗ satisfies Ib > 1 + ∣Rb∣, then

∀c ∈ (1 + i)∗ M̃(b, c) = ⎧⎪⎪⎨⎪⎪⎩
0, c ∈ {−1 + i,1 + i},
1, otherwise.
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It turns out that the sequence space we are looking for is also generated by a
complex continued fractions algorithm included in the framework of Chapter
I. We refer to this process as the dual algorithm.

The dual algorithm can be defined with a suitable partition of C. First,
consider the sets

S0 ∶= D(0),
S1 ∶= D(0) ∖D(−1 − i), S2 ∶= iS1, S3 ∶= −S1, S4 = −iS1,

S5 ∶= D(0) ∖ (D(−1 + i) ∪D(−1 − i)) , S6 ∶= iS5, S7 ∶= −S5, S8 ∶= −iS5.

Rather than describe meticulously the translates of the sets Sj partition-
ing C, we content ourselves with Figure (5.6). To each a ∈ (1 + i) denote
by S(a) the set Sj such that a +S(a) belongs to the partition. The choice
function fS ∶ C → (1 + i) is given by the condition z ∈ fS(a) +S(a) and the
corresponding fS-Gauss map by S ∶S∗ →S, S(z) = z−1 − fS(z−1).

The partition of S induced by the cylinders of depth 1 is depicted in
Figure 5.5.

−1 1

−1

1

0

Figure 5.5: Partition of S1 after a1(z).
From now on, we exclude the null set ⋃n≥0 S−n[C(0; 1)] and denote by

∆TCF the resulting sequence space. Our omission forbids the appearances of
0 as a term of any sequence in ∆TCF. Based on the geometry of the dual
algorithm, it can be shown that (∆TCF, Td) is precisely the sequence space
that we have been after.

Theorem 5.3.1. Let b = (bn)n≥1 take values in (1 + i)∗. Then, b ∈ ∆TCF if
and only bn+1bn ∈ ΩTCF(2) for every n.
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Figure 5.6: Partition of C for the dual algorithm.

5.3.2 The Natural Extension

The space underlying the natural extension of (IR, τ) (with the suitable
ergodic measure) is given by

Z = {(w, z) ∈S ×T ∶ b1(w)a1(z) ∈ ΩTCF(2)} ,
R ∶ Z → Z ∀(w, z) ∈ Z R(w, z) = ( 1

a1(z) +w, τ(z)) .
Exploring the condition b1(w)a1(z) ∈ ΩTCF(2) we can actually write

Z = 8⋃
j=1

Sj ×Xj,

where X1, . . . ,X8 is the partition of T shown in Figure 5.7 (the involved arcs
have their center in α

2 , i
α
2 ,−α2 ,−iα2 and radius 2−1/2).

Theorem 5.3.2 (S. Tanaka, 1985). Let h ∶ Z → R>0 be given by

∀(w, z) ∈ Z h(w, z) = 1∣1 +wz∣4 .
Then, the measure ρ, dρ = hdm, is finite and R-invariant.

The Theorem of Change of Variable plays an important rôle again. In-
deed, the R invariance follows from the equality

∀(w, z) ∈ Z ∣DR(w, z)∣h(R(w, z)) = h(w, z),
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X1

X2

X3
X4X5

X6

X7
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−1
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0

Figure 5.7: Partition of T = ⋃jXj

where DR is the Jacobian of R (regarded as a map from a subset of R4 into
itself). Although harder to prove, the finiteness of the measure verified by
bounding separately each term of the sum

ρ1(Z) = ∫
Z
h(w, z)dm(w, z) = 8∑

j=1
∬

Sj×Xj h(w, z)dm(w)dm(z).
5.3.3 The Ergodic Measure

Let π2 ∶ Z → T denote the projection on the second coordinate, i.e. π(w, z) =
z. Since π ○R = τ ○ π, the measure ν given by

∀B ∈B(T) ν(B) ∶= ρ(π−1[B])
is τ -invariant. The irreducibility of ν— and thus its ergodicity— is proven
essentially the same way as for HCF. Some care must be taken, though.
Take z = [0; b1, b2, . . .]T ∈ T′ with Q-pair (pn)n≥0, (qn)n≥0. The inverse of the
restriction of τn to CTn (b) is

ψb,n(z) = pn−1z + pn
qn−1z + qn , ∣ψb,n(z)∣ = 1∣qn−1z + qn∣2 = 1

∣qn∣2 ∣1 + z qn−1qn
∣ .

Since ∣z∣ can be arbitrarily close to 1, it is not entirely clear that a Rényi-type
condition (such as (3.1)) holds. However, 3∣qn−1(z)∣ ≤ 2∣qn(z)∣ is true for all
n ∈ N almost everywhere (with respect to m).
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Proposition 5.3.3. For almost every z = [0; b1, b2, b3, . . .]T ∈ T we have that

∀n ∈ N sup
z∈T(b,n) ∣ψ′b,n(z)∣2 ≪ inf

z∈T(b,n) ∣ψ′b,n(z)∣2 , (5.5)

where T(b, n) = τn[CTn (b)].
From the explicit formula for the density of ρ and Z = ⋃jSj × Xj, S.

Tanaka could find an explicit formula for the density of ν. First, define the
map A ∶ R2>0 → R by

A(r, s) = r2 arctan
s

r
+ s2 arctan

r

s
− rs.

Considering α1 = α, α2 = α, α3 = −α, and α4 = −α define the functions
f1, f2, f3, f4 by

f0(z) ∶= 1

ρ1(Z) π(1 − ∣z∣2)2
,

∀j ∈ [1..4] fj(z) ∶= 1

ρ1(Z)A( 1

1 − ∣z∣2 , 1∣z − αj ∣2 − 1
) .

Theorem 5.3.4. The measure ν in (T, τ) is ergodic and equivalent to the
Lebesgue’s measure. The density function of ν, f , is given by

f(z) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f0(z) − fj(z) if z ∈Xj for j ∈ [1..4],
f0(z) − f1(z) − f2(z) if z ∈X5,

f0(z) − f2(z) − f3(z) if z ∈X6,

f0(z) − f3(z) − f4(z) if z ∈X7,

f0(z) − f4(z) − f1(z) if z ∈X8.

A Khinchin-Lévy type result and the entropy of (IR, τ, ν) can be obtained
with the arguments used for HCF.

Theorem 5.3.5. Let k ∶ T→ R be given by k(z) = log ∣z∣, then k ∈ L1(ν) and
for almost every z = [0; b1, b2, . . .] ∈ T we have

lim
n→∞ lim

n→∞
log ∣qn∣
n

= −∥k∥1.

Moreover, the entropy hν(τ) of the system (T,B(T), τ, ν) is hν(τ) = 4∥k∥1.

Similar results also hold for the dual system (S′, S).
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5.4 Notes and Comments

1. S. Tanaka defined in a slightly different way theQ-pair ((hn)n≥0, (kn)n≥0)
of his continued fractions. While the recurrences are the same, his ini-
tial conditions are

h−2 = 0, h−1 = α, k−2 = α, k−1 = 0.

If ((pn)n≥0, (qn)n≥0) is the usual Q-pair, we have αpn = hn and αqn = kn
for every n. The discrepancy is irrelevant. We changed the notation of
S. Nakada’s paper aiming for consistency.

2. As noted before, Hurwitz - Tanaka continued fractions are a particular
case of Iwasawa continued fractions. Thus, the general ergodic theory
developed by A. Lukyanenko and J. Vandehey, although they provide
no calculations of the entropy.

3. Our proof of Theorem 5.1.1 seems to be new. It is much simpler than
the ones given in [Os16].

4. We have made no attempt in working with the approximation proper-
ties of the Hurwitz-Tanaka continued fractions, because the approxi-
mation rate is worse than HCF. This is not surprising, for the set where
the elements can belong is significantly reduced.
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Chapter 6

Current and Future Research

In this brief chapter, we discuss some problems related to Hurwitz. The first
two are the subject of ongoing research.

Notation. If µ is a measure on a subset of Rn, then µ̂ is its Fourier trans-
form.

References. We add some references to each problem separately.

6.1 Current Research

6.1.1 A Kaufman Measure in the Complex Plane

In 1980, R. Kaufman published the construction of a measure supported in a
particular compact set with a polynomially decreasing Fourier transform. His
result has had implications, for example, in research related to the Littlewood
Conjecture (cfr. [HJK]). Some hypothesis imposed by R. Kaufman were later
weakened by M. Quéffelec and O. Ramaré in [QuRa03].

For each N ∈ N let FN be the set of real numbers in [0,1] whose regular
continued fraction is bounded by N .

Theorem 6.1.1 (R. Kaufman, 1980). Let N ∈ N be such that dimH FN > 1
2 .

Then, FN supports a probability measure λ = λN such that for some η > 0 we
have ∀u ∈ R ∣λ̂(u)∣ ≪N ∣u∣−η.

We can split R. Kaufman’s proof into two parts. First, the measure is
built. Then, the Fourier transform conditions are verified. We give a very
broad overview of both steps.
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Construction. Let N be as in the statement. We can naturally iden-
tify FN with [1..N]N. Using the Hausdorff dimension hypothesis, Kaufman
defined a probability measure µ on [1..N]n. A sequence of independent iden-
tically distributed random variables (fn)n≥1 with finite mean is defined on
this space. By the Weak Law of Large numbers, for large N the probability
of N−1(f1(a1) + . . . + fN(aN)) being close to the mean of f1 is greater than
1
2 . The probability measure λ is defined by conditioning µN to this set and
extending it to the countable product.

Bounding the Fourier transform. By construction, λ can be written
as λ = ν ⊗ λ. Then, by applying Fubini’s Theorem and relating λ with the
Lebesgue measure, Kaufman reduced the problem to bound some oscillatory
integrals in one dimension.

The complex analogue. We express our first question as follows:

Problem 1. Is there an analogue Kaufman-like measure for complex plane?

We decided to adapt Kaufman’s construction using Hurwitz Continued
Fractions. Although a significant part of the work is already done, the extra
dimension poses new difficulties. The first important problem is encountered
in the construction. The (HCF) Laws of Succession make an straight forward
adaptation of Kaufman’s argument impossible. However, by Theorem 4.5.2
we can obtain sets with Hausdorff Dimension arbitrarily close to 2 formed by
numbers whose HCF can be understood as a sequence of independent blocks.

The multidimensional treatment of oscillatory integrals is considerably
harder than the one-dimensional. In our case, the complications come from
obtaining a satisfactory lower bound of

z + qN(a) + qN(b)
qN−1(b) ,

where z ∈ F, and a,b are valid segments. For regular continued fractions the
previous expression can be easily bounded, because x ∈ (0,1) and continuants
are natural numbers and grow exponentially.

For details on the real Kaufman’s measure, see [K80], [QuRa03], and
[JoSa16]. The complex Kaufman measure is a work in progress.

6.1.2 A Generalization of Good’s Theorem

In view of the successful extension of Good’s Theorem to HCF, we can ask
for a generalizations.
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Problem 2. Can Good’s Theorem be extended to Schweiger Fibred Systems?

We must consider only those Schweiger Fibred Systems with infinitely
many digits. Moreover, we have to define how to interpret an → ∞ for the
regular continued fractions and ∣an∣ → ∞ for HCF. We suggest to work with
functions δ ∶ I → R>0 such that for any M > 0 the inverse image of [0,M]
under δ is finite. On the basis of the proofs of the real and complex versions of
Good’s theorems, we suspect that some growth conditions must be imposed
on δ.

In both versions of Good’s Theorem irregular elements can be overlooked.
This is unlikely to be the case on higher dimensions. For example, if we
extend directly the construction of HCF to three dimensions (changing the
complex inversion for the inversion with respect to the unit sphere), then
the corresponding irregular numbers might form a set of dimension 3− 1 = 2.
Thus, we might have to consider separately regular and irregular numbers.

Rather than obtaining that the Hausdorff dimension of a set is half of
the ambient space’s, we expect to obtain only estimates. We suspect that
irregular elements are the key factor that will allow the Hausdorff dimension
of the set of interest to vary.

6.2 Future Research

We now list a few problems that might be of interest.

Problem 3. Can we get rid of the lower bound of the elements in Theorem
2.3.2?

Problem 4. Is there a Gauss-Kuzmin theorem for Iwasawa Continued frac-
tions?

Problem 5. Is there a Borel-Bernstein Theorem for HCF?

A. Nogueira gave in [No01] a Borel-Bernstein Theorem for a family mul-
tidimensional continued fractions (defined in the geometric way). However,
it is not entirely clear that his work includes HCF.

Problem 6. Is (F, T, µ) an α, ρ-mixing system?

The previous problem was posed by Dr. Poj Lertchoosakul.

Problem 7. Are there numbers ζ ∈ C ∖ Q(i) with an automatic HCF and
such that ∣ζ ∣2 = n ∈ N?
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Appendix A

In this appendix, we recall some elementary formulæon the inversion of circles
in the complex plane. The proofs of the propositions below can be safely
omitted, for they are just elementary exercises.

Inversion Formulæ

Let ι ∶ C∗ → C∗ be the complex inversion; i.e. ι(z) = z−1 for all z ∈ C∗. For
any z0 ∈ C and any ρ > 0 let C(z0, ρ) be the circle of radius ρ and center z0:

C(z0, ρ) = {w ∈ C ∶ ∣z −w∣ = ρ}.
Proposition (Inversion of lines and circles).

1. Let z0 ∈ C and ρ > 0. Then,

ι[C(z0, ρ)] = ⎧⎪⎪⎨⎪⎪⎩
C ( z0∣z0∣2−ρ2 , ρ∣ρ2−∣z0∣2∣) if ρ ≠ ∣z0∣
L ∶ 2R(zz0) = 1 if ρ = ∣z0∣,

where L ∶ 2R(zz0) = 1 is the line {z ∈ C ∶ 2R(zz0) = 1}.

2. Let a, b ∈ R, (a, b) ≠ (0,0) and consider the lines La,b, L′a,b
La,b ∶ ax + by = 1, L′a,b ∶ ax + by = 0.

Then,

ι[La,b] = C (a
2
− i b

2
,

√
a2 + b2

2
) , ι[L′a,b] = {z = u + iv ∶ au − bv = 0}.
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Appendix B
Ergodic Theory

In this appendix, we establish notation regarding ergodic theory. Although
most proofs are omitted, we do provide the appropriate references.

Definitions

Let X = (X,M) be a measurable space and τ ∶X →X a measurable function.

i. Let µ be a measure on X. The function τ is measure preserving or
an endomorphism if

∀E ∈M µ(E) = µ(τ−1[E]).
The quadruplet (X,M, µ, τ) is a measure preserving system and
when µ is a probability measure, it is a probability measure pre-
serving system.

ii. A measure µ in X is irreducible if

∀E ∈M τ−1[E] = E Ô⇒ µE = 0 ∨ µ(X ∖E) = 0.

iii. The system (X,M, µ, τ) is ergodic if it is a measure preserving system
and τ is irreducible. If the measurable space (X,M) and the measurable
map τ are given, a measure µ is ergodic if the system (X,M, µ, τ) is
ergodic.

iv. The function τ is non-singular if

∀E ∈M µ(τ−1[E]) = 0 Ô⇒ µ(E) = 0.

Let (X,M, µ, τ) be a (probability) measure preserving system.
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1. τ is weak-mixing if

∀A,B ∈M lim
n→∞

1

n

n−1∑
i=0

∣µ(τ−i[A] ∩B) − µAµB∣ = 0.

2. τ is strong-mixing if

∀A,B ∈M lim
n→∞µ(τ−i[A] ∩B) = µAµB∣ = 0.

Ergodic Theorems

The following is a fundamental result in ergodic theory. Its proof can be
found, for example, in the Walters’ monograph [Wa82] as Theorem 1.14,
p.34.

Theorem (Birkhoff Ergodic Theorem). Suppose (X,B, µ, T ) is a finite or
σ-finite measure preserving system. Then, for every f ∈ L1(µ) there exists a
function f∗ ∈ L1(µ) such that f∗ ○ T = f∗ and

lim
n→∞

1

n

n−1∑
i=0

f ○ T i = f∗
holds µ-almost everywhere. If µX < +∞, then ∫ fdµ = ∫ f∗dµ. In particular,
if µ is a probability measure and T is ergodic, then f∗ = ∫ fdµ.

An application of Birkhoff’s Ergodic Theorem to indicator functions gives
the following corollary.

Corollary. Let (X,B) be a measurable space and T ∶ X → X a measurable
map. If µ and ν are probability measures such that both systems (X,B, µ, T )
and (X,B, ν, T ) are ergodic, and ν ≪ µ, then µ = ν.

Partitions

Let (X,M, µ) be a probability space. By a partition we mean an at most
countable collection {An}n ⊆M such that

∀n,m ∈ N, µ(An ∩Am) = δn,m, µ(X ∖⋃
n
An) = 0,

where δn,m is the Kronecker symbol. Let P be a partition of X. For x ∈ X,P(x) ∈ P is an element of the partition such that x ∈ P(x). It poses no threat
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to us that x ↦ P(x) is uniquely defined only µ-almost everywhere. If X is
also a metric space, the diameter of P is

diamP ∶= sup{∣P ∣ ∶ P ∈ P}.
We define a partial order on the partitions of X by writing P ≤ Q for two
partitions P, Q whenever each member of P is the union (up to a µ-null set)
of elements of Q. The sum of P and Q is

P ∨Q = {P ∩Q ∶ P ∈ P,Q ∈ Q} .
Note that P,Q ≤ P ∨ Q and that the sum is minimal with respect to this
property. If {Pn}n is an at most countable family of partitions, we define

⋁
n∈NPn

to be the minimal partition P such that Pn ≤ P for every n.
Suppose that τ ∶ X → X is an endomorphism. For any partition P we

define τ−1[P] = {τ−1[P ] ∶ P ∈ P} and

P−τ ∶= ∞⋁
k=0

τ−k[P],
where τ−(n+1)[P] ∶= τ−1[τ−n[P]]. If τ is invertible (almost everywhere) with
measurable inverse, we can similarly define

P+τ ∶= ⋁
k∈N τ

kP.
A measurable partition P is a generator of τ if P−τ = ε, where ε is the trivial
partition ε = {X}. If τ is an automorphism, we say that P is exhaustive ifP+τ = ε and τ−1[P] ≤ P.

When τ has been fixed, we define for P the sequence (Pn)n≥1 by

∀n ∈ N Pn ∶= n⋁
k=0

τ−kP,
Entropy

The notion of entropy, broadly, speaking tells us about the uncertainty of an
experiment. A nice discussion can be found in [OlVi16].

Let (X,M, µ) be a finite measure space. The entropy of a partition P
is

Hµ(P) = ∑
P ∈P µP log(µP ).

103



6.3 Rokhlin’s Natural Extension
Appendix B

Ergodic Theory

It can be shown that n ↦ Hµ(Pn) is sub-additive, hence the following limit
exists:

hµ(τ,P) ∶= lim
n→∞

1

n
Hµ(Pn).

The entropy of the system (X,M, µ, τ) is

hµ(τ) ∶= sup{hµ(f,P) ∶ hµ(τ,P) < ∞} .
The next theorem appears in [OlVi16] as Theorem 9.3.1, p.262.

Theorem (Shannon - McMillan - Breiman). Let (X,M, µ) be a probability
space and let P be an at most countable and measurable partition. Suppose
that Hµ(P) < +∞. Then, if τ ∶ X→ X is a measure preserving transformation,
for µ almost all x ∈X the following limit exists

hµ(τ,P, x) ∶= − lim
n→∞

logµ(Pn(x))
n

.

Moreover, hµ ∈ L1(µ) and

∫ hµ(τ,P, x)dµ(x) = hµ(τ,P).
If (X,M, µ, τ) is ergodic, then

∀µx ∈X hµ(τ,P, x) = hµ(τ,P).
The following result can be found as Corollary 9.2.10., p. 257 in [OlVi16].

Theorem 6.2.1. If P is a partition such that diamPn(x) → 0 as n→∞ for
µ almost all x ∈X. Then, hµ(τ) = hµ(τ,P).

6.3 Rokhlin’s Natural Extension

The full proofs of the statements in this sections are in V.A. Rokhlin’s papers
[Ro64] and [Ro67].

Let X = (X,B, µ, τ) be a measure preserving system. We say that a
partition P is invariant if τ−1[P] ≤ P. Let P be an invariant partition and
consider the quotient space X/P. Let f ∶X →X/P be the factor map given
by f(x) = P(x). We say that Z ⊆X/P is measurable if f−1[Z] ∈B and, in
this case, we write

µ(Z) ∶= µ (f−1[Z]) .
We can further consider the factor endomorphism τP ∶ M/P → M/P as the
map satisfying f ○ T = TP ○ f .
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Definition. Let X = (X,BX , µX , τ) be a measure preserving system. A mea-
sure preserving system X′ = (X ′,B′, µ′, τ ′) is a natural extension of X if
X′ has an exhaustive measurable partition ζ such that τ ′ζ is isomorphic to τ .

Theorem (V. A. Rokhlin, 1961). Any measure preserving system X′ has a
unique natural extension X′. Furthermore, X is ergodic if and only if X′ is.

Corollary. The natural extension of a one-sided Bernoulli shift space (over
a metric space) is a two-sided Bernoulli shift on the same space of states.

Sketch of proof. We consider a simpler context: assume that E is a com-
plete and separable metric space. Let BE be its Borel σ-algebra and µE
a Borel probability. By the Daniel-Kolmogorov Theorem, the system X =(X,BX , µX , σX) where X = EN, σX the right-shift map and the rest of
the objects are the usual products is well defined. Similarly, consider Y =(Y,BY , µY , σ = σY ) for Y = EZ.

Let π be the projection π ∶ Y → E given by π(xn)n∈Z = x1 and define the
partition P = {π−1[x] ∶ x ∈ Y }.
Note that (xn)n∈Z ∼ (yn)n∈Z with respect to R ∶= P−σY if and only if xn = yn
for all n ∈ N. It can be shown using the definitions that R is exhaustive,
σ−1[R] = R and that σR and σX are isomorphic.

Rokhlin’s natural extension has an important universal property. Namely,
it factors every invertible extension of X. That is, if Y = (Y,BY , ν, S) is an
invertible extension of X with factor map ϕ ∶ Y →X, then, there is a measure
preserving map ϕ̃ ∶ Y →X ′ such that ϕ = πϕ̃.
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Purely Periodic and Transcendental Complex Continued

Fractions

Gerardo González Robert

Abstract

Adolf Hurwitz proposed in 1887 a continued fraction algorithm for representing complex
numbers. Among other similarities with regular continued fractions, quadratic irrationals
can be characterized in terms of periodic expansions. In this paper we give necessary and
sufficient conditions for pure periodicity with respect to Hurwitz algorithm. We also show
a complex analogue of a theorem by Y. Bugeaud ([Bu13]) which establishes a combinatorial
condition for transcendence.

1 Introduction

Regular continued fractions are a remarkably useful tool in number theory. The structure
of a regular continued fraction expansion sometimes helps to determine algebraic or analytic
properties of the number it represents. A famous result in this direction is the Euler-Lagrange
Theorem. It says that an irrational number has an ultimately periodic continued fraction if and
only if it is a quadratic irrational. Another important theorem, due to Liouville, allows us to
construct transcendental numbers by simply taking continued fractions whose terms grow fast
enough. A well known conjecture relating transcendence and boundedness of continued fraction
is the following.

Conjecture 1.1 (Folklore Conjecture). If an irrational real algebraic number has a bounded
continued fraction, then it is a quadratic irrational.

Although the conjecture remains widely open, there are important partial results. On the
base of Roth’s Theorem, Alan Baker showed that whenever the continued fraction of a real
irrational α satisfies certain combinatorial condition, then α has to be transcendental. In 1998,
Martine Quéffelec showed the transcendence of numbers whose regular continued fraction is the
Thue-Morse sequence over an alphabet {a, b} ⊆ N. Afterwards, she showed the transcendence of
a larger class of automatic continued fractions. Based on their joint work with Florian Luca on
b-ary expansions, Boris Adamczewski and Yann Bugeaud generalized in 2005 some of Quéffelec’s
work. They showed that palindromic continued fractions and other combinatorial conditions
imply transcendence. These results were crowned by Y. Bugeaud in [Bu13]. The main result
of [Bu13] implies that real numbers with an automatic continued fraction are either quadratic
irrationals or transcendental.

In a recent paper ([BuKi15]), Y. Bugeaud and Dong Han Kim defined a function giving
another notion of complexity of an infinite word. With their function, it is possible to state the
main theorem of ([Bu13]) in an extremely neat fashion (Theorem 1.1).

We must recall first some definitions.

Definition 1.1. Let A ≠ ∅ be a finite set and a an infinite word on A. The repetition
function, r(⋅,a) ∶ N→ N, is

∀n ∈ N r(n,a) = min{m ∈ N ∶ ∃i ∈ [1..m − n] ai⋯ai+n−1 = am−n+1⋯am} .
The repetition exponent of a, rep(a), is

rep(a) ∶= lim inf
n→∞

r(n,a)
n

.

1
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Theorem 1.1 (Bugeaud, 2011). . Let a = a1a2 . . . be a non-periodic infinite word in N. If

rep(a) < +∞,
then α = [0;a1, a2, a3, . . .] is transcendental.

By Cobham’s Theorem on the complexity of automatic sequences ([AlSh03], Corollary
10.3.2), every automatic sequence has a finite repetition exponent.

Theorem 1.2 (Bugeaud, 2011). Let (an)∞n=1 be an automatic sequence of positive integers. If(an)∞n=1 is not periodic, then α = [0;a1, a2, . . .] is transcendental.

Given the importance of a regular continued fraction, it is natural to look for a similar tool
in other contexts. In the complex plane, C, there have been several attempts. An outstanding
example was given by Asmus Schmidt([ASch]). His sophisticated construction focuses on the
quality of approximation. A much simpler algorithm was proposed by Adolf Hurwitz ([Hu87]),
it is just the straight forward generalization of the nearest integer continued fraction (see Section
2 for details). Some other expansions and their associated ergodic theory were studied by Julius
Hurwitz, William Leveque, Hitoshi Nakada, Georges Poitu, among others. Lately, some families
of complex continued fractions have been studied by Shrikrishna Gopalrao Dani and Arnaldo
Nogueira ([DaNo14], [Da15]).

In this paper, we restrict ourselves to Hurwitz Continued Fractions. While similarities
between Hurwitz and regular continued fractions abound, there important differences. For
example, Serret’s theorem states that two real numbers belong to the same orbit of PSL(2,Z)/R
(acting via Möbius transformations) if and only if the numbers are both rational or if they are
both irrational and the tails of their continued fraction expansion coincide. The analogue fails in
C with Hurwitz Continued Fractions. Richard Lakein gave in [La74b] a pair of complex numbers,
ζ and ξ, and an element γ ∈ PSL(2,Z[i]) such that ζ = γξ but whose Hurwitz continued fractions
never coincide.

The most striking results was obtained by Doug Hensley ([He06]) and extended by Wieb
Bosma and David Gruenewald ([BoGu12]). It is a negative answer to the Folklore Conjecture
for complex numbers and Hurwitz Continued Fractions.

Theorem 1.3 (Bosma, W., Gruenewald, D. (2012)). Let n be a natural number. There exists
an algebraic number α ∈ C, whose Hurwitz Continued Fraction expansion has bounded elements,
such that [Q(i, α),Q(i)] = 2n.

Despite Theorem 1.3, we can also conclude certain properties about the repetition exponent
of the continued fractions of algebraic numbers. A trivial consequence of one of our main result,
Theorem 5.1, is a weaker analogue of Theorem 1.1.

Theorem 1.4. Let a = (a1, a2, . . .) be the Hurwitz continued fraction of a number ζ ∈ C. If a is
not periodic and √

8 ≤ lim inf
n→∞ ∣an∣, rep(a) < +∞,

then ζ = [0;a1, a2, . . .] is transcendental.

Corollary 1.5. Let a = (a1, a2, . . .) be the Hurwitz continued fraction of a number ζ ∈ C. If∣an∣ ≥ √
8 for n ∈ N, and a is automatic, then ζ = [0;a1, a2, . . .] is quadratic over Q(i) or

transcendental.

In Theorem 3.2 we study purely periodic continued fractions. As in Theorem 1.4 and
Corollary 1.5, a lower bound appears. We show that, for our result on purely continued fractions,
the lower bound is- while unpleasant- best possible.

Our main results give necessary and sufficient conditions for purely periodic HCF expansions
(Theorem 3.2), characterize badly approximable complex numbers (Theorem 4.1), and give
necessary conditions for transcendence of complex numbers (Theorem 5.1).
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The paper is organized as follows. In the second part we define properly Hurwitz Continued
Fractions and we discuss the associated shift space. In the third section, we state and prove
sufficient and necessary conditions on purely periodic continued fractions. In the fourth section,
we characterize badly approximable in terms on Hurwitz Continued Fractions (Theorem 4.1).
This result was recently shown by Robert Hines ([Hi17]), but our proof is slightly different. In
the last section we state and show Theorem 5.1, our main transcendence result.

Notation. We will reserve [a0;a1, a2, . . .] for Hurwitz Continued Fractions. We will also need
complex continued fractions which may fail to be Hurwitz, we represent them by ⟨a0;a1, a2, . . .⟩.
By natural numbers, N, we mean the set of positive integers and we write N0 = N ∪ {0}. Given
two functions f, g ∶ N0 → R, the Vinogradov symbol f ≪ g means that for some C > 0 and every
n ∈ N we have f(n) ≤ Cg(n). Finally, for any z ∈ C and A ⊆ C we consider z+A ∶= {z+a ∶ a ∈ A}.

2 Hurwitz Continued Fractions

Denote by [⋅] ∶ C→ Z[i] the function which assigns to each complex number its nearest Gaussian
integers rounding up to break ties; thus

∀z ∈ C z − [z] ∈ F ∶= {z ∈ C ∶ 1

2
≤Rz,Iz < 1

2
} .

In analogy to the Gauss map, we define the function

T ∶ F∗ → F, T (z) = 1

z
− [1

z
] ,

where F∗ = F ∖ {0}. Writing T 1 ∶= T and Tn+1 ∶= Tn ○ T for n ∈ N we give to any z ∈ C a pair of
sequences of complex numbers (an)n≥0 and (zn)n≥0 through

z0 ∶= z, a0 ∶= [z0],
z−1n = Tn−1(z0 − a0), an ∶= [zn],

as long as the iterations of T make sense.
Considering a1 as a function from F to Z[i], we get a partition of F induced by the pre-images

of a1 (see Figure 1). It is clear that

K ∶= Cl{z ∈ F ∶ ∣a1(z)∣ ≥ √
8} ⊆ F○, (1)

where Cl denotes the closure and ○, the interior with respect to the usual topology.

Definition 2.1. The Hurwitz Continued Fraction (HCF) of a complex number z is the
sequence (an)n≥0 obtained by the above procedure. As defined in [DaNo14], the Q-pair of z is
the pair of sequences (pn)∞n=0, (qn)∞n=0 given by

(p−2 p−1
q−2 q−1) = (0 1

1 0
) , ∀n ∈ N0 (pn

qn
) = (pn−1 pn−2

qn−1 qn−2)(an
1
) . (2)

The terms of the sequence (pnqn )n≥0 are called the convergents of z.

As expected, the HCF of a complex number ζ is infinite if and only if ζ ∈ C ∖Q(i). In this
case, we naturally have that the convergents converge to ζ ([DaNo14], [Hu87]).

Not every sequence in Z[i] is the HCF of a complex number. We say that an infinite sequence
of Gaussian integers is valid if it is the HCF of some complex irrational number and we will
denote the set of valid sequences by ΩHCF. By a valid prefix we mean a finite sequence on
Z[i] which is the prefix of a valid sequence. A valid segment is defined similarly.

Some necessary conditions for a sequence (an)∞n=0 to belong in ΩHCF follow immediately
from the algorithm.
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Figure 1: Partition of F.Figure 1: Partition of F induced by a1(z).

Proposition 2.1. Let (an)n≥0 ∈ ΩHCF be the HCF of z. The following inequalities hold

∀n ∈ N ∣zn∣ ≥ √
2, ∣an∣ ≥ √

2.

Moreover, we have that

{(an)n≥0 ∈ Z[i]N0 ∶ ∀n ∈ N ∣an∣ ≥ √
8} ⊆ ΩHCF. (3)

Take z ∈ F∗, then z1 ∈ F−1 ∶= {w−1 ∶ w ∈ F} (depicted in Figure 3). Suppose that z2 exists.
If ∣a1∣ ≥ √

8, then the feasible maximal region for z2 is again F−1. However, if a1 = 1 + i–for
example– z2 belongs to the set

{z ∈ F−1 ∶ (1

2
≤Rz)&(≤Rz < 1

2
)} .

In general, the maximal feasible region for z−1n+1 has one of the forms drawn in Figure 2 or
one of the rotations obtained by multiplying them times an integral power of i (in the referred
figure we neglect the boundary). Thus, determining whether a sequence is valid or not is more
complicated than just checking a uniform lower bound.

With a slight notational abuse, we see that (T,ΩHCF) is a shift space which cannot be
modelled as a Markov shift. Indeed, assume there was an infinite the matrix A characterizing1

ΩHCF. On the one hand, the segment 1+2i,−2+2i,1+ i is not valid, so A−2+2i,1+i = 0. However,
0,−2+2i,1+i is a valid prefix, which would imply A−2+2i,1+i = 1, a contradiction. We can extend

1In the following sense: a sequence (an)n≥1 in Z[i] belongs to ΩHCF if and only if Aanan+1 = 1 for every n ∈ N.
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F1 F2 F3 F4

Figure 2: Feasible regions for z−1n+1.
1

0−2 −1 1 2

−2
−1

1

2

Figure 3: The set F−1.

this observation to prefixes of arbitrary length. While for any n ∈ N the sequences

(−2 + 2i,2 − 2i, . . . ,2 − 2i,−2 + 2i´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
n repetitions of −2+2i,2−2i

,1 + i),
(2 − 2i,−2 + 2i,2 − 2i, . . . ,2 − 2i, ,−2 + 2i´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

n repetitions of −2+2i,2−2i
,1 + i) (4)

are valid segments, the sequences

(1 + 2i,−2 + 2i,2 − 2i, . . . ,2 − 2i,−2 + 2i´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
n repetitions of −2+2i,2−2i

,1 + i),
(−1 + 2i,2 − 2i,−2 + 2i,2 − 2i, . . . ,2 − 2i, ,−2 + 2i´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

n repetitions of −2+2i,2−2i
,1 + i) (5)

are not. Obviously, the conclusion holds if we replace 1 + 2i and −1 + 2i by 2 + i and −2 + i. We
can obtain more examples using the symmetries of the HCF process.

The lack of Markov structure is a significant difference between the Hurwitz Continued
Fractions and its direct real analogue, the Nearest Integer Continued Fraction (NICF). It can
be easily shown that the set of valid sequences of integers with respect to the NICF algorithm
can be characterized in terms of a transition matrix. This feature complicates the study of finite
sequences of the form (aj , aj−1, . . . , a1) where (a1, . . . , aj−1, aj) is a valid prefix. Such sequences
appear naturally since ∀n ∈ N qn+1

qn
= ⟨an+1;an, . . . , a1⟩ .

Nevertheless, the denominators (qn)∞n=0 have some useful properties. We borrow the following
results from [DaNo14] (the third part is not stated in that paper, but it is a direct consequence
of the second part).

Lemma 2.1 (Dani, Nogueira (2011)). Let ζ = [a0;a1, a2, a3, . . .] be an element of C∖Q(i) and(pn)∞n=0, (qn)∞n=0. The following statements hold.
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i. The sequence (∣qn∣)n≥0 is strictly increasing.

ii. Set φ = 1+√5
2 , then

∀n ∈ N0
∣qn+1∣∣qn∣ > φ ∨ ∣qn+2∣∣qn+1∣ > φ.

iii. For every n, k ∈ N we have ∣qn+k∣ > φ[ k
2
]∣qn∣.

In the following, we adopt the notation of [La73]. For every z ∈ C and ρ > 0, D(z, ρ) is the
open disc with radius ρ and centered at z, D(z, ρ) = ClD(z, ρ), and E(z, ρ) = C ∖D(z, ρ).
3 Periodic continued fractions

A. Hurwitz proved an analogue to the Euler Lagrange theorem for his continued fractions. More
than a century later, S.G. Dani and A. Nogueira showed that it still holds for a larger family
of complex continued fractions ([DaNo14]).

Theorem 3.1 (Hurwitz (1887)). Let z be an irrational complex numbers. The Hurwitz Con-
tinued Fraction expansion of z is ultimately periodic if and only if z is an irrational quadratic
number over Q(i).

A well known result by Évariste Galois (1828) states a real number α > 1 with a purely
periodic continued fraction expansion is a quadratic irrational whose Galois Conjugate β satisfies−1 < β < 0 and vice versa. Such quadratic irrationals are called reduced. We provide a similar
result for HCF.

Theorem 3.2. Let ξ = [a0;a1, a2, . . .] be a quadratic irrational over Q(i) and η ∈ C its Galois
conjugate over Q(i).

1. If (an)∞n=0 is purely periodic, then ∣η∣ < 1.

2. If ∣ξ∣ > 1, η ∈ F and ∣an∣ ≥ √
8 for every n ∈ N0, then ξ has purely periodic expansion.

3. The conditions η ∈ F and (∀n ∈ N ∣an∣ ≥ √
8) cannot be removed from the second point. In

fact, there are infinitely many pairs ξ, η such that

i. η /∈ F, ∣an∣ < √
8 for some n, and (an)∞n=0 is not purely periodic,

ii. η /∈ F, ∣an∣ ≥ √
8 for all n, and (an)∞n=0 is not purely periodic,

iii. η ∈ F, ∣an∣ < √
8 for some n, and (an)∞n=0 is not purely periodic.

If (an)∞n=0 is a purely periodic sequence, we denote it by (an)∞n=0 = (a0, . . . , am−1). We will
tacitly assume that m ∈ N is minimal with respect to the condition an = an+m for every n ∈ N.
We will call a valid purely periodic sequence (a0, a1, . . . , am−1) reversible if (am−1, . . . , a1, a0)
is valid. Note that every purely periodic sequence whose terms have absolute value at least

√
8

is reversible.

Proof. 1. Suppose that ξ = [a0;a1, . . . , am−1]. For any j ∈ N we have

ξ = pmj−1ξ + pmj−2
qmj−1ξ + qmj−2 Ô⇒ qmj−1ξ2 + (qmj−2 − pmj−1)ξ − pmj−2 = 0.

Dividing by qmj−1 we obtain a monic polynomial P ∈ Q(i)[X] satisfied by the irrational ξ,
hence

ξ2 − (pmj−1
qmj−1 −

qmj−2
qmj−1) ξ −

pmj−2
qmj−2 = 0 Ô⇒ η = pmj−1

qmj−1 − ξ −
qmj−2
qmj−1 .

And we conclude that
lim
j→∞

qmj−2
qmj−1 = −η, ∣η∣ ≤ 1. (6)

In order to show that ∣η∣ < 1 we check two cases: ∣am−1∣ ≥ 2 and ∣am−1∣ = √
2.
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Figure 4: Exclusion by laws of succession (red) and rationality (blue).

§First case. ∣am−1∣ ≥ 2. Assume that ∣qjm−1/qjm−2∣ < φ holds for large j. For such j,
Lemma 2.1 implies that φ ≤ ∣qjm−2/qjm−3∣, so ∣qjm−3/qjm−2∣ ≤ φ−1 and

∀j ∈ N ∣qjm−1
qjm−2 ∣ = ∣am−1 + qjm−3

qjm−2 ∣ ≥ 2 − 1

φ
> 1,

so ∣η−1∣ > 1. When ∣qjm−1/qjm−2∣ ≥ φ > 1, we also get ∣η−1∣ ≥ φ > 1.

§Second case. ∣am−1∣ = √
2. By symmetry, we may suppose that am−1 = 1+ i. The element

am−2 must exist, for (i+ 1, i+ 1) is not a valid segment. Since (∣qn∣)n≥0 is strictly increasing,

qjm−1
qjm−2 = 1+ i+ qjm−3

qjm−2 ∈ E(0,1) ∩D(1+ i,1) Ô⇒ qjm−2
qjm−3 = am−2 + qjm−4

qjm−3 ∈ E(−1+ i,1) ∩E(0,1).
Assume for contradiction that ∣η∣ = 1. Then, since D(am−2,1) has to intersect the boundary
of E(1 + i,1) ∪E(0,1) and ∣am−2∣ ≥ √

2, the only possibilities for am−2 are

1 + i, 2i, −1 − i, −1 + 2i, −1 + 3i, −2, −2 + i, −2 + 2i, −3 + i. (7)

(see Figure 4.) The laws of succession of the HCF exclude the options 1 + i, 2i,− 1 − i ,−1 +
2i, −2, −2 + i. The intersection D(−1 + i,1) ∩D(−1 + 3i,1) is −1 + 2i, so by taking limits, we
would have

η = 1 + i + 1−1 + 2i
∈ Q(i),

which is impossible. Similarly, we can dismiss −3 + i. Hence, am−2 has to be −2 + 2i and

qjm−2
qjm−3 = −2 + 2i + qjm−4

qjm−3 ∈ D(0,1) ∩E(−1 + i,1) Ô⇒ qjm−4
qjm−3 ∈ D(0,1) ∩E(1 − i,1).

With a similar argument and the observations made in (4) and (5), we conclude that am−3
exists and has to be equal to am−3 = 2+2i. Continuing in this way, we obtain that the period
has to alternate between −2 + 2i and 2 + 2i. By pure periodicity, 1 + i eventually appears.
However, the previous argument shows that 1+ i and 1− i are never valid options. Therefore,
we can conclude ∣η∣ < 1.

2. Take the notation as in the statement. Conjugate over Q(i) the sequence (ξj)j≥0 given by

ξ0 ∶= ξ, ∀n ∈ N0 ξn+1 = 1

ξn − an ∈ F
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to obtain

ζ0 ∶= η, ∀n ∈ N0 ζn+1 = 1

ζn − an .
Let (kj)j≥0 be given by

k0 = 1, ∀n ∈ N0 kn+1 = √
8 − 1

kn
.

It is not hard to show inductively that kn →√
2+1 as n→∞, that kn > 2 for n ≥ 2, and that∣ζn∣ ≤ k−1n for all n.

Assume that ξ was not purely periodic. Write

ξ = [a0;a1, . . . , an, an+1, . . . , am+n]
with an ≠ an+m. Define ξ′ = [an+1, . . . , am+n] = ξn+1 and call η′ = ζn+1 its Galois conjugate.
The proof of the first point tells us that we have

− 1

η′ = [am+n;am+n−1, . . . , an+1].
If we had n ≥ 2, the left-most term in

ζn − ζn+m = an + 1

ζn+1 − an+m − 1

ζn+m+1 = an − an+m
would belong to D(0,1), while the right-most term would be a non-zero Gaussian integer.
Therefore, we must have either n = 0 or n = 1. Suppose n = 1. Conjugate ξ1 = a1 + 1/ξ′ to get
ζ1 = a1 + 1/η′ and

− ζ1 = − 1

η′ − a1 = [am+1 − a1;am, . . . , a2, am+1, . . . , a2] ∈ (am+1 − a1) + F. (8)

The inequality ∣ζ1∣ ≤ k−11 = (√8 − 1)−1 along with am−1 ≠ a1 and the previous contention give∣am+1 − a1∣ = 1. Assume that am+1 − a1 = 1 (the other cases are treated similarly). Then, we
have

−ζ1 − 1 ∈ D(−1, (√8 + 1)−1) ∩ F Ô⇒ 1−ζ1 − 1
∈ D((√8 − 1)2√2−8(√2 − 1) , (

√
8 − 1)√2

8(√2 − 1) ) ∩ F−1.

Call c0 and ρ0, respectively, the center and the radius of the last disc. Direct calculations
give 0.7 < ρ0 < 0.8 and −1.5 < c0 < 1.4, so

{a ∈ Z[i]∗ ∶ D(c0;ρ0) ∩ F−1 ∩ (a + F) ≠ ∅} = {−2 + i,−2,−2 − i}.
Therefore, in view of (8), we would have ∣am∣ ≤ √

5, contradicting the lower bound hypothesis.
The only possibility left is n = 0, but in this case we would have ζ1 = η′ and

η = a0 + 1

ζ1
= a0 − −1

η′ = a0 − am − [0;am−1, . . . , a0, am, . . . , a0] ∈ F,
which implies– because the last term belongs to F– that am = a0, a contradiction. Therefore,(an)∞n=0 is purely periodic.

3. i. Take M = M1 − iM2,N = N1 − iN2 ∈ Z[i] with N1,M1 > 0 and ∣M ∣, ∣N ∣ large. Since(an)n≥1 = (M,1 + i,N,2 + 4i) is valid and reversible, we can consider the Galois conjugate
irrational quadratics ξ′ and η′ with HCF expansion

ξ′ = [M ; 1 + i,N,2 + 4i], − 1

η′ = [2 + 4i;N,1 + i,M].
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Define ξ = 3 + 4i + 1/ξ′ whose Galois conjugate is

η = 3 + 4i + 1

η′ = 3 + 4i − [2 + 4i;N,1 + i,M]
= [1;−N,−1 − i,−M,−2 − 4i,−N,−1 − i,−M].

We have a quadratic irrational ξ, ∣ξ∣ > 1, whose HCF is not purely periodic and that
has elements with absolute value less that

√
8. The Galois conjugate of ξ, η, belongs to

D(0,1) ∖ F because R(−N) < 0.

The core of the construction is to chose a reversible sequence (an)n≥1 = (a1, . . . , am) with
R(am−1) < 0 and pick a0 = am + 1.

ii. The argument of the previous point can be easily adapted.

iii. The classical theory of regular continued fractions provide the first examples. Since
reduced quadratic irrationals are dense in (1,∞), they are dense in (1,2.5). Take a
reduced quadratic irrational α with 1 < α < 2.5. The HCF of α = [a0;a1, a2, . . .] cannot be
purely periodic, because 1 < α < 1.5 implies a0 = 1 and 1.5 < α < 2.5 implies a0 = 2, a1 < 0.
However, the Galois conjugate of α in Q, and hence in Q(i), lies in (−1,0) ⊆ D. An
explicit example is the Golden Ratio φ

φ = 1 +√
5

2
= [2;−3,3], −1

φ
= 1 −√

5

2
= [−1; 3,−3].

Although these examples do not say that
√

8 is best possible, they do provide a strategy
to build infinitely many numbers showing it. For any M = M1 + iM2 ∈ Z[i] ∩ F−1 with
M1 > 0 define

ν ∶= ν(M) ∶= ⟨2 + i;−2 + i,M⟩
The purely periodic sequence (2 + i;−2 + i,M) is not valid, because any valid prefix of
the form (2 + i;−2 + i,M,2 + i,−2 + i,N) has RN < 0. The convergence of the continued
fraction defining ν follows from the validity of (M,−2 + i,2 + i) and the symmetry of the
continuats Kn(a1, . . . , an) =Kn(an, . . . , a1) (See Proposition 1.1, [He06]). We claim that
the HCF of ν is

ν = [2 + i;−2 + i,M + 1,−2 + i,2 + i,M].
To verify the equality, take ξ ∶= [−2 + i; 2 + i,M]. The purely periodic expansions of ξ
and ν yield

((−2 + I)M + 1)ν2 + (−4 + 4M)ν + 4 = 0, ((2 + I)M + 1)ξ2 + (4 + 4M)ξ + 4 = 0.

Therefore, we can obtain a polynomial over Z[i] solved by 1 + ξ−1 and ν−1. After
locating both points in the complex, we can conclude that 1 + ξ−1 = ν−1. Finally, the
Galois conjugate η of ν is

η = −[0;M,−2 + i,2 + i] ∈ F ⊆ D.

Remark. The Galois Conjugate η of ζ = [a0;a1, . . . , am] satisfies

η = − ⟨0;am, . . . , a1, a0⟩ ,
which is not a surprise at all. This expansion, however, may fail to be a HCF. When (an)∞n=0 has
simple motives for not to be reversible, we can compute the HCF of η with a singularization2

identities like

a + 1

2 + 1

b

= a + 1 + 1

−2 + 1

b + 1

, a + 1

1 + i + 1

b

= a + (1 − i) + 1

−(1 + i) + 1

b + 1 − i
.

2We borrow the term singularization from [IoKr02].



4 BOUNDED HURWITZ CONTINUED FRACTIONS 10

for any a, b ∈ C. A concrete example is given by

ζ = [5 + 6i;−3 + 2i,2,9 + 4i]
and its Galois Conjugate η. The continued fraction of ζ is not reversible. Nevertheless, we can
get the HCF of −η by reversing the period and applying the first singularization formula

η = −[0; 10 + 4I,−2,−2 + 2i,5 + 6i].
Once we know why a sequence is not reversible, it is not hard to determine the process to obtain
a valid expansion. The difficulty is in determining the source of non-reversibility.

4 Bounded Hurwitz Continued Fractions

Minkowski’s First Convex Body Theorem implies a complex version of a famous corollary to
Dirichlet’s Theorem on Diophantine Approixmation. Namely, a complex number ζ is irrational
if and only if there are infinitely many co-prime Gaussian integers p and q such that

∣ζ − p
q
∣ < 4

π

1∣q∣2 . (9)

Lester Ford showed in 1920- in a similar spirit of Hurwitz Theorem on diophantine approximation-
that the constant 4/π can be replaced by (√3)−1 and that this is best possible. As in the real
case, a complex number is badly approximable if (9) cannot be improved, in some sense.

Definition 4.1. A complex number z ∈ C if badly approximable if there is a C > 0 such that
every p, q ∈ Z[i], q ≠ 0, satisfy

∣z − p
q
∣ > C∣q∣2 .

The set of badly approximable complex numbers is denoted BadC.

BadC shares some properties with its real counterpart. For instance, it has Lebesgue mea-
sure 0, it is 1

2 -winning in the sense of Schmidt games ([DoKr03]), and so it is of full Hausdorff
dimension. We can also characterize BadC in terms of Hurwitz Continued Fractions.

Theorem 4.1. The set of badly approximable complex number is

BadC = {z = [a0;a1, a2, . . .] ∈ C ∶ ∃M > 0 ∀n ∈ N0 ∣an∣ ≤M} .
Most of the standard argument ([Kh]) in the real version of Theorem 4.1 works in our context

too. However, we need to be sure that HCF convergents do provide good approximations.
Although now convergents are not best approximations, they still have some desirable properties.
We say that p/q ∈ Q(i) is a good approximation to ζ ∈ C if

∣qζ − p∣ = min{∣q′x − p′∣ ∶ q′, p′ ∈ Z[i] ∣q′∣ ≤ ∣q∣} .
We say that p/q ∈ Q(i) is a best approximation to ζ ∈ C if

∀p′, q′ ∈ C ∣q′∣ < ∣q∣ Ô⇒ ∣qζ − p∣ < ∣q′ζ − p′∣.
The next result is Theorem 1 of [La73].

Theorem 4.2 (Lakein, 1973). Let ζ be a complex number. Every convergent of ζ is a good
approximation to ζ. Moreover, for almost every ζ ∈ C (with respect to the Lebesgue measure)
every convergent is a best approximation to ζ.



4 BOUNDED HURWITZ CONTINUED FRACTIONS 11

Proposition 4.1. Let ξ = [a0;a1, a2, . . .] be an irrational complex number and (pn)∞n=0, (qn)∞n=0
its Q-pair. Then, for some absolute constant we have

∀n ∈ N 1(∣zn+1∣ + 1) ∣qn∣2 < ∣ξ − pn
qn

∣ ≪ 1∣qnqn+1∣ . (10)

Proof of Proposition 4.1. An inductive argument (Proposition 1, [DaNo14]) gives us that qnzn+1+
qn−1 = z(pnzn+1 + pn−1) for every n ∈ N, therefore

z = pnzn+1 + pn−1
qnzn+1 + qn−1 = pn

qn
+ (−1)n
q2n (zn+1 + qn−1

qn
) = pn

qn
+ (−1)n
q2n (an+1 + 1

zn+2 + qn−1
qn

)
The left inequality in (10) follows immediately from the strict monotonicity of (∣qn∣)n≥0. For
the right inequality, we use zn+1 = an+1 + z−1n+2 to obtain

z − pn
qn

= (−1)n
qn(qnzn+1 + qn−1) = (−1)n

qn (qn+1 + qn 1
zn+2 ) = (−1)n

qnqn+1 (1 + qn
qn+1

1
zn+2 ) . (11)

Since (∣qn∣)n≥0 is strictly increasing and z−1n+2 ∈ F ⊆ D(0,2− 1
2 ), we can uniformly bound by below∣1 + qn

qn+1
1

zn+2 ∣ as follows

∣1 + qn
qn+1

1

zn+2 ∣ ≥ 1 − √
2

2
> 0.

The previous inequality plugged into (11) yields the result.

Proof of Theorem 4.1. We start by showing ⊇. Let z = [a0;a1, a2, . . .] be a complex number
whose elements are bounded by M > 0. Then,

∀n ∈ N ∣z∣ = ∣an + 1

ζn+1 ∣ ≤M + 1

and, by the left inequality of Lemma 10, we have for c1 = (M + 2)−1 that

∀n ∈ N c1∣qn∣2 ≤ ∣z − pn
qn

∣ .
Now, take p/q ∈ Q(i) in lowest terms and n ∈ N such that ∣qn−1∣ < ∣q∣ ≤ ∣qn∣. By Theorem 4,∣qnz − pn∣ ≤ ∣qz − p∣, so our choice of n gives

∣z − p
q
∣ ≥ ∣qn∣∣q∣ ∣z − pn

qn
∣ ≥ c1∣qn∣2 > c1∣q∣2 ∣qn−1∣2∣qn∣2 = c1∣q∣2 1

∣an + qn−2
qn−1 ∣2

≥ c1∣q∣2(M + 1)2 .
Therefore, z ∈ BadC satisfies with C = (M + 1)−1(M + 2)−2.

In order to show the other contention, take z ∈ BadC and let C = C(z) > 0 be the constant
from the definition. By Lemma 10, for some constant c > 0 and any n ∈ N we have

C∣qn∣2 ≤ c∣qnqn+1∣ Ô⇒ ∣an+1 + qn−1
qn

∣ = ∣qn+1
qn

∣ ≪ 1 Ô⇒ ∣an+1∣ ≪ 1.

The last implication follows from ∣qn−1∣ < ∣qn∣. The constants in ≪ depend on z.

This characterization of BadC allows us to restate Theorem 1.3 as follows.

Theorem 4.3. There are complex, badly approximable, algebraic numbers of arbitrary even
degree over Q(i).

Recently, Robert Hines ([Hi17]) gave a different proof of Theorem 4.1. His argument also
relies on R. Lakein’s work but avoids Lemma 10.
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5 Construction of Transcendental Complex Numbers

Let us recall that the length of a finite word x is the number of terms it comprises and it is
denoted by ∣x∣. In general, let A ≠ ∅ be a finite alphabet and a an infinite word over A. As
noted in [BuKi15], rep(a) < +∞ is equivalent to the existence of three sequences of finite words
in A, (Wn)n≥1, (Un)n≥1, and (Vn)n≥1, such that

i. For every n the word WnUnVnUn is a prefix of a,

ii. The sequence (∣Wn∣ + ∣Vn∣)/∣Un∣ is bounded above,

iii. The sequence (∣Un∣)n≥1 is strictly increasing.

The behaviour of (Wn)n≥1 prompts two different cases:

lim inf
n→∞ ∣Wn∣ < +∞ ∨ lim inf

n→∞ ∣Wn∣ = +∞.
Our main result is the following theorem.

Theorem 5.1. Let a = (aj)j≥1 be a non-periodic valid sequence such that

repa < +∞.
Call ζ = [0;a1, a2, a3, . . .] and let (Wn)n≥0, (Un)n≥0, (Vn)n≥0 be as above.

i. If lim inf
n→∞ ∣Wn∣ < +∞, then ζ is transcendental.

ii. If lim inf
n→∞ ∣Wn∣ = +∞ and ∣an∣ ≥ √

8 for every n ∈ N, then ζ is transcendental.

A drawback of our analogue of Theorem 1.1 is that the slight weakening leads us to a lot
less elegant statement.

5.1 Preliminary Lemmas

Keep the notation of Theorem 5.1 and call (pn)∞n=0, (qn)∞n=0 the Q-pair of ζ. For simplicity’s
sake, consider the sequences of non-negative integers (wn)n≥1, (un)n≥1, and (vn)n≥1 given by

∀n ∈ N wn = ∣Wn∣, un = ∣Un∣, vn = ∣Vn∣.
We can control the growth of (qn)n≥0 throught the combinatorial conditions on (Wn)n≥1,(Un)n≥1, and (Vn)n≥1.
Lemma 5.2. There exists ε > 0 such that for every n ∈ N

ψun ≥ ∣qwnqwn+un+vn ∣ε,
with ψ ∶= (1+√5

2 ) 1
3
.

Proof. The boundedness of (aj)j≥1 and ((vn +wn)/un)n≥0 allows us to define

M ∶= 1 + lim sup
n→∞ ∣qn∣ 1n , N ∶= 2 + lim sup

n→∞
2wn + vn

un
.

By Lemma 2.1,

ψ = (MwnMwn+un+vn) logM ψ

2wn+un+vn > ∣qwnqun+vn+wn ∣ logM ψ

2wn+un+vn ,

and ε = logψ
N logM works:

ψun > (∣qwn ∣ un
2wn+un+vn ∣qun+vn+wn ∣ un

2wn+un+vn )logM ψ > ∣qwnqun+vn+wn ∣ logψ
N logM .
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As in [Bu15], our main tool is an adequate version of Schmidt’s Subspace Theorem. In
[Sch76], Wolfgang Schmidt obtained his Subspace Theorem for number fields, but we will con-
sider just consider a special case.

Theorem 5.3 (Schmidt’s Subspace Theorem for Number Fields). Let L1, . . . ,Lm and M1, . . . ,Mm

be two sets of m linearly independent linear forms in m variables with algebraic coefficients.
For any ε > 0 there are proper subspaces of Q(i)m, T1, . . . , Tk, such that for every β =(b1, . . . , bk) ∈ Z[i] with β ≠ 0

RRRRRRRRRRR
m∏
j=1Lj(β)RRRRRRRRRRR

RRRRRRRRRRR
m∏
j=1Mj(β)RRRRRRRRRRR ≤

1∥β∥ε∞ Ô⇒ β ∈ k⋃
j=1Tj ,

where ∥β∥∞ = max{∣b1∣, . . . , ∣bk∣}, and β = (b1, . . . , bm).

5.2 Proof of Theorem 5.1

We can restate the two cases in a much simpler way after taking, if necessary, appropriate
sub-sequences. Instead of lim infnwn < +∞ we will think of (wn)n≥1 as constant. And when
lim infnwn < +∞, we will suppose that (wn)n≥1 is strictly increasing and that awn ≠ awn+un+vn .
We do not lose generality with the later restriction. Indeed, if we had awn = awn+un+vn = a, we
could take finite words (possibly empty) W ′, V ′ such that W = W ′a and UV = UV ′a. Hence,
WnUnVnU =W ′aUnV ′aUn = W̃ Ũ Ṽ Ũ where W̃ =W ′, Ũ = aUn, and Ṽ = V ′.

Throughout the proof, the constants implied by ≪ will depend on ζ.

§.(wn)n≥1 is constant. Write k = w1 ∈ N0 and W =W1. We can assume that k = 0, because
the transcendence of any element in {[an;an+1, an+2, . . .] ∶ n ∈ N} implies the transcendence of
all the others.

i. Write sn = un + vn and define the sequence of irrational quadratic numbers (ζ(n))
n≥1 by

∀n ∈ N ζ(n) = [0; b1, b2, b3, . . .] = [0;UnVnUnVnUnVn . . .],
where the second term means

∀j ∈ N bj = (UnVn)r, 0 ≤ r ≤ sn − 1, r ≡ j (mod sn).
The validity of the sequences defining ζ(n) is not quite evident; in fact, some of them might
not be. Nevertheless, after taking a subsequence, we can assume that they are valid. We
give a broad sketch of the argument and leave the details to the reader. In general, suppose
that for X = x1 . . . xm, Y = y1 . . . yn the word XYX is a valid prefix but 0XYXY is not.
Without loss of generality, we can assume that 0XYXy1 is not a valid prefix. Since xmy1
appears once but it is forbidden the second time, ∣xm∣ ∈ {√5,

√
8}. Therefore, the maximal

feasible region for a residue following xm either has the form F2 or F3 (see Figure 2). After
verifying separately each case for ∣xm∣, we conclude that the first m − 1 terms of X must
alternate between ik(2 + 2i) and ik(−2 + 2i) for some fixed k ∈ {1,2,3,4}. Moreover, we
must have ∣yj ∣ = √

5 for some j. This observation, un → ∞, and lim supn→∞ vn/un < +∞
imply that the sequences 0UnVn are valid for sufficiently large n.

The first un + sn terms of the HCF of ζ and ζ(n) coincide, then (cfr. Proposition 4.1)

∣ζ − ζ(n)∣ < 1∣qun+sn ∣2 .
As in the real case, each ζ(n) satisfies the polynomial

Pn(X) ∶= qsn−1X2 + (qsn − psn−1)X − psn .
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Therefore, we can bound Pn(ζ) as follows

∣Pn(ζ)∣ = ∣Pn(ζ) − Pn(ζ(n))∣
= ∣qsn (ζ − ζ(n)) (ζ + ζ(n)) + (qsn − psn−1) (ζ − ζ(n))∣
≪ ∣qsn ∣ ∣ζ − ζ(n)∣ + 2∣qsn ∣ ∣ζ − ζ(n)∣ ≪ ∣qsn ∣∣qun+sn ∣2 .

ii. First application of the Subspace Theorem. Consider the sequence of points in Z[i]4,(xn)∞n=1, given by

∀n ∈ N xn = (qsn−1,−psn−1, qsn ,−psn), ∥xn∥∞ = ∣qsn ∣.
Define two collections of independent linear forms in C, L 1 = {L 1

1 ,L
1
2 ,L

1
3 ,L

1
4 } and

M 1 = {M 1
1 ,M

1
2 ,M

1
3 ,M

1
4 } in the variables X = (X1,X2,X3,X4) and X̃ = (X̃1, X̃2, X̃3, X̃4),

respectively, by

L 1
1 (X) = ζ2X1 − ζ(X2 +X3) +X4, M 1

1 (X̃) = ζ2X̃1 − ζ(X̃2 + X̃3) + X̃4,

L 1
2 (X) = ζX1 −X2, M 1

2 (X̃) = ζX̃1 − X̃2,

L 1
3 (X) = ζX1 −X3, M 1

3 (X̃) = ζX̃1 − X̃3,

L 1
4 (X) =X1, M 1

4 (X̃) = X̃1. (12)

Evaluating the product of the forms L 1 in xn we have that

∣L 1
1 L 1

2 L 1
3 L 1

4 (xn)∣ = ∣Pn(ζ)∣∣ζqsn−1 − psn−1∣∣ζqsn−1 − qsn ∣∣qsn−1∣
≪ ∣qsn ∣2∣qsn+un ∣2 < 1

ψ2un
.

Hence, by Lemma 5.2, there exists ε > 0 such that

∀n ∈ N ∣L 1
1 L 1

2 L 1
3 L 1

4 (xn)∣ ≪ 1∥xn∥ε∞ . (13)

By construction, ∣M 1
j (xn)∣ = ∣L 1

j (xn)∣ for all n and j ∈ {1, . . . ,4}, where the bar denotes
complex conjugation component-wise. From Theorem 5.3 we conclude the existence of a
vector 0 ≠ x = (x1, x2, x3, x4) ∈ Z[i]4 and an infinite set N1 ⊆ N such that

∀n ∈ N1 x1qsn−1 + x2psn−1 + x3qsn + x4psn = 0.

Dividing the last expression by qsn−1 we get

∀n ∈ N1 x1 + x2 psn−1
qsn−1 + x3

qsn
qsn−1 + x4

psn
qsn

qsn
qsn−1 = 0.

Since the Gaussian integers x2 and x4 cannot both be 0 (ζ is irrationals), we can define

ξ = lim
n→∞
n∈N1

qsn
qsn−1 = −ζx2 + x1

ζx4 + x3 .
The irrationality of ξ follows after obtaining infinitely many complex rational numbers
approaching to ξ at a certain rate. For every n ∈ N1 we have that

∣ξ − qsn−1
qsn

∣ = RRRRRRRRRRRR
x1 + ζx3
x2 + ζx4 −

x1 + psn
qsn

x3

x2 + psn−1
qsn−1 x4

RRRRRRRRRRRR
≤ ∣x1∣ RRRRRRRRRRRR

1

x1 + ζx4 − 1

x2 + x4 psn−1qsn−1

RRRRRRRRRRRR + ∣x3∣ RRRRRRRRRRRR
ζ

x2 + x1ζ −
psn
qs−n

x2 + psn−1
qsn−1 x4

RRRRRRRRRRRR
≪ ∣ζ − psn

qsn
∣ + ∣ζ − psn−1

qsn−1 ∣ + ∣psn−1
qsn−1 −

psn
qsn

∣ ≪ 1∣qsnqsn−1∣ . (14)
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If ξ were rational, ξ = a/b for some co-prime a, b ∈ Z[i], we would have

1∣bqvn−1 ∣ ≤ ∣ξ − qvn−1
qvn

∣ ≪ 1∣qvn−1qvn ∣ Ô⇒ ∣qvn−1∣ ≪ ∣b∣,
for qvn−1 and qvn co-prime. In other words, (∣qvn−1∣)n≥0 would be bounded, which is absurd.
Hence, ξ ∈ Q(i, ζ) is irrational.

iii. Second Application of the Subspace Theorem. Consider the linear forms L 2 = {L 2
1 ,L

2
2 ,L

2
3 }

and M 1 = {M 2
1 ,M

2
2 ,M

2
3 } in the variables Y = (Y1, Y2, Y3) and Ỹ = (Ỹ1, Ỹ2, Ỹ3) given by

L 2
1 (Y) = ξY1 − Y2, M 2

1 (Ỹ) = ξỸ1 − Ỹ2,
L 2

2 (Y) = ζY1 − Y3, M 2
2 (Ỹ) = ζỸ1 − Ỹ3,

L 2
3 (Y) = Y2, M 2

3 (Ỹ) = Ỹ2.
Define sequence (yn)n≥0 in Z[i]3 by

∀n ∈ N yn ∶= (qun+vn , qun+vn−1, pun+vn), ∥yn∥∞ = ∣qun+vn ∣.
Since

∣M 2
1 M 2

2 M 2
3 (yn)∣ = ∣L 2

1 L 2
2 L 2

3 (yn)∣= ∣(qun+vnξ − qun+vn−1)(qun+vnζ − pun+vn)qun+vn−1∣
≤ ∣qun+vn−1∣∣qun+vnqun+vn−1∣ =

1∥yn∥∞ ,
by Lemma 5.2, there is an ε > 0 such that

∀n ∈ N1

RRRRRRRRRRR
3∏
j=1L 2

j (yn)RRRRRRRRRRR ∣
3∏
k=1M 2

k (yn)∣ ≤ 1∥yn∥ε .
Schmidt’s Subspace Theorem yields the existence of a non-zero (y1, y2, y3) ∈ Z[i]3 and an
infinite set N2 ⊆ N1 such that

∀n ∈ N2 qvny1 + qvn−1y2 + pvny3 = 0.

Dividing by qvn and taking limits along N2 we obtain

y1 + ξy2 + ζy3 = 0, (15)

and, since ζ is irrational, y2y3 ≠ 0.

iv. Third application of the Subspace Theorem. Define L 3 = {L 3
1 ,L

3
2 L 3

3 } and M 3 = {M 3
1 ,M

3
2 M 3

3 }
in the variables Z = (Z1, Z2, Z3) and Z̃ = (Z̃1, Z̃2, Z̃3) by

L 3
1 (Z) = ξZ1 −Z2, M 3

1 (Z̃) = ξZ̃1 − Z̃2,

L 3
2 (Z) = ζZ2 −Z3, M 3

2 (Z̃) = ζZ̃2 − Z̃3,

L 3
3 (Z) = Z2, M 3

3 (Z̃) = Z̃2,

and the sequence (zn)n≥1 by

∀n ∈ N zn = (qsn , qsn−1, psn), ∥zn∥∞ = ∣qsn ∣.
We get from (14) and the upper bound in (10) that

∣M 3
1 M 3

2 M 3
3 (zn)∣ = ∣L 3

1 L 3
2 L 3

3 (zn)∣= ∣(qsnξ − qsn−1)(ζqsn−1 − psn−1)qsn−1∣
≪ ∣qsn−1∣∣qsn−1qsn ∣ =

1∥zn∥∞ .
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Once again, by Schmidt’s Subspace Theorem, there is a non-zero triplet (z1, z2, z3) ∈ Z[i]3
and N3 ⊆ N2 infinite for which

∀n ∈ N3 z1qsn + z2qsn−1 + z3psn = 0.

Dividing by qsn−1 and taking the limit when n→∞ along N3, we get

1

ξ
z1 + z2 + ζz3 = 0. (16)

Since ζ and ξ are irrational, z1z3 ≠ 0. Combining (15) and (16) we get

z1y2 = (z2 + ζz3)(y1 + ζy3),
with z3y3 = 0. This contradicts [Q(i, ζ) ∶ Q(i)] ≥ 3. Therefore, ζ is transcendental.

§.(wn)n≥1 is strictly increasing. As before, we start by approximating ζ with quadratic
irrationals. However, this time they will not have purely periodic expansions.

i. Define the sequence (ζ(n))
n≥1 by

∀n ∈ N ζ(n) = [0;WnUnVnUnVnUnVn . . .].
Tedious but straight forward computations show that each ζ(j) satisfies the polynomial

Pn(X) ∶= ∣qwn−1 qwn+un+vn−1
qwn qwn+un+vn ∣X2 − (∣qwn−1 pwn+un+vn−1

qwn pwn+un+vn ∣ + ∣pwn−1 qwn+un+vn−1
pwn qwn+un+vn ∣)X+

+ ∣pwn−1 pwn+un+vn−1
pwn pwn+un+vn ∣

The first wn + 2un + vn elements of ζ and ζ(n) coincide, so

∀n ∈ N ∣ζ − ζ(n)∣ ≪ 1∣qwn+2un+vn ∣2 .
The previous equality, the strict increase of (∣qk∣)k≥0, and ∣pk∣ < ∣qk∣ for any k (because ζ ∈ F)
imply that

∀n ∈ N ∣Pn(ζ)∣ = ∣Pn(ζ) − Pn (ζ(n))∣ ≪ ∣qwn+un+vn ∣∣qwnq2wn+2un+vn ∣ . (17)

ii. First application of the Subspace Theorem. Define the forms L 1 and M 1 as in (12). Let
xn = (xn,1, xn,2, xn,3, xn,4) in Z[i]4 be the sequence

xn,1 ∶= ∣qwn−1 qwn+un+vn−1
qwn qwn+un+vn ∣ , xn,2 ∶= ∣qwn−1 pwn+un+vn−1

qwn pwn+un+vn ∣ ,
xn,3 ∶= ∣pwn−1 qwn+un+vn−1

pwn qwn+un+vn ∣ , xn,4 ∶= ∣pwn−1 pwn+un+vn−1
pwn pwn+un+vn ∣ .

It can be easily proven that

∀n ∈ N ∥xn∥∞ ≪ ∣qwnqwn+un+vn ∣. (18)

For example, since (∣qj ∣)j≥0 is strictly increasing and ∣pj ∣ ≤ ∣qj ∣ for every j, we have

∣xn,2∣ = ∣qwn−1pwn+un+vn − pwn+un+vn−1qwn ∣ ≤ ∣qwn ∣ (∣pwn+un+vn ∣ + ∣pwn+un+vn−1∣)≪ ∣qwnqwn+un+vn ∣.
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Let ε > 0 be as in Lemma 5.2. For every xn

4∏
j=1 ∣M 1

j (xn)∣ = 4∏
j=1 ∣L 1

j (xn)∣ = ∣Pn(ζ)∣ ∣ζxn,1 − xn,2∣ ∣ζxn,1 − xn,3∣ ∣xn,1∣
≪ ∣ qwn+un+vn

qwnq
2
wn+2un+vn

qwn
qwn+un+vn

qwn+un+vn
qwn

qwnqwn+un+vn∣
= ∣ q2wn+un+vn
q2wn+2un+vn ∣ ≪

1∣qwnqwn+un+vn ∣ε =
1∥xn∥ε .

Therefore, there exist 0 ≠ x = (x1, x2, x3, x4) ∈ Z[i]4 and an infinite set N ′
1 ⊆ N such that

∀n ∈ N ′
1 0 =x1 ∣qwn−1 qwn+un+vn−1

qwn qwn+un+vn ∣ + x2 ∣qwn−1 pwn+un+vn−1
qwn pwn+un+vn ∣

+ x3 ∣pwn−1 qwn+un+vn−1
pwn qwn+un+vn ∣ + x4 ∣pwn−1 pwn+un+vn−1

pwn pwn+un+vn ∣ . (19)

Let (Qn)n≥1 and (Rn)n≥1 be

∀n ∈ N Qn ∶= qwn−1qwn+un+vn
qwnqwn+un+vn−1 , Rn ∶= ζ − pn

qn
.

Divide (19) by qwnqwn+un+vn−1 to obtain for every n ∈ N1 the equation

0 = x1(Qn − 1) + x2 (Qn(ζ −Rwn+un+vn) − (ζ −Rwn+un+vn−1))++ x3 (Qn(ζ −Rwn−1) − (ζ −Rwn))++ x4 (Qn(ζ −Rwn−1)(ζ −Rwn+un+vn) − (ζ −Rwn)(ζ −Rwn+un+vn−1)) . (20)

From (20) we obtain

0 = (Qn − 1)(x1 + (x2 + x3)ζ + ζx4) + η(n),
where η(n) → 0 when n→∞ along N ′

1, because

η(n) = x2((Qn − 1)Rwn+un+vn +Rwn+un+vn−1 −Rwn+un+vn)++ x3((−Qn + 1)Rwn−1 +Rwn −Rwn−1)++ x4(Qn − 1)(−(Rwn−1 +Rwn+un+vn) −Rwn−1Rwn+un+vn)++ (ζ −Rwn−1)(ζ −Rwn+un+vn) − (ζ −Rwn)(ζ −Rwn+un+vn−1).
We conclude that

lim
n→∞(Qn − 1) (x1 + (x2 + x3)ζ + ζ2x4) = 0

The boundedness of (an)∞n=0 allows us to assume the existence of the following limits

α = lim
n→∞
n∈N

qwn
qwn−1 , β = lim

n→∞
n∈N

qwn+un+vn
qwn+un+vn−1 , (21)

and that a = awn ≠ awn+un+vn = b are constant. We can assure that (cfr. (1) and Proposition
2.1)

qwn
qwn−1 = [a;awn−1, . . . , a0] ∈ a +K,

qwn+un+vn
qwn+un+vn−1 = [b;awn+un+vn−1, . . . , a0] ∈ b +K,

and– because a +K and b +K are disjoint compact sets– α ≠ β and Qn /→ 1 as n→∞ alongN ′
2. As a consequence, we get

(x1 + (x2 + x3)ζ + ζ2x4) = 0. (22)
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Since ζ is neither quadratic nor rational, we must have that x1 = x4 = 0, x2 = −x3, and the
polynomials Pn become

Pn(X) = ∣qwn−1 qwn+un+vn−1
qwn qwn+un+vn ∣X2 − 2 ∣qwn−1 pwn+un+vn−1

qwn pwn+un+vn ∣X + ∣pwn−1 pwn+un+vn−1
pwn pwn+un+vn ∣ .

Consider the sets of linear forms L 4 = {L 4
1 ,L

4
2 ,L

4
3 } and M 4 = {M 4

1 ,M
4
2 ,M

4
3 } in the

variables Y = (Y1, Y2, Y3) and Ỹ = (Ỹ1, Ỹ2, Ỹ3) given by

L 4
1 (Y) = ζ2Y1 − 2ζY2 + Y3, M 4

1 (Ỹ) = ζ2Ỹ1 − 2ζỸ2 + Ỹ3
L 4

1 (Y) = ζY1 − Y2, M 4
1 (Ỹ) = ζ2Ỹ1 − Ỹ2

L 4
1 (Y) = Y1, M 4

1 (Ỹ) = Ỹ1
For n ∈ N ′

1 define

vn ∶= (∣qwn−1 qwn+un+vn−1
qwn qwn+un+vn ∣ , ∣qwn−1 pwn+un+vn−1

qwn pwn+un+vn ∣ , ∣pwn−1 pwn+un+vn−1
pwn pwn+un+vn ∣) .

Using the new expression for Pn and an idea similar to the one proving (17), we obtain that
for some ε > 0RRRRRRRRRRR

3∏
j=1M 4

j (vn)RRRRRRRRRRR =
RRRRRRRRRRR
3∏
j=1L 4

j (vn)RRRRRRRRRRR
= ∣Pn(ζ)(ζvn,1 − vn,2)vn,1∣ ≪ ∣qwnqwn+un+vm ∣∣q2wn+2un+vn ∣ ≪ 1∣qwnqwn+un+vn ∣ε .

Schmidt’s Subspace Theorem guarantees the existence of 0 ≠ (t1, t2, t3) ∈ Z[i]3 such that
for some infinite N ′

2 ⊆ N ′
1

t1 ∣qwn−1 qwn+un+vn−1
qwn qwn+un+vn ∣ + t2 ∣qwn−1 pwn+un+vn−1

qwn pwn+un+vn ∣ + t3 ∣pwn−1 pwn+un+vn−1
pwn pwn+un+vn ∣ = 0.

Dividing by qwnqwn+un+vn−1, we get

t1(Qn − 1) + t2 (Qn pwn+un+vn
qwn+un+vn −

pwn+un+vn−1
qwn+un+vn−1 )+

+ t3 (Qn pwn−1
qwn−1

pwn+un+vn
qwn+un+vn −

pwn
qwn

pwn+un+vn−1
qwn+un+vn−1 ) = 0.

Hence, since Qn /→ 1 when n→∞ along N ′
2,

t3ζ
2 + t2ζ + t1 = 0.

The previous equation contradicts [Q(i, ζ) ∶ Q(i)] ≥ 3. Therefore, ζ is transcendental.

6 Further results

Other transcendence results can be translated into our context with the pertinent modifications.
An example is Theorem 6.1 (cfr. [Bu15], Theorem 11.2).

In general, we say that an infinite word a ∈ A satisfies condition (♣) if there are sequences(Wn)n≥1, (Un)n≥1, (Vn)n≥1, (Un)n≥1 of finite words in A such that

1. WnUnVnÛn is a prefix of a for every n ∈ N, where Ûn is the word obtained by reversing
Un,

2. ((∣Wn∣ + ∣Vn∣)/∣Un∣)n≥1 is bounded,
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3. (∣Un∣)n≥1 tends to infinity when n does.

Theorem 6.1. Let a ∈ ΩHCF satisfy Condition (♣) and ∣an∣ ≥ √
8 for every n. If a is not

periodic, then ζ = [0;a1, a2, . . .] is transcendental.

Remark. i. The proof of Theorem 6.1 needs an inequality involving continuants (the denom-
inators of the convergents, denoted Kn). For any valid segments a, b of length n and m
respectively such that ab is a valid prefix, we have for some absolute constant

∣Kn+m(ab)∣ ≪ ∣Kn(a)Kn(b)∣.
The inequality follows from well known continued fraction identity. If x = (x1, . . . , xn) and
y = (y1, . . . , ym) are two vectors of variables, then

Kn+m(xy) =Kn(x)Km(y) (1 + ⟨0;xn, . . . x1⟩ ⟨0; y1, . . . ym⟩) .
For a proof, see Proposition 1.1. in [He06].

ii. Getting rid of the condition ∣an∣ ≥ √
8 for every n in Theorem 6.1 poses essentially the same

problem as the corresponding bound in Theorem 5.1.

7 Final comments

Our argument for Qn /→ 1 along N ′ in the second case of Theorem 5.1 is simpler than the
original one. Unfortunately, it does not help to omit the lower bound and get a full analogue
of Theorem 1.1. We can understand why with the help of Figure 3. Unlike regular continued
fractions, for every M > √

8 we can find arbitrarily close complex numbers z = [a0;a1, . . .] and
w = [b0; b1, . . .] such that a0 ≠ b0 and sup ∣an∣, sup ∣bn∣ <M .
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Good’s Theorem for Hurwitz Continued Fractions

Gerardo González Robert

Abstract

Good’s Theorem for regular continued fraction states that the set of real numbers[a0;a1, a2, . . .] such that lim
n→∞an = ∞ has Hausdorff dimension 1

2
. We show an

analogous result for the complex plane and Hurwitz Continued Fractions. The
set of complex numbers whose Hurwitz Continued fraction [a0;a1, a2, . . .] satisfies
lim
n→∞ ∣an∣ = ∞ has Hausdorff dimension 1, half of the ambient space’s dimension.

1 Introduction

A basic result on regular continued fractions states that every irrational number α admits
infinitely many rational approximations p/q, p, q ∈ Z and q ≥ 1, for which

∣α − p
q
∣ < 1

q2
.

For some real numbers the previous inequality cannot be improved in terms of the
exponent of q. These numbers are called badly approximable numbers and the set of
badly approximable real numbers is denoted by BadR. To be more precise, α ∈ R∖Q is
badly approximable if there exists c > 0 such that1

∀(p, q) ∈ Z ×N ∣α − p
q
∣ ≥ c

q2
.

It is well known that BadR is precisely the set of irrationals whose regular continued
fraction is given by a bounded sequence. The characterization in terms of continued frac-
tion allows us to show in a simple way that m1BadR = 0, where m1 denotes the Lebesgue
measure in R. However small in terms of Lebesgue measure, V. Jarńık published in 1928
(Satz 4, [Ja28]) an influential result saying that BadR is rather large.

Theorem 1.1 (V. Jarńık,1928). The set BadR has full Hausdorff dimension; that is

dimH {[0;a1, a2, . . .] ∈ R ∶ lim sup
n→∞ an < +∞} = 1.

A result related to Jarńık’s theorem was published by I.J. Good in 1941 (Theorem
1, [Goo41]).

1N = {n ∈ Z ∶ n ≥ 1} is the set of natural numbers and N0 ∶= N ∪ {0}.
1
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Theorem 1.2 (I. G. Good, 1941). The following equality holds

dimH {[0;a1, a2, . . .] ∈ R ∶ lim
n→∞an = +∞} = 1

2
.

Extensions of continued fractions and of Jarńık’s Theorem to other contexts have
been successfully carried out (v. gr. [KTV06] or [Sc] and the references therein). Re-
cently, important work has been done in the complex plane using a complex continued
fraction algorithm suggested by Adolf Hurwitz in 1887 ([Hu87]) ([DaNo14]).

The First Minkowski’s Theorem on Convex Bodies (or Dirichlet’s Pigeonhole Prin-
ciple) tells us that for some absolute constant C > 0 and any complex irrational ζ (i.e.
ζ ∈ C ∖Q(i)) there are infinitely many pairs (p, q) ∈ Z[i] ×Z[i]∗ such that

∣ζ − p
q
∣ ≤ C∣q∣2 .

As in the real case, we say that a complex irrational ζ is badly approximable if for
some c > 0 we have ∀(p, q) ∈ Z[i] ×Z[i]∗ ∣ζ − p

q
∣ ≥ c∣q∣2 .

We denote by BadC the set of badly approximable complex numbers. Some properties
of BadC are well known. For example, if m2 denotes the Lebesgue measure on C, then
m2BadC = 0 and BadC is 1

2 -winning in the sense of Schmidt games and so, it is of full
Hausdorff dimension (Theorem 5.2, [DoKr03]). BadC can also be characterized in terms
of Hurwitz Continued Fractions: a complex irrational ζ belongs to BadC if and only
if its Hurwitz Continued fraction is bounded (Theorem 4.1, [Gon18]). Our main result
establishes another similarity between Hurwitz and regular continued fractions.

Theorem 1.3. For any z ∈ C ∖Q(i) denote its Hurwitz Continued Fraction expansion
by z = [a0;a1, a2, . . .], then

dimH {z = [a0;a1, a2, a3, . . .] ∈ C ∶ lim
n→∞ ∣an∣ = +∞} = 1.

Although similarities between real and complex continued fractions abound, some
differences have to be considered. While regular continued fractions establish an home-
omorphism between the irrationals in [0,1] and NN the space of sequences associated to
the HCF process is much more complicated. Since the difficulty arises from sequences(an)n≥1 with minn≥1 ∣an∣ ≤ √

8, it is natural to ask how large are the subsets of BadC
where a uniform lower bound is imposed on the absolute value of the terms of the HCF
expansion. In this direction, the proof of Theorem 1.3 gives us the next corollary (See
Section 2 for the definition of F).

Corollary 1.4. For any L ∈ N with L ≥ √
8 define

EL ∶= {z = [0;a1, a2, a3, . . .] ∈ F ∶ ∀n ∈ N L ≤ ∣an∣} ,
then

dimH (EL ∩BadC) ↘ 1 as L→∞.
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The organization of the text is as follows. In Section 2, we define precisely the
Hurwitz Continued Fraction algorithm and some of its properties. In Section 3, we
give two lemmas for estimating the Hausdorff dimension of a class of Cantor sets. In
Section 4 we state some preliminary lemmas concerning the Hausdorff dimension of sets
obtained by imposing restrictions on the Hurwitz Continued Fraction expansions. In
Section 5 we show Theorem 1.3 and Corollary 1.4. Finally, in Section 6 we prove the
preliminary lemmas of Section 4.

Notation.

i. N is the set of natural numbers, considered as the set of positive integers,

ii. if (xn)n≥1 and (yn)n≥1 are two sequences of non-negative numbers and there exists
some constant C > 0 such that xn ≤ Cyn for every large n, we write xn ≪ yn. By
xn ≍ yn we mean xn ≪ yn ≪ xn. Whenever the implied constants depend on a
parameter ε, say, we write xn ≪ε yn and similarly for ≍.

iii. if (X,d) is a metric space and A ⊆X, the diameter of A is ∣A∣ ∶= sup{d(x, y) ∶ x, y ∈
A}.

iv. for any complex number z we write D(z) = {w ∈ C ∶ ∣z −w∣ < 1}, D(z) is the closure
of D(z) and C(z) is its boundary.

v. let A ⊆ C. A○ is the interior of A and A−1 = {z−1 ∶ z ∈ A}.

2 General Properties of Hurwitz Continued Fractions

Let [⋅] ∶ C → Z[i] be the function that assigns to each complex number the nearest
Gaussian integer (choosing the one with greater real and imaginary parts to break ties).
Denote by F the inverse image of 0 under [⋅],

F ∶= {z ∈ C ∶ −1

2
≤Rz,Iz < 1

2
} . (1)

Let T ∶ F∗ → F∗, with F∗ ∶= F ∖ {0}, be given by

∀z ∈ F∗ T (z) = 1

z
− [1

z
] .

For any z ∈ F∗ define– as long as the operations make sense– the sequences (an)n≥0,(zn)n≥1 by

z1 ∶= z, ∀n ∈ N zn+1 = T (zn),
a0 ∶= 0, ∀n ∈ N an = [z−1n ] .

The Hurwitz Continued Fraction (HCF) of z is the sequence (an)n≥1. We can
easily extend the definition to an arbitrary complex number w directly. The Hurwitz



2 GENERAL PROPERTIES OF HURWITZ CONTINUED FRACTIONS 4

Continued Fraction of w ∈ C is the sequence (an)n≥0 where a0 = [w] and (an)n≥1 is the
HCF of w − a0. We refer to the numbers an as elements. Following [DaNo14], we call
the sequences (pn)n≥0, (qn)n≥0 given by

(p−1 p0
q−1 q0

) = (1 0
0 1

) , ∀n ∈ N (pn
qn

) = (pn−1 pn−2
qn−1 qn−2)(an

1
) .

the Q-pair of z.
We summarize some properties of HCF in the next proposition.

Proposition 2.1. Let z ≠ 0 belong to F and denote by (an)n≥0, (pn)n≥0, (qn)n≥0 be its
associated sequences.

i. For every n ∈ N
pn
qn

= [0;a1, a2, . . . , an].
ii. The sequence (an)n≥0 is infinite if and only if z ∈ F ∖Q(i). In this case, we have

that
lim
n→∞[0;a1, a2, . . . , an] = z.

As a consequence, HCF give an injection from F ∖Q(i) into Z[i]N.

iii. The sequence (∣qn∣)n≥0 is strictly increasing. Moreover, there exists a number ψ > 1
such that ∣qn∣ ≥ ψn for all n ∈ N0.

iv. For every n ∈ N
∣z − pn

qn
∣ ≤ 1∣qn∣2 .

Proof. Part i is trivial, ii is Theorem 6.1. of [DaNo14], iii is Corollary 5.3. of [DaNo14],
and iv is Theorem 1 of [La73].

Although our main results are stated for general irrational complex numbers, there
will be no loss of generality if we only work in F. Also, in view of Part ii of Proposition
2.1, we will abuse our notation and denote the set F ∖Q(i) by F.

F. Schweiger defined in [Sc] a fibred system to be a pair (B,T ) where B is a
non-empty set and T ∶ B → B is a function such that there exist an at most countable
partition of B, {B(i)}i∈I , such that for all i ∈ I the restriction of T to B(i) is injective.
We borrow the terminology from the fibred system theory to better describe HCFs.

Define I = {a ∈ Z[i] ∶ ∣a∣ ≥ √
2}. For every a ∈ Z[i] the cylinder of level 1 is

C1(a) = {z ∈ F ∶ [z−1] = a} .
Note that C1(a) ≠ ∅ if and only if a ∈ I and that {C1(a)}a∈I gives a countable partition
of F (see Figure 1). Now, we can formally define the elements of the HCF as functions
from F onto I as follows

∀n ∈ N an(z) = a ⇐⇒ Tn−1(z) ∈ C1(a),
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Figure 1: Partition of F.

Figure 1: Partition {C1(a) ∶ a ∈ I} of F.

where T 0 ∶ F → F is the identity and Tn = T ○ Tn−1 for n ∈ N. For a = (a1, . . . , an) ∈ In
or a ∈ IN the cylinder of level n, Cn(a), is the set

Cn(a) = {z ∈ F ∶ a1(z) = a1, . . . , an(z) = an} .
A sequence a ∈ IN is admissible or valid if it is the HCF of some z ∈ F or, equivalently,
if Cn(a) ≠ ∅ for every n ∈ N. We denote the set of admissible sequences by ΩHCF and
define Φ ∶ ΩHCF → F by2

∀a ∈ ΩHCF Φ(a) = [0;a1, a2, a3, . . .].
A maximal feasible set is a set F′ ⊆ F such that for some a ∈ ΩHCF and n ∈ N we have

Tn [Cn(a)] = F′.
A maximal feasible set is regular if its interior is non-empty. A sequence a ∈ ΩHCF is
regular if Tn[Cn(a)] is regular for every n and z ∈ F is regular if its HCF is regular. For
instance, if w ∈ T1[C1(−2)], then (2 +w)−1 ∈ F, so

w ∈ (−2 + F−1) ∩ F = F−1 ∩ (2 − F) + 2 = F ∖D(1).
On the other hand, if w ∈ F ∖ D(1), then −2 + w ∈ F−1 ∩ (2 − F), so [−2 + w] = −2 and
w ∈ T [C1(−2)]. Similarly, we can show that T [C1(a)] = F if and only if ∣a∣ ≥ √

8. Figure

2Our function Φ deviates from from Schweiger’s. For him, Φ goes from the set B to the sequence
space.
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2 illustrates F−1 and, with the help of the grid, the sets a+T [C1(a)] for ∣a∣ ≤ √
8 can be

read.
After dismissing the boundary, all the non-empty sets T [C1(a)] are of the form ijFk

for some j, k ∈ {1,2,3,4}, where

F1 ∶= (F ∖ (D(−1) ∪D(−i)))○ , F2 ∶= (F ∖D(−1))○ ,
F3 ∶= (F ∖D(−1 − i))○ , F4 = F○.

Evidently, ijF4 = F4 for any j ∈ Z. By computing directly the inversion of some circles
(v.gr. C(1+ i)−1 = C(1− i)), it can be shown inductively that these thirteen sets exhaust
all the possibilities for the shapes that the interior of a regular maximal feasible set may
assume (cfr. [HiVa18]). 1

0−2 −1 1 2

−2
−1

1

2

Figure 2: The set F−1 and the lines x = k, y = l for all k, l ∈ Z.

F1 F2 F3 F4

Figure 3: Sets F1, F2, F3, F4.

The previous observations and an iterative argument gives a simple necessary con-
dition for a sequence to be admissible

E√8(1) ∶= {a = (an)n≥1 ∈ Z[i]N ∶ ∀n ∈ N √
8 ≥ ∣an∣} ⊆ ΩHCF.

Moreover, Tn[Cn(a)] = F holds for every n ∈ N whenever a ∈ E√8(1).
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Hurwitz Continued Fractions share approximation properties with the regular con-
tinued fractions. In particular, they provide quadratic approximations in terms of the
denominators (qn)n≥0.
Proposition 2.2. There are absolute constants such that for any regular a ∈ ΩHCF withQ-pair ((pn)n≥0, (qn)n≥0) the following estimate holds

∀n ∈ N ∣Cn(a)∣ ≍ 1∣qn∣2 . (2)

Proof. Take a ∈ ΩHCF and n ∈ N. The inequality ∣Cn(a)∣ ≪ ∣qn∣−2 follows from Proposi-
tion 2.1, iv. For ∣qn∣−2 ≪ ∣Cn(a)∣, take z,w ∈ Cn(a) and z′,w′ ∈ C such that

z = [0;a1, a2, . . . , an, an+1, an+2, . . .], w = [0;a1, a2, . . . , an, bn+1, bn+2 . . .],
z′ = [an+1;an+2, an+3 . . .], w′ = [bn+1; bn+2, bn+3 . . .].

By regularity, we can choose z′,w′ such that z′ = 2w′ and ∣w′∣ ≤ 10, say, then

∣z −w∣ = 1∣qn∣2 ∣z′ −w′∣
∣(z′ + qn−1

qn
) (w′ + qn−1

qn
)∣ ≥

1∣qn∣2 ∣w′∣(2∣w′∣ + 1)2 ≫ 1∣qn∣2 .
In what follows, we will only be concerned with regular sequences without further

comment.
For any a = (an)n≥1 ∈ ΩHCF define the family of Möbius transformations, (ta,n)n≥1,

by ∀n ∈ N ∀z ∈ C ta,n(z) = pn−1z + pn
qn−1z + qn ,

where (pn)n≥0, (qn)n≥0 is the Q-pair of a. The maps ta,n are local inverses of Tn, as
ta,n ○ Tn is the identity on Cn(a) and Tn ○ ta,n is the identity on Tn[Cn(a)]. From a
symbolic point of view, ta,n maps a word b to a1 . . . anb. Note that the restrictions ta,n ∶
Tn[Cn(a)] → Cn(a) are bi-Lipschitz, because they are bi-holomorphic. For reference, we
state the following lemma.

Lemma 2.1. For any a ∈ ΩHCF (or any a = (a1, . . . , an) that can be extended to an
element of ΩHCF) and any n ∈ N the map ta,n ∶ Cn(a) → F, which acts via

[0;a1, . . . , an, x1, x2, . . .] ↦ [0;x1, x2, . . .],
is bi-Lipschitz. Moreover, if b ∈ ΩHCF, m ∈ N, and Tn[Cn(a)] = Tm[Cm(b)], then the
map from Cn(a) to Cm(b) given by

[0;a1, . . . , an, x1, x2, . . .] ↦ [0; b1, . . . , bm, x1, x2, . . .]
is bi-Lipschitz.
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For any L > 0 and any N ∈ N define the sets

EL(N) ∶= {z = [0;a1, a2, . . .] ∈ F ∶ ∀n ∈ N0 ∣an+N ∣ ≥ I} ,
E′
L ∶= {z = [0;a1, a2, . . .] ∈ F ∶ lim inf

n→∞ ∣an∣ ≥ I} .
Lemma 2.2. For any L ∈ R, L ≥ 3, we have dimH EL(1) = dimH E

′
L.

Proof. Let L ∈ R be at least 3. Since (EL(N))N≥1 is increasing and E′
L = ⋃N≥1EL(N),

dimH E
′
L = lim

N→∞dimH EL(N).
Thus, it suffices to show that for all N the relation dimH EL(N) ≤ dimH EL(1) holds.
Let N ∈ N be at least 2. Define GL ∶= {a ∈ Z[i] ∶ ∣a∣ ≥ L}. Then,

EL(1) = Φ [GN
L] ,

and we can write EL(N) as the countable union

EL(N) = ⋃
a∈IN−1 Φ [({a} ×GN

L) ∩ΩHCF ]
(some terms are empty). As a consequence, we obtain

dimH EL(N) = sup
a∈IN−1 dimH Φ [({a} ×GN

L) ∩ΩHCF ] ,
Take a ∈ IN−1 such that CN−1(a) ≠ ∅. In view of Lemma 2.1, the map

s ∶ Φ [({a} ×GN
L) ∩ΩHCF] → TN−1[CN−1(a)] ∩Φ[GN

L]
given by

s([0;a1, . . . , an, x1, x2, . . .]) = [0;x1, x2, x3, . . .].
is bi-Lipschitz. The Hausdorff dimension invariance under bi-Lipschitz maps (Proposi-
tion 3.3. of [Fa14]) gives

dimH Φ [({a} ×GN
L) ∩ΩHCF] ≤ dimH Φ[GN

L] = dimEL(1).
Hence, by taking the supremum over a ∈ IN−1, dimH EL(N) ≤ dimH EL(1).
3 Generalized Jarńık Lemmas

The main tools of the proof of Theorem 1.3 are two propositions, which we shall call
Generalized Jarńık Lemmas. They give bounds on the Hausdorff dimension of some
Cantor sets. In this section, our framework is a more restrictive version of strongly
tree-like sets as defined in [KlWe10] (though we keep the name).
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Definition 3.1. Let (X,d) be a complete metric space. A family of compact sets A is
strongly tree-like if A = ⋃∞n=0An where each Ak is finite, #A0 = 1, and

i. ∀A ∈ A ∣A∣ > 0,

ii. ∀n ∈ N ∀A,B ∈ An (A = B) ∨ (A ∩B = ∅),

iii. ∀n ∈ N ∀B ∈ An ∃A ∈ An−1 B ⊆ A,

iv. ∀n ∈ N ∀A ∈ An−1 ∃B ∈ An B ⊆ A,

v. dn(A) ∶= max{∣A∣ ∶ A ∈ An} → 0 as n→∞.

The quantity dn(A) is the n-th stage diameter. The limit set of A, A∞, is

A∞ ∶= ∞⋂
n=0 ⋃

A∈AnA.

As in [Ja28], if Y = {Yj}j∈J is an at most countable family of subsets of X and s ≥ 0,
we write

Λs(Y) ∶= ∑
j∈J ∣Yj ∣s.

For X1,X2 ⊆X we denote the distance between them by

d(X1,X2) ∶= inf{d(y1, y2) ∶ y1 ∈ Y1, y2 ∈ Y2}.
Lemma 3.1 (First Generalized Jarńık Lemma). Let A be a tree-like family of compact
sets (as defined above). Suppose that for some κ > 1

∀n ∈ N0 dn(A) ≤ 1

κn
. (3)

Assume the existence of a sequence (Bn)n≥1 with 0 < Bn ≤ 1 for all n,

lim sup
n→∞

log log(B−1
n )

logn
< 1, (4)

and such that

∀n ∈ N ∀A ∈ An ∀Y,Z ∈ An+1 (Y ∪Z ⊆ A & Y ≠ Z Ô⇒ d(Y,Z) ≥ Bn∣A∣). (5)

If for s > 0 there exists some c > 0 such that

∀X ∈ 2A (#X < +∞ & A∞ ⊆ ⋃
A∈XA Ô⇒ ΛsX > c) , (6)

then dimH A∞ ≥ s.
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Proof. Keep the statement’s notation. Let G be a finite open cover of the compact set
A∞. First, we associate to each element of G a compact AG ∈ A. For any G ∈ G let
n ∈ N be maximal with respect to the property

∃A ∈ Am G ⊆ A,
and let AG be the corresponding A ∈ An. By definition of AG, there are A′,A′′ ∈ An+1
such that A′ ∩G ≠ ∅ and A′′ ∩G ≠ ∅, so

∣G∣ ≥ d(A′,A′′) ≥ Bn∣AG∣.
Second, take A ∈ An such that A = AG for some G ∈ G and consider {G ∈ G ∶ AG = A} ={G1, . . . ,Gr}. Given ε > 0, we can take max{∣G∣ ∶ G ∈ G} so small that forces n to be so
large that κεnBn < 1 (by (4)), and then

∣A∣s ≤ 1

Bs
n

r∑
j=1 ∣Gj ∣s <

1

κεnBs
n

r∑
j=1 ∣Gj ∣s−ε <

r∑
j=1 ∣Gj ∣s−ε.

In view of (5), we have
c < ΛsX ≤ Λs−εG,

and taking infima, dimH A∞ > s − ε. Since ε > 0 was arbitrary, dimH A∞ ≥ s.
Rather than a direct application of Lemma 3.1, we will change (6) for the stronger

condition ∀n ∈ N ∀A ∈ An ∑
A′⊆A

A′∈An+1
∣A′∣s ≥ ∣A∣s. (7)

To see that (7) implies (6) take a finite cover X ⊆ A of A∞. Without loss of generality,
assume that the elements of X are disjoint by pairs. Let n be the maximal integer
satisfying An ∩ X ≠ ∅ and B ∈ An ∩ X. By pairwise disjointness, if A ∈ An−1 satisfies
B ⊆ A, then all the sets B′ ∈ An with B′ ⊆ A also belong to X. Then, after replacing these
compact sets B′ ∈ An with A, we obtain a new finite cover X′ such that ΛsX ≥ ΛsX

′.
Repeating the argument we eventually arrive to X′ = A0, so (6) holds.

Lemma 3.2 (Second Generalized Jarńık Lemma). Let A be a family of compact sets
satisfying conditions i., iii., iv., v. of the definition of strongly tree-like structure and
such that the each Ak, k ≥ 1, is at most countable. Let s > 0.

If for every k ∈ N and every A ∈ Ak
∑
B

∣B∣s ≤ ∣A∣s,
where the sum runs along the sets B satisfying B ∈ Ak+1 and B ⊆ A, then dimH A∞ ≤ s.
Proof. For any k ≥ 1 we have Λs(Ak) ≤ Λs(A0) < +∞, because

Λs(Ak) = ∑
A∈Ak

∣A∣s = ∑
B∈Ak−1 ∑A∈Ak

A⊆B
∣A∣s ≤ ∑

B∈Ak−1
∣B∣s ≤ Λs(Ak−1).

Therefore, since every Ak covers A∞ and dk(A) → 0 as k →∞, dimH A∞ ≤ s.
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4 Preliminary Lemmas

The Generalized Jarńık Lemmas allow us to bound some sets built through HCF re-
strictions. With these sets, we will be able to approximate

E ∶= {z = [0;a1, a2, a3, . . .] ∈ F ∶ lim
n→∞ ∣an∣ = ∞}

from the inside and from the outside. The outer approximation is obtained taking the
numbers in F whose elements have absolute value satisfying a uniform lower bound. The
inner approximation is done by considering complex numbers whose elements tend to
infinity at a certain rate.

For any L,M ∈ R>0 define

EML ∶= {z = [0;a1, a2, a3, . . .] ∈ F ∶ ∀n ∈ N L ≤ ∣an∣ ≤M} .
Lemma 4.1. 1. For every L ≥ √

8

1 ≤ lim
M→∞ dimH E

M
L .

2. For any positive number I let EL be defined as in Corollary 1.4, then

lim
I→∞dimH EL ≤ 1.

For any z ∈ C write ∥z∥ = max{∣Rz∣, ∣Iz∣}, so ∣z∣ ≍ ∥z∥.
Lemma 4.2. Let f, g ∶ N → R>0 such that 3 ≤ f(n) ≤ g(n) for every positive integer n.
For any n ∈ N, any a = (a1, . . . , an) ∈ Z[i]n such that

∀j ∈ [1..n] f(j) ≤ ∥aj∥ ≤ g(j),
and any b ∈ Z[i] with f(n + 1) ≤ ∣b∣ ≤ g(n + 1) we have that

dimH (Cn(a) ∩Ef,g) = dimH (Cn+1(ab) ∩Ef,g) .
Proof. Keep the theorem’s notation and let c ∈ Z[i] satisfy f(n + 1) ≤ ∥c∥ ≤ g(n + 1).
Using Lemma 2.1 can see that (Cn+1(ab) ∩Ef,g) and (Cn+1(ac) ∩Ef,g) have the same
Hausdorff dimension. We arrive at the desired conclusion by writing Cn(a) ∩ Ef,g as
a countable union, like we did in the proof of Lemma 2.1. The details are left to the
reader.

Lemma 4.3. Let f, g ∶ N → R>0 be functions such that for some fixed c with 0 < c < 1
we have

√
8 ≤ f(n) < (1 − c)g(n) and g(n)2 ≤ en for all n ∈ N. Define the sets

Ef,g ∶= {[0;a1, a2, a3, . . .] ∈ F ∶ ∀n ∈ N f(n) ≤ ∥an∥ ≤ g(n)} .
Then, dimH Ef,g = 1.
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5 Proofs of Main Results

Proof of Theorem 1.3. From E ⊆ E′
L for L ∈ N≥3 and the first part of Lemma 4.1, we

obtain
dimH E ≤ 1.

Let f and g be as in the second part of Lemma 4.3, then Ef,g ⊆ E and the aforementioned
lemma implies

1 ≤ dimH Ef,g ≤ dimH E.

Remark.. With the notation of Theorem 1.3, we also get that the set

Ef = {z = [0;a1, a2, . . .] ∶ ∀n ∈ N f(n) ≤ ∣an∣}
has Hausdorff dimension 1, for Ef,g ⊆ Ef ⊆ E.

Proof of Corollary 1.4. The monotonicity of the limit is clear, because L↦ dimH EL is
non-increasing. Let ε > 0. By Lemma 4.3, we can take L = L(ε) ∈ N and M =M(L, ε) ∈ N
be such that

1 − ε ≤ dimH E
M
L ≤ dimH EL ≤ 1 + ε.

Since an irrational complex number belongs to BadC if and only if its HCF is bounded,
EML ⊆ EL ∩BadC ⊆ EL and the result follows.

6 Proofs of Preliminary Lemmas

6.1 Proof of Lemma 4.1

Proof of Lemma 4.1. i. Take L ≥ √
8. Note that for sufficiently large M > L we have

#{b ∈ Z[i] ∶ L ≤ ∣b∣ ≤M} ≥M2.

Let n be a positive integer and a ∈ Z[i]n be such that

∀j ∈ {1, . . . , n} L ≤ ∣aj ∣ ≤M.

Set γ3 = γ1/γ2 with 0 < γ1 < γ2 the constants implied in (2). For any β > 0 and any
large M we have

∑
L≤∣b∣≤M ∣Cn+1(ab)∣β ≥ γβ1(M + 2)2β ∑

L≤∣b∣≤M
1∣qn∣2β ≥ γβ1M

2

γβ2 (M + 2)2β
γβ2∣qn∣2β

≥ M2−2βγβ3(1 + 2
M

)2β ∣Cn(a)∣2β.
The coefficient of ∣Cn(a)∣2β is at least 1 if and only if

(2 − 2β) logM + β log γ3 − 2β log (1 + 2

M
) ≥ 0,
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which, after rearranging the terms, is seen to be equivalent to

β ≤ 2 logM

2 logM + 2 log (1 + 2
M

) − log γ3
< 1.

Since the quotient tends to 1 as M →∞, we can take β = β(M) < 1 as close to 1 as
we please by considering a large M . Hence, in view of the First Generalized Jarńık
Lemma, we conclude that dimH E

M
L ≥ 1 + O((logM)−1). The implied constant

depends on L.

ii. For any L ≥ √
8 and any ε > 0

∑∣b∣≥L ∣Cn+1(a b)∣1+ε ≤ γ1+ε2∣qn∣2+2ε ∑∣b∣≥L
1

∣b + qn−1
qn

∣2+2ε ≪
γ1+ε2∣qn∣2+2ε ∑L≤∣b∣

1∣b∣2+2ε , .
with γ1, γ2 as before; hence,

∑∣b∣≥L ∣Cn+1(a b)∣1+ε ≪ 1∣qn∣2+2ε ∫
∞

L

dr

r1+2ε = 1∣qn∣2+2ε 1

2εL2ε
≪ε

1

L2ε
∣Cn(a)∣1+ε.

Since L−2ε → 0 as L→∞, the Second Jarńık Generalized Lemma yields that for any
large integer L

dimH EL ≤ 1 + ε.
6.2 Proof of Lemma 4.3

We start with an observation which is stems from the triangle inequality.

Proposition 6.1. Let α,β ∈ F such that ∣a1(α)∣ ≥ √
8 and ∣a1(β)∣ ≥ √

8. Then, there
exists an absolute constant c1 > 0 such that for any a, b ∈ Z[i], a ≠ b,

∣(a + α) − (b + β)∣ > c1.
Proof of Lemma 4.3. Let a ∈ Z[i]n be such that

∀j ∈ {1, . . . , n} f(j) ≤ ∥aj∥ ≤ g(j).
Let b, c ∈ Z[i] satisfy f(n + 1) ≤ ∥b∥, ∥c∥ ≤ g(n + 1). Let ((pn)n≥0, (qn)n≥0) be theQ-pair of ab, and p′n+1, q′n+1 the last terms of the Q-pair of ac. Any β, γ ∈ F with
f(n + 2) ≤ ∥a1(β)∥, ∥a1(γ)∥ ≤ g(n + 2) satisfy

d (Cn+1(a r) ∩E√8,Cn+1(a s) ∩E√8) ≥ ∣βpn + pn+1
βqn + qn+1 − γpn + p

′
n+1

γqn + q′n+1 ∣
= 1∣qn∣2 ∣c + γ − (b + β)∣

∣(b + z + qn−1
qn

) (c +w + qn−1
qn

)∣
≫ 1∣qn∣2 1(g(n) − 2)2 ≫ 1

g(n)2 ∣Cn+1(a) ∩E√8∣ .
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As in the proof of Lemma 4.1, we have

∑
f(n+1)≤∥b∥≤g(n+1) ∣Cn+1(ab) ∩E√8∣β ≥ g(n)2−2β γ

β
3 (1 − f(n)

g(n))
(1 + 2

g(n))2β
∣Cn(a) ∩E√8∣β

for any a ∈ Z[i]n with f(j) ≤ ∥aj∥ ≤ g(j), 1 ≤ j ≤ n. The coefficient of ∣Cn(a)∣β is at least
1 if and only if

2 log g(n) + log (1 − f(n)
g(n))

2 log g(n) − log γ3 + log (1 + 2
g(n)) ≥ β.

Because of f ≤ (1 − c)g, the left-hand side tends to 1 as n → ∞ and, by the First
Generalized Jarńık Lemma, dimH Ef,g ≥ 1. The inequality dimH Ef,g ≤ 1 follows from
the second part of Lemma 4.1 and Lemma 4.2.
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On a theorem of Bengoechea on equivalent numbers

Gerardo González Robert

Abstract

Let x, y be real irrational numbers and suppose their regular continued fraction
expansion is x = [a0;a1, a2, . . .], y = [b0; b1, b2, . . .]. A classical result of Serret
tells us that there exists γ ∈ GL(2,Z) such that γx = y (acting through Möbius
transformations) if and only if for some s, t ∈ N we have an+t = bn+s for all natural
numbers n. Recently, P. Bengoechea gave an estimate for t in terms of γ. In
this paper, we show a theorem equivalent to Bencoechea’s result using a geometric
continued fraction perspective.

1 Introduction

For any sequence of integers (an)n≥0 with an ≥ 1 for n ≥ 1 we adopt the usual notation

[a0;a1, a2, . . .] ∶= a0 + 1

a1 + 1

a2 + 1⋱
,

and similarly when the sequence is finite. We refer to the previous expression as a regular
continued fraction. Continued fractions are a classical topic in elementary number theory,
for they possess important properties which allow to obtain non-trivial conclusions from
the number they represent. For example, a real number is irrational if and only if its
continued fraction is infinite. While infinite continued fractions expansions are unique,
every non-zero rational number has exactly two expansions one ending in 1 and the other
one ending in an integer at least 2.

Consider the group GL(2,Z) acting on R ∪ {∞} via Möbius transformations; that is

∀γ = (a b
c d

) ∈ GL(2,Z) ∀x ∈ R γx ∶= ax + b
cx + d.

A famous theorem of J.A. Serret characterizes the orbits of GL(2,Z)/R in terms of their
continued fraction expansion.

1



2 GEOMETRY OF CONTINUED FRACTIONS 2

Theorem 1.1 (J.A. Serret, 1866). V Let x, y be two real numbers. Then, x, y belong
to the same orbit of GL(2,Z)/R if and only if x, y ∈ Q or if their continued fraction
expansion satisfy

x = [a0;a1, a2, . . . , as−1, as, as+1, . . .], y = [b0; b1, b2, . . . , bt−1, as, as+1, . . .].
In a recent paper, P. Bengoechea gave an estimate for s in terms of γ. Namely, she

showed the following theorem.

Theorem 1.2 (P. Bengoechea, 2015). Let γ ∈ GL(2,Z) and let r be the length of the
continued fraction of γ−1[∞]. Then, for each x ∈ R there is a natural number s ≤ r + 3
such that

x = [a0;a1, a2, . . .], γx = [b0; b1, . . . , bt−1, as, as+1, as+2, . . .].
In her proof, P. Bengoechea’s studied carefully a sequence of matrices in GL(2,Z) that

naturally arises from the continued fraction expansion of x. Relying on different tools,
namely the geometry of continued fractions, we show a result equivalent to Theorem 1.2.

Theorem 1.3. Let GL(2,Z) act on R through Möbius transformations and let L be the
length of the continued fraction expansion of γ(0) ∈ Q. Then, for every x ∈ R ∖Q there
exists s ∈ N such that s ≤ L + 3 and

x = [a0;a1, a2, a3, . . .], γx = [b0, b1, . . . , bn, as, as+1, as+2, . . .].
2 Geometry of Continued Fractions

In 1895, Felix Klein suggested a geometric approach to the study of continued fractions.
For a detailed account of the geometry of continued fractions, we refer the reader to
citekarpenkov.

For any pair of integers m,n denote its greatest common divisor by gcd(m,n) ≥ 1.

Definition 2.1. The integer length of two points x = (x1, x2),y = (y1, y2) ∈ Z2,
1d(x,y), is

1`(x,y) ∶= gcd(x1 − y1, x2 − y2).
Let x,y,z ∈ Z2 be three different points. The angle θ = ∠xzy is the ordered triple (x,z,y)
and its integer sine is

1 sin(∠xzy) = ∣det(x − z,y − z)∣
1`(x,z)1`(z,y) .



3 TWO ELEMENTARY LEMMAS 3

For any linearly independent x,y ∈ R2 with x ∈ Q2 write L+x ∶= {tx ∶ t ≥ 0}, L+y ∶= {tx ∶
t ≥ 0}. The sail of L+x and L+y , S = S(x,y), is the boundary of the set

co{(a, b) ∈ Z2 ∖ {(0,0)} ∶ ∃rx, ry ≥ 0 ∃t ∈ [0,1] (a, b) = rxx + t(ryy − rxx)}. (1)

In general, S is an infinite broken line and hence is homeomorphic to R. If we assume that
x ∈ Q2, then S and L+x eventually coincide. Moreover, since S and R are homeomorphic,
we can call V0 the unique extreme point of the set in (1) lying on L+x, and successively
denote by Vn the vertices of S.

Definition 2.2. Let x,y ∈ R2 be linearly independent with x ∈ Q. The LLS’ sequence
of x,y is the sequence of integers (an)n≥0 given by

∀n ∈ N a2n = 1`(Vn, Vn+1), a2n+1 = 1 sin(∠VnVn+1Vn+2).
Remark. The LLS and LLS’ sequences coincide up to a shift and multiplication by -1 of
the indices.

The following result is a restatement of Theorems 3.1. and 3.4. in [Ka13].

Theorem 2.1 (F. Klein, 1895). Let α > 1 be an irrational number. The sequence of
vertices of the angle θ = ∠((1,0), (0,0), (1, α)), (Vn)n≥0 satisfies

∀n ∈ N0 Vn = (q2n−2, p2n−2).
If α = [a0;a1, a2, . . .], the LLS’-sequence of θ is (an)n≥0. The sequence of vertices θ′ =∠((1,0), (0,0), (1, α)), (Wn)n≥0 satisfies

∀n ∈ N0 Wn = (q2n−1, p2n−1).
If α = [a0;a1, a2, . . .], the LLS’-sequence of θ is (an)n≥0. A similar result holds for 0 <
α < 1, in this case Vn = (q2n, p2n), Wn(q2n+1, p2n+1). If α = [0;a1, a2, . . .], then the LLS’
sequence of θ is (an)n≥1.
3 Two Elementary Lemmas

For the terminology regarding Farey sequences, see [NMZ91].

Lemma 3.1. Let r, s, u, v be integers such that rv − su = 1 and v, s ≥ 1. Then, r
s and u

v

admit a regular continued fraction expansion of length n and m, respectively, such that∣n −m∣ ≤ 1.
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Proof. Recall that that for any A,B,C,D ∈ Z satisfying B,D ≥ 1 and AD −BC = 1 the
numbers A

B and C
D are adjacent in the the Farey sequence of order max{B,D} (citenimozu,

p.301). Thus, the numbers adjacent to the regular continued fraction pk
qk
= [a0;a1, . . . , ak],

ak ≥ 2, in the Farey sequence of order qk are

pk−1
qk−1 = [a0;a1, . . . , ak−1], (ak − 1)pk−1 + pk−2(ak − 1)qk−1 + qk−2 = [a0;a1, . . . , ak−1, ak − 1,2].

The lemma follows after applying the previous observation to the the r
s or u

v depending
on which of the inequalities s > v or v > s hold.

Now we recall a well known continued fraction identity.

Lemma 3.2. Let α be a positive real number with continued fraction α = [a0;a1, a2, . . .] >
0, then

−α = ⎧⎪⎪⎨⎪⎪⎩
[−a0 − 1; 1, a1 − 1, a2, a3, . . .] if a1 ≠ 1,[−a0 − 1; 1, a2 + 1, a3, . . .] if a1 = 1.

4 Proof of the Main Theorem

Let us first note that for any n ∈ Z we have that

(1 n
0 1

)(a b
c d

) = (a + nc c + nd
c d

) .
Hence, since translations by integers affect only the first term in the continued fraction
expansion, we will not lose any generality by assuming that b < 0 < d and ac ≤ 0. Moreover,
if the determinant is 1, then we must have ac = 0 and max{∣a∣, ∣c∣} = 1. In any case, direct
verification with Lemma 3.2 give the result. Moreover, using the transformation x ↦ −x
and Lemma 2, the result for matrices with determinant −1 follows from the one for
matrices with positive determinant.

Proof. The preceding discussion tells us that we do not lose generality by assuming that
detγ = 1 and

γ = (a b
c d

) , b < 0 < d, c < 0 < a. (2)

Note that by the invariance of the LLS sequence under the action of GL(2,Z), we show
that the tails of the sails γ̃[Lx] and Sy eventually coincide.

Write Lα = {t(1, α) ∶ t ∈ R} for any α ∈ R. Let x be an irrational number and y = γx,
so γ[Lx] = Ly where

γ = (d c
b a

) .
Consider L1 = L b

d
and L2 ∶= La

c
. We will also call Sx the sail of the angle (0,1), (0,0),(1, x).
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Case I: 0 < x, y. Our assumptions imply that the angle formed by (d, b), (0,0) and(1, y) lies entirely in the semi-plane {(x1, x2) ∈ R2 ∶ x1 ≥ 1}. As a consequence, we must
have that (1,0) ∈ γ̃[Sx] for otherwise there should be a = (a1, a2),b = (b1, b2) ∈ N ×Z and
0 < t < 1 such that ∥ta + (1 − t)b∥ < ∥(1,0)∥ = 1.

But a1, b1 ≥ 1 makes the previous inequality impossible. As a consequence, the tail of the
broken line γ[Sx] starting from (1,0) is Sy. The broken starting segment of γ̃[Sx] from(d, b) to (1,0) is the reflection on the x axis of S b

d
. Therefore, since its LLS sequence

gives the continued fraction expansion of b
d , we conclude that [aL+1;aL+2, aL+3, . . .] is a

tail of the expansion of y.
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Figure 1: Case I. 0 < x, y.

Case II: y < 0 < x. Consider the integer points (Q,P ) and (Q′, P ′) with

Q = max{q ∈ Z≤0 ∶ ∃p ∈ N (q, p) ∈ γ̃[Sx]} ,
Q′ = min{q ∈ N ∶ ∃p ∈ Z (q, p) ∈ γ̃[Sx]} ,
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and let P,P ′ be the corresponding integers. If Q = 0, then P = 1 (i.e. (0,1) ∈ γ̃[Sx])
and the tail of Sx starting from (0,1) coincides with the S′−y. Assume that Q > 0 and let
0 < α∗ < 1 be such that (0, α∗) is the intersection of γ̃[Sx] with the vertical axis. Let L′ be
the infinite broken line obtained from the intersection of γ̃[Sx] and the second quadrant
and replacing the segment (P,Q), (0, α∗) with (P,Q), (0,1). We obtain the sail of the
angle (−1, y), (0,0), (0,1), which gives the continued fraction of −y and, hence, of y. We
do the same for (P ′,Q′), and we conclude that [xL+2;xL+3, xL+4, . . .] is a tail of y.
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0

(d, b)

(c, a)

(1, y)

Figure 2: Case II. y < 0 < x.

Case III: x, y < 0. We start by noting that for any m ∈ Z we have that

γτm = (a am + b
c cm + d) = (a bm

c dm
) y = γτm(x −m).

Hence, take m ∈ N large such that c, d′ ∶= dm < 0 < a, b ∶= bm and note that x −m < x < 0.
An argument similar to the one in the previous case gives the result.

In general, let γ ∈ GL(2,Z) have detγ = 1. By considering compositions τ−nγ for n ∈ N
we can take γ into the previous treated cases. Moreover, since translations only affect
the first term of the continued fraction, the conclusions on the tails hold.

To conclude the result for this case, we must estimate the length of the continued
fraction of b′/d′. This follows, however, directly from Lemma 3.1 and ad−bc = a(d+mc)−(b +ma)c = 1.
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−4 −3 −2 −1 1 2 3 4 5 6

−4

−3

−2

−1

1

2

3

4

0

(d, b)

(c, a)

(1, y)

Figure 3: Case III. y, x < 0.

5 Further Comments
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