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Abstract
We prove that the complex valued solutions of Jensen’s functional equationf(xy) +
f
�
xy�1

�
= 2f(x) on a groupG are functions on the quotient groupG=[G; [G;G]]

and give explicit solution formulas in a setting that includes many examples. We
show furthermore that the vector space of odd solutions modulo the subspace of the
homomorphisms ofG into C is isomorphic to the vector space of homomorphisms of
[G;G]=[G; [G;G]] into C:
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Introduction

1. Introduction

By Jensen’s functional equationon the groupG we mean the functional equation

f(xy) + f
�
xy�1

�
= 2f(x); x; y 2 G; (1)

wheref : G ! C is an unknown function to be determined.

Any solutionf of (1) may be written asf = f(e)+F (e being the neutral element
of G), whereF is an odd solution, i.e. a solution such thatF (e) = 0 or equivalently
F
�
x�1

�
= �F (x) for all x 2 G: We shall therefore restrict the discussion to odd

solutions of Jensen’s functional equation. We will denote the complex vector space of
odd solutions of (1) onG by S(G;C):

Hom(G;C); the set of homomorphisms ofG into (C;+); is a subspace ofS(G;C):
For abelian groups, and some non-abelian as well,S(G;C) = Hom(G;C); but in
general the two spaces are different.

The most exhaustive study of Jensen’s functional equation on groups has been
accomplished by Ng [9], [10]. His two papers contain useful reduction formulas and
relations for functions inS(G;C) for any groupG. Our paper builds on these relations.
By help of them Ng solved (1) on free groups and applied the results to solve it on
GLn(R) for all n � 3; whereR is Z; R; a quadratically closed field or a finite field. He
observed that there for the free group on two generators are odd solutions of (1) that are
not homomorphisms ([9; Corollary 8]), and thatS(GLn(R);C) = Hom(GLn(R);C):

Corovei [5] proved thatS(G;C) = Hom(G;C); if each commutator inG has
finite order.

Friis [6] found explicit formulas for the solutions of Jensen’s functional equation
on certain semidirect products of groups, like the Heisenberg group and the(ax+ b)-
group. In particular he found that the Heisenberg group possesses odd solutions of (1)
that are not homomorphisms, while the(ax + b)-group does not.

The purpose of the present paper is to develop a coherent theory for Jensen’s
functional equation on groups that includes most of the results just mentioned. More
precisely, we will

(a) find explicit formulas for solutions of Jensen’s functional equation in a reasonably
general setting.

(b) parametrizeS(G;C) modulo Hom(G;C):
(c) give sufficient conditions onG to ensure thatS(G;C) = Hom(G;C); for example

to ensure thatS(G;C) = f0g:

The present paper differs from the previous ones by its discovery of the central
roles played by the subgroup[G; [G;G]] and the commutator group[G;G].

We show that any solutionf of Jensen’s functional equation (1) onG is a function
on the quotient groupG=[G; [G;G]] (Theorem 2.2), in the sense thatf(x) = f(xy) for
all x 2 G and y 2 [G; [G;G]]: Of course, this simplifies many computations. It also
means that the study of (1) reduces to the study of (1) on metabelian groups, because
the quotient groupG=[G; [G;G]] always is metabelian.
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Introduction

The commutator subgroup[G;G] enters because the restriction mapf !
f j[G;G]; f 2 S(G;C); factorizes to an isomorphism ofS(G;C)=Hom(G;C) onto
Hom([G;G]=[G; [G;G]];C) (Theorem 3.2), covering (b) above.

Conversely: For a certain class of groupsG we find for any homomorphism
� 2 Hom([G;G]=[G; [G;G]];C) an explicit formula for a solutionf� 2 S(G;C)
such thatf� = � on [G;G] (Theorem 4.1). This covers (a) above. The class contains
for example the Heisenberg group and the free groups.

(c) is done in Section 6. A typical result is thatS(G;C) = Hom(G;C) if
[G; [G;G]] = [G;G] (Proposition 6.3(b)). This takes care of for example the(ax+ b)-
group andGL(n;R) for n � 2:

Finally we apply our theory to a number of different groups to demonstrate how
our formulas can be put into practice (Sections 5 and 7).

We finish this introduction by fixing notation that will be used throughout the paper.

Notation 1.1

G is a group,e 2 G its neutral element andZ(G) its center.

For x 2 G we let hxi denote the subgroup generated byx:

If A andB are subsets ofG we let [A;B] denote the subgroup ofG generated by
the elements[a; b] := aba�1b�1; wherea 2 A and b 2 B: The commutator subgroup
[G;G] of G and the subgroup[G; [G;G]] are normal subgroups ofG:

The groupG is said to bemetabelian, if [G;G] � Z(G); or equivalently if
[G; [G;G]] = feg: The quotient groupG=[G; [G;G]] is metabelian for any groupG:
The Heisenberg group from Example 5.1 below is metabelian, but not abelian.

When we say that a complex-valued function onG is a homomorphism, we mean
that it is a homomorphism ofG into the additive group(C;+):

Let H be a subgroup ofG and let� : G ! G=H be the canonical projection. We
say that a functionf : G ! C is a function onG=H if it can be written in the form
f = ef � � for some functionef : G=H ! C:

We letR� denote the multiplicative group of all non-zero real numbers, andR
+

�

the subgroup of all positive real numbers.

2. Formulas and relations

In this section we prove that solutions of Jensen’s functional equation onG are
functions onG=[G; [G;G]]; and we write down some important formulas and relations
for commutators and for odd solutions of Jensen’s functional equation.

As mentioned in the introduction the normal subgroup[G; [G;G]] will play an
important role. To compute modulo[G; [G;G]] is of course the same as working in
the metabelian groupG=[G; [G;G]]: Lemma 2.1 below is very useful for manipulations
of commutators modulo[G; [G;G]]. The lemma is rather obvious, but it helps to have
it stated.
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Formulas and relations

Lemma 2.1

(a) [x; y] = [y; x]�1 for all x; y 2 G:
(b) Commutators belong toZ(G) modulo [G; [G;G]]: For all x; y; u 2 G we have

u[x; y] = [x; y]u modulo [G; [G;G]]:
(c) The commutator product[�; �] : G�G! G is bi-multiplicative in the following sense:

[u; xy] = [u; x][u; y] and [xy; u] = [x; u][y; u]; 8 x; y; u 2 G; (2)

modulo [G; [G;G]]. In particular

[xm; yn] = [x; y]mn mod[G; [G;G]] for all x; y 2 G: (3)

(d) Cyclic permutations of elements in a commutator do not change it modulo[G; [G;G]].
In other words,[x; y] =

�
y�1; x

�
=
�
x�1; y�1

�
=
�
y; x�1

�
for all x; y 2 G modulo

[G; [G;G]].

Proof: (a) and (b) are trivial. (c) The second identity of (2) is an immediate
consequence of the first one and (b), because[v;w]�1 = [w; v] for all v; w 2 G: So it
suffices to prove the first one. But this one follows from (b) and the derivation formula
[u; xy] = [u; x]x[u; y]x�1: (d) follows from (a) and (c).

The statement (a) of Theorem 2.2 below is a special case of (2.2) of [9], while
formula (4) is (2.3) of [9] withz = x�1y�1: The formula (5) can be found as the
formula (2.9) of [10]. Indeed, the functionB of [10] is the difference between the left
and right hand sides of (5). We give direct proofs of these relations. The property (2.5)
of solutions from [9; Theorem 2] is crucial for our proof of Theorem 2.2(d).

Theorem 2.2
Let f 2 S(G;C): Then

(a) f(xn) = nf(x) for all x 2 G and n 2 Z:
(b) For all x; y 2 G we have

f(xy) = f(x) + f(y) +
1

2
f([x; y]): (4)

(c) f([x; yz]) = f([x; y]) + f([x; z]) for all x; y; z 2 G:
(d) f is a function onG=[G; [G;G]] vanishing identically on[G; [G;G]]:
(e) The formula (4) generalizes: For anyx1; � � � ; xN 2 G andN = 1; 2; � � � we have

f(x1 � � �xN ) =
NX
i=1

f(xi) +
1

2
f

0
@ Y

1�i<j�N

[xi; xj ]

1
A; (5)

where the last term on the right shall be interpreted as 0 whenN = 1:
(f) � := fj[G;G] is a function on[G;G]=[G; [G;G]] such that� 2 Hom([G;G];C):

Furthermore� vanishes identically on[G; [G;G]]:

3



Formulas and relations

Proof: (a) Sincef is odd it suffices to prove (a) forn � 0: It is trivially true
for n = 0 and n = 1; and for n = 2 we find that f

�
x2

�
= f

�
x2

�
+ f(e) =

f(xx) + f
�
xx�1

�
= 2f(x): We proceed by induction: Assuming the formula true

for n � 2 we compute

f
�
xn+1

�
= f(xnx) + f

�
xnx�1

�
� f

�
xnx�1

�
= 2f(xn)� f

�
xn�1

�

= 2nf(x)� (n� 1)f(x) = (n+ 1)f(x);
(6)

which is the induction step.

(b) Replacingx by ab andy by a�1b�1 in (1) we getf([a; b])+ f
�
ab2a

�
= 2f(ab):

Replacingx by a andy by b2a in (1) we getf
�
ab2a

�
+ f

�
b�2

�
= 2f(a): Subtracting

the second identity from the first we getf([a; b]) � f
�
b�2

�
= 2f(ab) � 2f(a); which

reduces to (b) in view of (a).

(c) Using (4) on both sides of (c) we see that (c) is equivalent to2f(xyz) =
2f(xy) + 2f(xz) + 2f(yz) � 2f(x) � 2f(y) � 2f(z): But this is the identity (2.5) of
[9]. This proves (c).

Here we interrupt the proof of Theorem 2.2, because we need the following Lemma
2.3. The lemma is formulated for a subgroup ofG; which need not be all ofG: The
reason for this is that we later (Theorem 3.2) shall extend solutions defined on certain
subgroups ofG to all of G; so we will need results about solutions on subgroups.

Lemma 2.3

Letf0 2 S(G0;C) whereG0 is a subgroup ofG such thatG0 � [G; [G;G]]: Assume
that f0([x; [y; z]]) = 0 for all x; y; z 2 G: Then

(a) f0 is a function onG0=[G; [G;G]]:

(b) f0 vanishes on all of[G; [G;G]]:

(c) f0 is a homomorphism ofG0 \ [G;G] into C:

Proof: We will deduce thatf0 is identically 0 on the entire subgroup[G; [G;G]]:

The assumption says that the following statement is true forn = 1:

Statement:f0([x; w1 � � �wn]) = 0 for all x 2 G and allwj of the formwj = [yj; zj ];
where y1; � � � ; yn; z1; � � � ; zn 2 G:

We prove the statement for alln by induction. So we assume it true forn;
and let wn+1 = [yn+1; zn+1]; where yn+1; zn+1 2 G: Let us recall the identity
[x; yz] = [x; y][i(y)(x); i(y)(z)]; where i(x)(y) = xyx�1 for all x; y; z 2 G: Using
that and the formula (4) we find with the abbreviationw0 := w1 � � �wn that

f0([x; w1 � � �wnwn+1]) = f0
��
x; w0wn+1

��

= f0
��
x; w0

��
i
�
w0

�
(x); i

�
w0

�
(wn+1)

��

= f0
��
x; w0

��
+ f0

��
i
�
w0

�
(x); i

�
w0

�
(wn+1)

��

+
1

2
f0

���
x; w0

�
;
�
i
�
w0

�
(x); i

�
w0

�
(wn+1)

���
:

(7)
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Here the first term on the right vanishes by the induction hypothesis and the third term
becausef0([x; [y; z]]) = 0 for all x; y; z 2 G by assumption. Thus

f0([x; w1 � � �wnwn+1]) = f0
��
i
�
w0

�
(x); i

�
w0

�
(wn+1)

��

= f0
��
i
�
w0

�
(x); i

�
w0

�
([yn+1; zn+1])

��

= f0
��
i
�
w0

�
(x);

��
i
�
w0

�
(yn+1); i

�
w0

�
(zn+1)

����
;

(8)

which also vanishes by the assumption of the Lemma. This finishes the proof of the
induction step and hence proves the statement.

Due to the fact thatf0 is odd we may conclude:

f0

�
[x; w]�1

�
= 0 for x 2 G; w 2 [G;G]: (9)

To get thatf0 = 0 on [G; [G;G]] it is left to prove thatf0 vanishes on products of
the form [x1; w1]

�1[x2; w2]
�1
� � � [xn; wn]

�1; wherex1; � � � ; xn 2 G andw1; � � � ; wn 2

[G;G]: We prove this by induction onn: The statement (9) is the case ofn = 1:
Assume that the statement is true forn factors, and considerf0(a[x; w]); where
a has the forma = [x1; w1]

�1[x2; w2]
�1
� � � [xn; wn]

�1 with x1; � � � ; xn 2 G and
w1; � � � ; wn 2 [G;G]; and wherex 2 G andw 2 [G;G]: Using the formula (4) we find
thatf0(a[x; w]) = f0(a)+ f0([x; w])+ f0([a; [x; w]])=2: The first termf0(a) = 0 due to
the induction hypothesis. The second termf0([x; w]) = 0 according to (9). The third
term f0([a; [x; w]])=2 = 0 by the assumption of the Lemma. Hencef0(a[x; w]) = 0: In

a similar way we prove thatf0
�
a[x; w]�1

�
= 0: Indeed,

f0
�
a[x; w]�1

�
= f0(a) + f0

�
[x; w]�1

�
+

1

2
f0
�h

a; [x; w]�1
i�

= 0� f0([x; w]) +
1

2
f0([a; [w; x]]) = 0� 0 + 0 = 0:

(10)

We have thus proved thatf0 = 0 on the group[G; [G;G]]:

If x0 2 G0 andz 2 [G; [G;G]] then we get from the formula (4) that

f0(x0z) = f0(x0) + f0(z) +
1

2
f0([x0; z]) = f0(x0) + 0 + 0 = f0(x0); (11)

that shows thatf0 is a function onG0=[G; [G;G]]:

The remaining statement (c) is easy to prove by help of the formula (4), so we skip
its proof.

Continuation of the proof of Theorem 2.2: (d) The property (c) says thatf([x; �]) :
G ! C is a homomorphism for eachx 2 G: Hence it vanishes on commutators, i.e.
f([x; [y; z]]) = 0 for all y; z 2 G: We infer from Lemma 2.3 thatf is a function on
G=[G; [G;G]]; vanishing on all of[G; [G;G]]:

(f) Consequently� = fj[G;G] is a function on[G;G]=[G; [G;G]]; vanishing on
[G; [G;G]]: Since� is an odd solution of Jensen’s functional equation on an abelian
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Formulas and relations

group, viz. on the group[G;G]=[G; [G;G]]; it is a homomorphism on that group. So
� 2 Hom([G;G]=[G; [G;G]];C) � Hom([G;G];C):

(e) It is left to prove the formula (5), which we do by induction onN: It is clear
for N = 1; so assume it true for anN � 1: Then by (4) and the induction hypothesis
we find that

f(x1 � � �xNxN+1) = f(x1 � � �xN ) + f(xN+1) +
1

2
�([x1 � � �xN ; xN+1])

=
NX
i=1

f(xi) +
1

2
�

0
@ Y
1�i<j�N

[xi; xj ]

1
A + f(xN+1) +

1

2
�([x1 � � �xN ; xN+1]):

(12)

Using Lemma 2.1(c) on the last term on the right we find that

f(x1 � � �xNxN+1) =
N+1X
i=1

f(xi)

+
1

2
�

0
@ Y
1�i<j�N

[xi; xj ]

1
A+

1

2
�

0
@ Y
1�i�N

[xi; xN+1]

1
A;

(13)

which finishes the induction, because� is a homomorphism.

It will be convenient to record the following fact, because it will be used a couple
of times during proofs:

Lemma 2.4
If each element ofG has finite order, thenS(G;C) = f0g:

Proof: Any f 2 S(G;C) satisfiesf(xn) = nf(x) for all x 2 G and all n 2 Z

(Theorem 2.2(a)). Sincef(xn) is bounded for anyx 2 G; hence so isnf(x): But then
f(x) = 0:

We see from Theorem 2.2 that the study of Jensen’s functional equation on groups
(at least in principle) reduces to the study of Jensen’s functional equation on metabelian
groups, because the quotient groupG=[G; [G;G]] always is metabelian. To take an
example, ifG is the free group on 2 generators, thenG=[G; [G;G]] is isomorphic to the
metabelian group 3(Z) (The Heisenberg group with integer entries) from Example 5.1.

Many computations are easy for a functionf on G=[G; [G;G]], because commu-
tators occurring in arguments off may be moved freely around and formulas more
generally be manipulated according to Lemma 2.1 without any change of the value of
f: We have for example thatf(u[x; y]v) = f(uv[x; y]) andf([x; yz]) = f([x; y][x; z])
for all x; y; z; u; v 2 G:

Theorem 2.2 explains some of the properties of solutions of Jensen’s functional
equation. Here are two examples: Lemma 2.1(d) implies that the value of a solution
on a commutator does not change under cyclic permutations of the elements; this result
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The parametrization of the solutions

was derived by Corovei during his proof of Theorem 6 of [5]. Also the identity (2.12)
of [9] is an easy consequence of Lemma 2.1, once it is noted thatf([x; y]) = 2A(x; y)
and thatf is a homomorphism on[G;G] because� 2 Hom([G;G];C):

3. The parametrization of the solutions

It is clear thatS(G;C) is a complex vector space, and that Hom(G;C) is a subspace.
In this section Theorem 3.2 shows thatS(G;C)=Hom(G;C) may be parametrized by
those homomorphisms of[G;G] into C that vanish on all of[G; [G;G]]:

A decisive step in the proof is to show that there exists a solution of Jensen’s func-
tional equation on the entire groupG with certain prescribed values on the commutator
subgroup[G;G]: We shall find such a solution by successively extending it from[G;G]
to larger and larger subgroups ofG: The extension steps will employ Lemma 3.1 below.

In the lemma it is assumed that the subgroupG0 is normal. This will automatically
be satisfied in our applications of the lemma, because thereG0 � [G;G]:

Lemma 3.1
LetG0 be a normal subgroup ofG containing[G; [G;G]]: LetH1 be a subgroup of

G which is abelian modulo[G; [G;G]]; and letG1 denote the subgroup ofG generated
by H1 and G0:

Let f0 2 S(G0;C) be such thatf0 = 0 on [G; [G;G]]: Let �1 2 Hom(H1;C) be
such that�1 = f0 on H1 \ G0:

Then there exists exactly onef1 2 S(G1;C) such thatf1 = f0 on G0 andf1 = �1
on H1: It is given by

f1(x1x0) = �1(x1) + f0(x0) +
1

2
f0([x1; x0]) for x1 2 H1; x0 2 G0: (14)

Proof: Any element inG1 can be written in the formx1x0 for somex1 2 H1 and
x0 2 G0; becauseG0 is normal, so it makes sense to say thatf1 is given by (14) onG1:

If f1 is a solution such thatf1 = f0 on G0 andf1 = �1 on H1; then we get from
(4) for x1 2 H1 and x0 2 G0 that

f1(x1x0) = f1(x1) + f1(x0) +
1

2
f1([x1; x0]) = �1(x1) + f0(x0) +

1

2
f0([x1; x0]); (15)

which shows the uniqueness of the solutionf1:

We will next verify that the functionf1; given by (14), is well-defined onG1: So
assuming thatx1x0 = y1y0 wherex1; y1 2 H1 andx0; y0 2 G0 we shall deduce that

� := �1(x1)� �1(y1) + f0(x0)� f0(y0) +
1

2
f0([x1; x0])�

1

2
f0([y1; y0]) = 0: (16)

Sincey�1
1
x1 = y0x

�1

0
2 H1\G0; and�1 andf0 agree onH1\G0; we get using (4) that

�1(x1)� �1(y1) + f0(x0)� f0(y0) = �1
�
y�1
1
x1

�
+ f0(x0)� f0(y0)

= f0
�
y0x

�1

0

�
+ f0(x0)� f0(y0)

= f0(y0)� f0(x0) +
1

2
f0

��
y0; x

�1

0

��
+ f0(x0)� f0(y0) =

1

2
f0

��
y0; x

�1

0

��
;

(17)
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The parametrization of the solutions

so 2� = f0
��
y0; x

�1

0

��
+ f0([x1; x0]) � f0([y1; y0]): Using Lemma 2.3(c) we see that

2� = f0

��
y0; x

�1

0

�
[x1; x0][y1; y0]

�1

�
; so to show that� = 0 it suffices to prove

that
�
y0; x

�1

0

�
[x1; x0][y1; y0]

�1
2 [G; [G;G]]: Computing modulo[G; [G;G]] we find by

Lemma 2.1 that
�
y0; x

�1

0

�
[x1; x0][y1; y0]

�1 = [x0; y0][x1; x0][y0; y1]

=
�
x0; y

�1

1
x1x0

�
[x1; x0]

�
y�1
1
x1x0; y1

�

=
�
x0; y

�1

1

�
[x0; x1][x0; x0][x1; x0]

�
y�1
1
; y1

�
[x1; y1][x0; y1] = [x1; y1] = e;

(18)

where the last equality sign is justified becauseH1 is abelian modulo[G; [G;G]]: Thus
f1; given by (14), is a well-defined function onG1:

Obviouslyf1 = f0 onG0 andf1 = �1 onH1: It is left to show thatf1 2 S(G1;C);
so we letx1; y1 2 H1 and x0; y0 2 G0 and compute

L := f1(x1x0y1y0) + f1

�
x1x0(y1y0)

�1
�

= f1
�
x1y1x0

�
x�1
0
; y�1

1

�
y0
�
+ f1

�
x1y

�1

1
x0y

�1

0

�
y0x

�1

0
; y1

��

= �1(x1y1) + f0
�
x0

�
x�1
0
; y�1

1

�
y0
�
+

1

2
f0
��
x1y1; x0

�
x�1
0
; y�1

1

�
y0
��

+ �1
�
x1y

�1

1

�
+ f0

�
x0y

�1

0

�
y0x

�1

0
; y1

��
+

1

2
f0
��
x1y

�1

1
; x0y

�1

0

�
y0x

�1

0
; y1

���
:

(19)

Since the commutators
�
x�1
0
; y�1

1

�
and

�
y0x

�1

0
; y1

�
belong toZ(G) modulo [G; [G;G]]

they disappear from the two terms with the factor 1/2 in front, so we get that

L := �1(x1) + �1(y1) + f0(x0y0) + f0
��
x�1
0
; y�1

1

��
+

1

2
f0([x1y1; x0y0])

+ �1(x1)� �1(y1) + f0
�
x0y

�1

0

�
+ f0

��
y0x

�1

0
; y1

��
+

1

2
f0
��
x1y

�1

1
; x0y

�1

0

��

= 2�1(x1) + 2f0(x0)

+
1

2
f0
��
x�1
0
; y�1

1

�2
[x1y1; x0y0]

�
y0x

�1

0
; y1

�2�
x1y

�1

1
; x0y

�1

0

��

= 2f1(x1x0)� f0([x1; x0])

+
1

2
f0

��
x�1
0
; y�1

1

�2
[x1y1; x0y0]

�
y0x

�1

0
; y1

�2�
x1y

�1

1
; x0y

�1

0

��

= 2f1(x1x0)

+
1

2
f0
�
[x1; x0]

�2
�
x�1
0
; y�1

1

�2
[x1y1; x0y0]

�
y0x

�1

0
; y1

�2�
x1y

�1

1
; x0y

�1

0

��
;

(20)

so it suffices to show that the argument off0 in the last term, i.e.

[x1; x0]
�2

�
x�1
0
; y�1

1

�2
[x1y1; x0y0]

�
y0x

�1

0
; y1

�2�
x1y

�1

1
; x0y

�1

0

�
(21)

is e modulo [G; [G;G]]: And that is elementary in view of Lemma 2.1.

We have in Theorem 2.2 seen that functions inS(G;C) restrict to homomorphisms
of the quotient subgroup[G;G]=[G; [G;G]] into C: This is the basis of Theorem 3.2.
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Theorem 3.2

The restriction mapf ! f j[G;G] of S(G;C) into Hom([G;G]=[G; [G;G]];C) is a
linear, surjective map, and its kernel is Hom(G;C):

Proof: The linearity is obvious, and the statement about the kernel follows from
Lemma 6.2 below, which is proved independently of the present theorem.

In proving the surjectivity we may assume thatG is metabelian. Given a homo-
morphism� : [G;G] ! C we shall producef0 2 S(G;C) such thatf0 = � on [G;G]:

Consider the setP of all pairs ff;Hg whereH is a subgroup ofG containing
[G;G]; and wheref 2 S(H;C) is such thatf = � on [G;G]: We introduce a partial
ordering inP by writing ff1; H1g � ff2; H2g if and only if H1 � H2 andf1 = f2 on
H2: Obviously each totally ordered subset ofP has a majorant inP (the subgroup is the
union of the subgroups occurring in the subset), so by Zorn’s lemma there is a maximal
elementff0; G0g in P: It is left to show thatG0 = G: This we do by contradiction, so
we assume the existence of an elementa 2 G n G0:

Taking H1 := hai in Lemma 3.1 we see that it to derive a contradiction to the
maximality of ff0; G0g; suffices to find a�1 2 Hom(hai;C) such that�1 = f0 on
hai \ G0:

(a) If ap 62 G0 for eachp 2 f1; 2; � � �g then we take�1 = 0:

(b) If ap 2 G0 for somep 2 f2; 3; � � �g then letp be the smallest such positive integer.
There are two possibilities:

a. hai is a finite group. Heref0(hai \G0) = f0g by Lemma 2.4, so we may
take �1 = 0:

b. hai is an infinite group. Here we may define�1 by �1(a) := f0(a
p)=p:

It is known (see for example Friis [6]) that even in the simple case of the
Heisenberg group there are odd solutions of Jensen’s functional equation that are not
homomorphisms (see Example 5.1 below). Ng [9; Corollary 8] earlier observed the
same for the free group on two generators. Theorem 3.2 tells us that this phenomenon
is a common trait of Jensen’s functional equation on non-abelian groups: For any
homomorphism� 2 Hom([G;G]=[G; [G;G]];C) there exist odd solutionsf of Jensen’s
functional equation onG such thatf = � on [G;G]; and the solutionsf are only
homomorphisms when� = 0:

A natural question is for which groups the parameter space degenerates tof0g;
so that S(G;C) = Hom(G;C): Proposition 3.3 characterizes these groups in a
theoretical way, while Section 6 contains sufficient conditions onG implying that
S(G;C) = Hom(G;C):

Proposition 3.3

The following three statements are equivalent

(a) S(G;C) = Hom(G;C):

9



The parametrization of the solutions

(b) Hom([G;G]=[G; [G;G]];C) = f0g:

(c) [G;G]=[G; [G;G]] is a torsion group, i.e. an abelian group in which each element
has finite order.

Proof. (a))(b): Assume that S(G;C) = Hom(G;C): Any � 2
Hom([G;G]=[G; [G;G]];C) extends according to Theorem 3.2 to a solution
f� 2 S(G;C): By assumptionf� 2 Hom(G;C); so � is the restriction of a
homomorphism ofG: But then it vanishes on commutators and hence on the
commutator subgroup[G;G]:

(b))(c): If [G;G]=[G; [G;G]] is not a torsion group, then there exists anx 2
[G;G]=[G; [G;G]] such thathxi is an infinite cyclic group. We may define a homo-
morphism� : hxi ! C by �(xn) = n; n 2 Z: Now � extends to a homomorphism
� : [G;G]=[G; [G;G]] ! C; becauseC is divisible (see Theorem A.7 of [8]).

(c))(a): If [G;G]=[G; [G;G]] is a torsion group, then
Hom([G;G]=[G; [G;G]];C) = f0g by Lemma 2.4. If f 2 S(G;C); then
f 2 Hom([G;G]=[G; [G;G]];C) by Theorem 2.2, sof j[G;G] = 0: And then
f 2 Hom(G;C) by the formula (4).

4. Explicit solution formulas

Theorem 3.2 says that any homomorphism� : [G;G] ! C that vanishes on
[G; [G;G]] extends to a solution of Jensen’s functional equation on all ofG; but Theorem
3.2 does not construct an extension. The extensions are only determined modulo the
homomorphisms ofG intoC; so unless there is some information onG it is not possible
to single out which extension to choose for a given�:

Nevertheless, we proceed by constructing extensions, but of course with extra
information onG; namely on the structure ofG: We even give explicit formulas for
the extensions.

Theorem 4.1

Let fH� j� 2 Ag be a family of abelian subgroups ofG; such that the mapping
fx�g�2A !

Q
�2A x�[G;G] is a bijection of

Q
�2AH� onto G=[G;G]: Then for any

� 2 Hom([G;G]=[G; [G;G]];C) there exists exactly one functionf� 2 S(G;C) such
that f� = � on [G;G] and f� = 0 on each of the subgroupsH�; � 2 A; of G: If
x = x1x2 � � �xN c; wherexi 2 H�i

for some�i 2 A for i = 1; 2; � � � ; N; andc 2 [G;G];
then

f�(x1x2 � � �xN c) =
1

2
�

0
@ Y

1�i<j�N

[xi; xj ]

1
A + �(c): (22)

Modulo Hom(G;C) all functions inS(G;C) are obtained in this way for varying�:

Proof: The uniqueness off� and the formula (22) are obvious from the formula
(5). According to Theorem 3.2 there exists anf 2 S(G;C) such thatf = � on [G;G]:

10
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We definel : G ! C by

l(h1h2 � � �hNc) := f(h1) + f(h2) + � � �+ f(hN ) (23)

for hi 2 H�i
; i = 1; 2; � � � ; N; and c 2 [G;G]: Here �i 6= �j for i 6= j: If

x = h1h2 � � �hN c and x0 = h0

1
h0

2
� � �h0

N c
0; wherehi; h

0

i 2 H�i
for i = 1; 2; � � � ; N;

andc; c0 2 [G;G]; thenxy = (h1h
0

1
)(h2h

0

2
) � � �

�
hNh

0

N

�
c00 for somec00 2 [G;G]: Noting

that f(xix0

i) = f(xi) + f(x0

i) for eachi = 1; 2; � � � ; N; becauseH�i
is abelian so that

S(H�i
;C) = Hom(H�i

;C); we find that

l(xy) = l
��
h1h

0

1

��
h2h

0

2

�
� � �

�
hNh

0

N

�
c00
�

= f
�
h1h

0

1

�
+ f

�
h2h

0

2

�
+ � � �+ f

�
hNh

0

N

�

= f(h1) + f
�
h0

1

�
+ f(h2) + f

�
h0

2

�
+ � � �+ f(hN ) + f

�
h0

N

�

= f(h1) + f(h2) + � � �+ f(hN ) + f
�
h0

1

�
+ f

�
h0

2

�
+ � � �+ f

�
h0

N

�

= l(x) + l(y);

(24)

so l 2 Hom(G;C): Since l = f on eachH�; � 2 A; we see thatf� := f � l is a
solution with the desired properties.

Corollary 4.2

Let the assumptions be as in Theorem 4.1. To any� 2 Hom([G;G]=[G; [G;G]];C)
and any family�� 2 Hom(H�;C); � 2 A; of homomorphisms, there exists exactly one
f 2 S(G;C) such thatf = � on [G;G] and f = �� on H� for each� 2 A:

All functions inS(G;C) are obtained in this way for varying� and��; � 2 A:

The case of only two factors in Corollary 4.2 is particularly interesting for our
examples, so we single it out:

Theorem 4.3
LetH1 andH2 be abelian subgroups ofG; and assume that each elementx 2 G in

exactly one way may be written in the formx = x1x2c wherec 2 [G;G] and xi 2 Hi

for i = 1; 2; modulo[G; [G;G]]: Let � 2 Hom([G;G];C) be such that�([x; [y; z]]) = 0
for all x; y; z 2 G: Let �i 2 Hom(Hi;C) for i = 1; 2:

Then there is exactly one functionf� 2 S(G;C) such thatf� = � on [G;G] and
f� = �i on Hi for i = 1; 2: It is given by the formula

f�(x1x2c) = �1(x1) + �2(x2) +
1

2
�([x1; x2]) + �(c);

c 2 [G;G]; xi 2 Hi for i = 1; 2:
(25)

All functions inS(G;C) are obtained in this way for varying�; �1 and�2:

5. Examples

In this section we discuss some groups to which we can apply Theorem 4.3.
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Example 5.1

The (2n+ 1)–dimensional Heisenberg group,n = 1; 2; � � � ; is the matrix group
G :=

�
(x; y; z) 2 R2n+1 j x 2 Rn; y 2 Rn; z 2 R

	
; where we use the abbreviation

(x; y; z) = ((x1; x2; � � � ; xn); (y1; y2; � � � ; yn); z) for the (n + 2)� (n+ 2) matrix

(x; y; z) =

8>>>>>>><
>>>>>>>:

1 x1 x2 � � � xn z

0 1 0 � � � 0 y1
...

...
. . . 0 y2

...
...

. . .
...

...
0 0 � � � � � � 1 yn
0 0 � � � � � � 0 1

9>>>>>>>=
>>>>>>>;

: (26)

The 3–dimensional Heisenberg group, corresponding ton = 1; is usually just called
the Heisenberg group.

The composition rule ofG is (x; y; z)(u; v; w) = (x+ u; y + v; z + w + x � v) for
(x; y; z); (u; v; w) 2 G; wherex � v = (x1; � � � ; xn) � (v1; � � � ; vn) :=

P
n

i=1 xivi: The
neutral element ofG is the identity matrixI = (0; 0; 0):

We find by elementary computations that[G;G] = Z(G) =
f(0; 0; z) 2 G j z 2 Rg ' R and [G; [G;G]] = fIg; so G is metabelian. The
pair H1 := f(x; 0; 0) 2 G j x 2 Rng; H2 := f(0; y; 0) 2 G j y 2 Rng satisfies the
conditions of Theorem 4.3, as the formula(x; 0; 0)(0; y; 0)(0; 0; z) = (x; y; z + x � y)
x; y 2 R

n; z 2 R; shows.

Let � : [G;G] ' R ! C be a homomorphism. The functionf� from Theorem
4.3 is here

f�(x; y; z) = f�((x; 0; 0)(0; y; 0)(0; 0; z � x � y))

=
1

2
�([(x; 0; 0); (0; y; 0)]) + �(z � x � y)

=
1

2
�(0; 0; x � y) + �(z � x � y) =

1

2
�(2z � x � y):

(27)

The same arguments as above work for the Heisenberg group with integer entries, i.e.
for the subgroup 2n+1(Z) = f(x; y; z) 2 G j x; y; z 2 Zg of the (2n+ 1)–dimensional
Heisenberg group.

Jensen’s functional equation on the Heisenberg group was solved in [6; Section 4],
but by other methods than ours.

Example 5.2 This example was thoroughly discussed in [9] by other methods than
ours.

Let G = ha; bi be the free group on the two generatorsa and b: We claim that
given �; �;  2 C there exists exactly one functionf 2 S(G;C) such thatf(a) = �;
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f(b) = � andf([a; b]) = : The solutionf can be given by the explicit formula

f(am1bn1 � � �amlbnl)

=

 
lX

i=1

mi

!
�+

 
lX

i=1

ni

!
� +

0
@X

i�j�l

minj �
X
j<i�l

minj

1
A=2

for m1; n1; � � � ; ml; nl 2 Z; l = 0; 1; � � � :

(28)

Proof of these claims: Let us note that[G;G] modulo[G; [G;G]] is the infinite cyclic
group generated by the commutator[a; b]; and thatG modulo [G; [G;G]] decomposes
into G = haihbih[a; b]i:

The uniqueness and the existence of a solutionf is immediate from Theorem 4.3
with H1 = hai and H2 = hbi:

We shall only sketch how to derive (28). It suffices to verify that

f�(a
m1bn1 � � �amlbnl) =

0
@X

i�j�l

minj �
X
j<i�l

minj

1
A=2; (29)

which can be done by induction onl: For l = 1 it is the formula (25).

6. Conditions ensuring all odd solutions are homomorphisms

We will in this section find sufficient conditions of a general nature on a groupG

to ensure thatS(G;C) = Hom(G;C):

It is a well known fact thatS(G;C) = Hom(G;C) on any abelian groupG: A
slight improvement (Lemma 6.1) of this fact was proved by Acz´el, Chung and Ng as
Lemma 1 of [1]:

Lemma 6.1

The general solutionf : G ! C of Jensen’s functional equation (1) satisfying also
f(xy) = f(yx) for all x; y 2 G; is given byf(x) = �(x) + �; x 2 G; where� 2 C
is an arbitrary constant and� an arbitrary homomorphism ofG into the additive group
(C;+) of C, i.e. �(xy) = �(x) + �(y); x; y 2 G:

Lemma 6.2

The following 4 statements (i) – (iv) are equivalent for a functionf 2 S(G;C):

(i) f 2 Hom(G;C):

(ii) f(xy) = f(yx) for all x; y 2 G:

(iii) f([x; y]) = 0 for all x; y 2 G; i.e. f vanishes on each commutator.
(iv) f vanishes on the commutator subgroup[G;G]:

13
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Proof: Clearly (i) ) (iv) ) (iii). The identity (4) shows that (iii)) (ii). Finally
Lemma 6.1 shows that (ii)) (i).

Corovei [4] proved thatS(G;C) = Hom(G;C) on anyP3–groupG, i.e. a group
in which all elements in the commutator subgroup have order 1 or 2 (also called a
3–rewritable group). In Theorem 6 of [5] he relaxed the assumptions: It suffices that
each element of the commutator group has finite order. This is point (c) of Proposition
6.3 below.

Proposition 6.3

(a) If the quotient groupG=[G; [G;G]] is abelian, thenS(G;C) = Hom(G;C).
(b) If [G; [G;G]] = [G;G]; thenS(G;C) = Hom(G;C).
(c) If each commutator has finite order thenS(G;C) = Hom(G;C):

Proof: (a) is a consequence of Theorem 2.2(d) and the fact thatS(H;C) =
Hom(H;C) for any abelian groupH:

(b) follows from (a), because the quotient groupG=[G;G] always is abelian.

(c): Any f 2 S(G;C) satisfiesf(xn) = nf(x) for all x 2 G and all n 2 Z

(Theorem 2.2(a)). Sincef(xn) is bounded for anyx 2 [G;G]; hence so isnf(x): But
thenf(x) = 0; so f vanishes on each commutator. We then refer to Lemma 6.2.

Lemma 6.4

LetG0 be a normal subgroup of a groupG such thatG=G0 is finite.

(a) If S(G0;C) = Hom(G0;C); thenS(G;C) = Hom(G;C):

(b) If S(G0;C) = f0g; thenS(G;C) = f0g:

Proof: (a) Let f 2 S(G;C): Let x; y 2 G be arbitrary and letm andn denote the
orders ofxG0 andyG0 in G=G0: So xm 2 G0 andyn 2 G0: Now f = 0 on [G0; G0]

becauseS(G0;C) = Hom(G0;C) (Lemma 6.2), so thatf([xm; yn]) = 0: We get by
Lemma 2.1 and Theorem 2.2(a) that0 = f([xm; yn]) = f

�
[x; y]mn

�
= mnf([x; y]); so

f([x; y]) = 0: We infer from Lemma 6.2 thatf 2 Hom(G;C):

(b) is proved in a similar way.

Proposition 6.5

(a) If H is a real or complex semisimple Lie group with at most finitely many connected
components, thenS(H;C) = f0g:

(b) Let G = N �s H be a semidirect product of an abelian groupN (the normal
part) and a semisimple Lie groupH; whereH has at most finitely many connected
components. ThenS(G;C) = Hom(G;C):
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Proof: (a) The connected componentHe of the identity e 2 H is a connected
semisimple Lie group, and soHe = [He; He] (see Corollary 3.18.10 of [11]). In
particularHe = [He; [He; He]]; so we get from Theorem 2.2 thatS(He;C) = f0g: (a)
now follows from Lemma 6.4(b), becauseHe is normal (Theorem 7.1 of [8]).

(b) Let us consider the subgroupG0 := N �s He; Using thatHe = [He; He]
we see that[G0; [G0; G0]] � [He; [He; He]] = He so that the restriction toN of the
natural projection map� : G0 ! G0=[G0; [G0; G0]] is surjective. SinceN is abelian
by assumption, so isG0=[G0; [G0; G0]]: We may thus refer to Proposition 6.3(a) to see
thatS(G0;C) = Hom(G0;C): But G0 = N �sHe is a normal subgroup ofG of finite
index, soS(G;C) = Hom(G;C) by Lemma 6.4(a).

7. Examples

In this section we collect some examples, mainly from geometry, in which the
results of Section 6 are used.

Examples 7.1

Many examples of semisimple Lie groups are listed in Ch. X, §2 of [7]. We mention
the special linear groupsSL(n;R) andSL(n;C) for n � 2; and the orthogonal groups
O(n) andSO(n) for n � 3: SL(n;R); SL(n;C) andSO(n) are connected, whileO(n)
has two connected components. The Lorentz groupO(3; 1) has 4 connected components.

The group of unit quaternions, which occurs as an example in some works on
functional equations, e.g. in [1], is isomorphic to the connected semisimple Lie group
SU(2) (see section 1.9 of [3]).

If G is any one of these groups, thenS(G;C) = f0g according to Proposition 6.5.

Example 7.2 This example was also treated in [10; Theorem 4], but by other
methods than ours.

Consider the general linear groupG = GL(n;R) for n � 2: Since
[SL(n;R); SL(n;R)] = SL(n;R) (Example 7.1) and since any commutator has
determinant 1 and hence belongs toSL(n;R); we see that[G;G] = SL(n;R);
so that [G; [G;G]] = [G;G]: According to Proposition 6.3(b) we then have
S(G;C) = Hom(G;C): We may write anyA = faijg 2 GL(n;R) in the form

8>><
>>:

detA 0 � � � 0
0 1 � � � 0
...

...
. . .

...
0 0 � � � 1

9>>=
>>;

8>><
>>:

a11(detA)
�1

a12(detA)�1 � � � a1n(detA)�1

a21 a22 � � � a2n
...

...
. . .

...
an1 an2 � � � ann

9>>=
>>;

(30)

where the last factor has determinant 1 and hence belongs toSL(n;R): From Example
7.1 we know that anyf 2 S(G;C) = Hom(G;C) takes the value 0 on the last factor
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of (30), so

f(A) = f

0
BB@

8>><
>>:

detA 0 � � � 0
0 1 � � � 0
...

...
. . .

...
0 0 � � � 1

9>>=
>>;

1
CCA = �(detA) (31)

for some homomorphism� : R� ! C: An example of such a homomorphism is
�(t) = log jtj; t 2 R�:

The same discussion applies toGL(n;C) for n � 2:

Remark 7.3

Example 7.2 can be generalized forn � 3: For any ringR with unit the subgroup
En(R) of GL(n;R) generated by the elementary matrices satisfies[En(R); En(R)] =
En(R) (see [2]). IfR is a field, or just a commutative Euclidean ring, thenEn(R) =
SL(n;R); and in that case we find like in Example 7.2 thatS(GL(n;R);C) =
Hom(GL(n;R);C); and that anyf 2 S(GL(n;R);C) has the formf(A) = �(detA)

for some homomorphism� of the group of units ofR into C:

The remaining examples of this Section discuss groupsG that are semidirect
products of two groupsN andH; whereN is the normal part andH acts onN . A
typical example is the group of rigid motions ofR3; where the rotation groupH = O(3)
acts on Euclidean spaceN = R3. With Example 7.1 in mind the solutions of Jensen’s
functional equation on such groups can be computed by the formulas in [6; Section
4]. However, our methods are different from those of [6; Section 4], that only deals
with semidirect products, and we want to illustrate how our results of Section 6 can
be applied.

Let G = N �s H be a semidirect product withN as the normal component. We
let h � n denote the action byh 2 H on n 2 N: For anyf 2 Hom(G;C); we have
fjN 2 Hom(N;C) and a small computation reveals that

fjN (h � n) = fjN (n) for h 2 H; n 2 N: (32)

Example 7.4

Let G = N �sH be a semidirect product of an abelian groupN and a semisimple
Lie group H with at most finitely many connected components. HereS(G;C) =
Hom(G;C) according to Proposition 6.5(b).

Let f 2 S(G;C) = Hom(G;C): Sincef vanishes onH (Proposition 6.5(a)), we
get from the decomposition(n; h) = (n; e)(0; h) that f(n; h) = f(n; e) = �(n); where
� 2 Hom(N;C): Taking (32) into account we find that Hom(G;C) consists of the
functions of the formf(n; h) = f(n; e) = �(n); where� 2 Hom(N;C) satisfies that
�(h � n) = �(n) for all h 2 H and n 2 N:
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If the action ofH onG is trivial, so that the semidirect product is a direct product,
then Hom(G;C) consists of the functionsf : G ! C of the form f(n; h) = �(n);
where� ranges over Hom(N;C):

But if there exists anh 2 H such thath � n = �n for all n 2 N; then� = 0 and
hence alsof = 0: Examples of this are the groupsG = Rn �s O(n) of rigid motions
of Rn; n � 3; and the inhomogeneous Lorentz groupG = R4 �s SO(3; 1): For these
groupsS(G;C) = f0g:

Example 7.5

The (ax+ b)–group, i.e. the group of affine motions of the real line

G :=

�
(b; a) =

�
a b

0 1

�
j a 2 ]0;1[; b 2 R

�
; (33)

is the semidirect productG = R �s R
+: We find by elementary computations that

[G;G] = [G; [G;G]] = f(1; x) j x 2 Rg; so S(G;C) = Hom(G;C) by Proposition
6.3(b). Using the decomposition(b; a) = (b; 1)(0; a) we find by help of (32) that
f = 0 on the first factor. So the odd solutions of Jensen’s functional equation onG

are the functions of the formf(b; a) = �(a); (b; a) 2 G; where� : R+
�
! C is a

homomorphism.

This example was discussed in [6] by other methods than ours.
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