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SOMMERFELD RADIATION CONDITION AT THRESHOLD

E. SKIBSTED

Dedicated to Hiroshi Isozaki on the occasion of his Sixtieth Birthday.

Abstract. We prove Besov space bounds of the resolvent at low energies in any
dimension for a class of potentials that are negative and obey a virial condition
with these conditions imposed at infinity only. We do not require spherical sym-
metry. The class of potentials includes in dimension ≥ 3 the attractive Coulomb
potential. There are two boundary values of the resolvent at zero energy which we
characterize by radiation conditions. These radiation conditions are zero energy
versions of the well-known Sommerfeld radiation condition.
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1. Introduction

In this paper we study low-energy spectral theory for the Schrödinger operator
H = −∆ + V on H = L2(Rd), d ≥ 1, where the potential V obeys the following
condition. We use the notation 〈x〉 =

√
x2 + 1, N0 = N∪ {0}, and for µ ∈ (0, 2) the

notation s0 = 1/2 + µ/4.

Condition 1.1. Let V = V1 + V2 be a real-valued function defined on Rd; d ≥ 1.
There exists µ ∈ (0, 2) such that the following conditions (1)–(5) hold.

(1) There exists ε1 > 0 such that V1(x) ≤ −ε1〈x〉−µ.
(2) V1 ∈ C∞(Rd). For all α ∈ Nd

0 there exists Cα > 0 such that

〈x〉µ+|α||∂αV1(x)| ≤ Cα.

(3) There exists ε̃1 > 0 such that −|x|−2 (x · ∇(|x|2V1)) ≥ −ε̃1V1.
(4) There exists δ, C,R > 0 such that

|V2(x)| ≤ C|x|−2s0−δ,

for |x| > R.
(5) V2 ∈ L2

loc(Rd) for d = 1, 2, 3, V2 ∈ Lploc(Rd) for some p > 2 if d = 4 while

V2 ∈ Ld/2loc (Rd) for d ≥ 5.

Due to (4) and (5) the operator V2(−∆ + i)−1 is a compact operator on L2(Rd),
see for example [RS, Theorems X.20 and X.21] for the case d ≥ 4. Whence H
is self-adjoint. The Schrödinger operator with an attractive Coulomb potential in
dimension d ≥ 3 is a particular example.

While low-energy spectral asymptotics for Schrödinger operators is a well studied
subject for classes of potentials of fast decay the literature is more sparse for classes
of potentials with decay O(r−2) or slower. We refer to [Ya, Na, FS, SW] and ref-
erences therein. We remark that Condition 1.1 is closely related to the conditions
used in [FS], in fact in the present paper we aim at proving more precise resolvent
bounds than done in [FS] (Besov space bounds), and characterize boundary values
R(0 ± i0) of the resolvent at zero energy. The latter is achived in terms of certain
microlocal estimates traditionally referred to as Sommerfeld radiation conditions.
For positive energies the limiting absorption principle (LAP) and Sommerfeld radi-
ation conditions are fundamental for stationary scattering theory and they are used
at many places in the literature, see for example [Sa, AH, GY] and [Hö1, Section
30.2] (two-body problems), [Is, Va] (many-body problems) and [Mø] (abstract frame-
work). Moreover radiation conditions are an integral part of for one of the oldest
method of proving LAP, cf. for example [Sa]. We consider them as interesting of
their own right, in particular including the case of zero energy cf. [DS1].

Neither [FS] nor the present paper deal with scattering theory. On the other hand
there are indeed applications to scattering theory at low energies as demonstrated
in the recent works [DS1, DS2]. However this is for a smaller class of potentials
(essentially radially symmetric potentials). We plan in a future publication [Sk] to
study scattering theory at low energyies for a larger class than the ones of [DS1, DS2]
however within the one defined by Condition 1.1. For this study Besov space bounds
and uniqueness induced by versions of the Sommerfeld radiation condition will be
useful. We remark that these results are also present in some form in [DS1] although,
as indicated above, this is under stronger conditions on the potentials. Besides the
Besov space bounds are not shown in the strongest form as done here and they are
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obtained somewhat indirectly (in fact only the imaginary part of the boundary value
of the resolvent is estimated). We present (most of) our results in Subsection 1.1.
They are all under Condition 1.1.

1.1. Results.

1.1.1. Resolvent bounds. Let us recall a main result from [FS]. Let θ ∈ (0, π), λ0 > 0
and define

Γθ = {z ∈ C \ {0}
∣∣ arg z ∈ (0, θ), |z| ≤ λ0}. (1.1)

In [FS] λ0 is exclusively taken equal to one although this is only for convenience of
presentation. In this paper we fix any λ0 > 0 at this point and suppress henceforth
any dependence of this constant (as done in the notation (1.1)). At this point we
also fix θ ∈ (0, π), but keep (somewhat inconsistently) the dependence of θ of the
set (1.1).

For µ ∈ (0, 2), K > 0 and λ ≥ 0 let

f = fλ(x) = (λ+K〈x〉−µ)1/2; x ∈ Rd. (1.2)

Here λ will be taken as |z| for z in the closure of Γθ and K can for parts of our
presentation and analysis be taken arbitrary. More precisely the latter is true for
Theorems 1.2 and 1.3 presented below. Consequently we take, for convenience,
K = 1 in these theorems as well as in Subsection 2.2 (where Theorem 1.3 is proved).
As for Section 3 we choose a different value of K, see (1.6).

For a Hilbert space H (which in our case will be L2(Rd)) we denote by B(H)
the space of bounded linear operators on H (a similar notation will be used for
Banach spaces). A B(H)-valued function T (·) on Γθ is said to be uniformly Hölder
continuous in Γθ if there exist C, γ > 0 such that

‖T (z1)− T (z2)‖ ≤ C|z1 − z2|γ for all z1, z2 ∈ Γθ.

We consider the Schrödinger operator H = −∆ + V on L2(Rd) under Condi-
tion 1.1. The resolvent is denoted by R(z) = (H − z)−1. In the statement below
of (a version of) [FS, Theorem 1.1] some conditions on the potential V are slightly
changed. Comments at this point are given after the statement.

Theorem 1.2 (LAP). Suppose Condition 1.1. For all s > s0 the family of operators
T (z) = 〈x〉−sR(z)〈x〉−s is uniformly Hölder continuous in Γθ. In particular the limits

T (0 + i0) = 〈x〉−sR(0 + i0)〈x〉−s = lim
z→0,z∈Γθ

T (z),

T (0− i0) = 〈x〉−sR(0− i0) 〈x〉−s = lim
z→0,z∈Γθ

T (z̄)

exist in B(L2(Rd)).
For all s > 1/2 there exists C > 0 such that for all z ∈ Γθ

‖〈x〉−sf 1/2
|z| R(z)f

1/2
|z| 〈x〉−s‖ ≤ C. (1.3)

We have already noted that due to (4) and (5) the operator V2(−∆ + i)−1 is a
compact, which occurs as a separate condition in [FS, Theorem 1.1] (the condition
(5) is a new condition compared to [FS, Theorem 1.1]). Another condition from
[FS, Theorem 1.1] that we omitted above is a version of unique continuation at
infinity. This version, [FS, Assumption 2.1], is automatically satisfied, given (5),
due to results of [FH] (for d ≤ 3) and [JK] (for d ≥ 3). Applying it with V → V −λ
for any λ ≥ 0 in conjunction with [FS, Theorem 2.4] we have σpp(H) ∩ [0,∞) = ∅



4 E. SKIBSTED

(for d = 1, 2, 3 absence of strictly positive eigenvalues follows alternatively from [FH,
Corollary 1.4]). The absence of non-negative eigenvalues is of course a consequence
of (1.3), however this property is part of the proof of the latter bound.

We note that imposing the conditions (1) and (3) only near infinity may seem,
with the other conditions of Condition 1.1, to weaken the assumptions. However
this is not the case cf. a discussion in [FS, Section 3]. On the other hand it suffices
to have the bounds (2) for |α| ≤ 2. More precisely this is the case for Theorems 1.2
and 1.3. For the microlocal estimates of Section 3 though we need V1 to be a
“symbol” and all bounds of (2) are then needed.

Notice also that (1.3) is stronger than boundedness of the family T (·) (which is a
consequence of the uniform Hölder continuity).

A main result of this paper (recall that we impose Condition 1.1 throughout the
paper) is the following improvement of (1.3) in terms of Besov spaces as defined in
the beginning of Subsection 2.1 with the operator A there being given as multipli-
cation by |x| on the complex Hilbert space H = L2(Rd

x).

Theorem 1.3 (Besov space bound). There exists C > 0 such that for all z ∈ Γθ

‖f 1/2
|z| R(z)f

1/2
|z| ‖B(B(|x|),B(|x|)∗) ≤ C. (1.4)

1.1.2. Sommerfeld radiation condition. We shall give an outline of the results of
Section 3. These results are on microlocal estimates of solutions to the equation
Hu = v. In particular we estimate and characterize the particular solution provided
by Theorems 1.2 and 1.3. This particular solution is constructed as follows in
terms of Besov spaces. First note that the relevant Besov space at zero energy
is Bµ := 〈x〉−µ/4B(|x|), cf. Theorem 1.3. We have the following characterization of
the corresponding dual space (recall s0 := 1/2 + µ/4)

u ∈ (Bµ)∗ ⇔ u ∈ L2
loc(Rd) and sup

R>1
R−s0‖F (|x| < R)u‖ <∞.

A slightly smaller space is given by

u ∈ (Bµ)∗0 ⇔ u ∈ L2
loc(Rd) and lim

R→∞
R−s0‖F (|x| < R)u‖ = 0.

Now suppose v ∈ Bµ. Then due to Theorems 1.2 and 1.3 there exists the weak-star
limit

u = R(0 + i0)v = w?–lim
z→0,z∈Γθ

R(z)v ∈ (Bµ)∗. (1.5)

Note that indeed this u is a (distributional) solution to the equation Hu = v.
Let us state a microlocal property of this solution. We shall use (1.2) with

K = ε1ε̃1/(2− µ), (1.6)

where the ε’s come from Condition 1.1. In terms of f0 we then introduce symbols

a0 =
ξ2

f0(x)2
, b0 =

ξ

f0(x)
· x〈x〉 ,

and we prove that

Opw(χ−(a0)χ̃−(b0))u ∈ (Bµ)∗0 for all χ− ∈ C∞c (R) and χ̃− ∈ C∞c ((−∞, 1)). (1.7)

Here we use Weyl quantization (although this is not the only choice). For (1.5),
(1.7), another version of (1.7) as well as another microlocal property (high energy
estimates) we refer the reader to Proposition 3.4.
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The support property of χ̃− in (1.7) mirrors that the particular solution studied
is “outgoing”, and we refer to (1.7) as a Sommerfeld radiation condition. This
condition (in fact a weaker version) suffices for a characterization as expresssed in
the following result. We refer the reader to Theorem 3.6 for a slightly stronger result
as well as another version.

Theorem 1.4 (Uniqueness of outgoing solution). Suppose v ∈ Bµ. Suppose u is a
distributional solution to the equation Hu = v belonging to the space 〈x〉−sL2(Rd)
for some s ∈ R, and suppose that there there exists σ ∈ (0, 1] such that

Opw(χ−(a0)χ̃−(b0))u ∈ (Bµ)∗0 for all χ− ∈ C∞c (R) and χ̃− ∈ C∞c ((−∞, σ)). (1.8)

Then u = R(0 + i0)v. In particular (1.7) holds.

The proof of Theorem 3.6 (yielding in particular Theorem 1.4) relies partly on a
“propagation of singularities” result. This result is stated as Proposition 3.5. We
note that the “incoming” solution u = R(0 − i0)v can be characterized similarly.
Our results generalize [DS1, Proposition 4.10] at zero energy. For similar results for
positive energies and for larger classes of potentials see [Hö1, Theorem 30.2.10] and
[GY].

2. Improved resolvent bounds

In Subsection 2.2 we prove Theorem 1.3. The proof will be based on various
results for abstract Besov spaces to be given in Subsection 2.1.

2.1. Abstract Besov spaces. LetA be a self-adjoint operator on a Hilbert spaceH.
Let R0 = 0 and Rj = 2j−1 for j ∈ N. We define correspondingly characteristic func-
tions Fj = F (Rj−1 ≤ | · | < Rj) and the space

B = B(A) =
{
u ∈ H

∣∣ ∑

j∈N
R

1/2
j ‖Fj(A)u‖ =: ‖u‖B <∞

}
. (2.1)

We can identify (using the embeddings 〈A〉−1H ⊆ B ⊆ H ⊆ B∗, 〈A〉 :=
√
A2 + 1 )

the dual space B∗ as

B∗ = B(A)∗ =
{
u ∈ 〈A〉H

∣∣ sup
j≥1

R
−1/2
j ‖Fj(A)u‖ =: ‖u‖B∗ <∞

}
. (2.2)

Alternatively, the elements u of B∗ are those sequences u = (uj) ⊆ H with uj ∈
Ran(Fj(A)) and supj∈NR

−1/2
j ‖uj‖ <∞. This abstract space was also considered in

[JP] (note however that B(A)∗ is identified incorrectly in [JP] as the completion ofH
in the norm ‖ · ‖B∗). For other previous related works we refer to [AH, GY, Wa, Ro]
and [Hö1, Subsections 14.1 and 30.2]. We note the bounds, cf. [Hö1, Subsections
14.1],

‖u‖B∗ ≤ sup
R>1

R−1/2‖F (|A| < R)u‖ ≤ 2‖u‖B∗ . (2.3)

Introducing abstract weighted spaces L2
s = L2

s(A) = 〈A〉−sH and B∗0 = B∗0(A), the
completion of H in the space B∗, we have the embeddings

L2
s ⊆ B ⊆ L2

1/2 ⊆ H ⊆ L2
−1/2 ⊆ B∗0 ⊆ B∗ ⊆ L2

−s, for all s > 1/2. (2.4)

All embeddings are continuous and corresponding bounding constants can be chosen
as absolute constants, i.e. independently of A and H. In particular

‖u‖H ≤ ‖u‖B for all u ∈ B. (2.5)
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Note also that

u ∈ B∗0 if and only if u ∈ B∗ and lim
R→∞

R−1/2‖F (|A| < R)u‖ = 0. (2.6)

We refer to the spaces B,B∗ and B∗0 as abstract Besov spaces. Recall the following
interpolation type result, here stated abstractly. The proof is the same as that of the
concrete versions [AH, Theorem 2.5], [Hö1, Theorem 14.1.4], [JP, Proposition 2.3]
and [Ro, Subsection 4.3].

Lemma 2.1. Let A1 and A2 be self-adjoint operators on Hilbert spaces H1 and H2,
respectively, and let s > 1/2. Suppose T ∈ B(H1,H2) ∩ B(L2

s(A1), L2
s(A2)). Then

T ∈ B(B(A1), B(A2)), and there is a constant C = C(s) > 0 (independent of T )
such that

‖T‖B(B(A1),B(A2)) ≤ C
(
‖T‖B(H1,H2) + ‖T‖B(L2

s(A1),L2
s(A2))

)
. (2.7)

Corollary 2.2. Let A1 and A2 be self-adjoint operators on a Hilbert spaces H.
Suppose that 〈A2〉s〈A1〉−s ∈ B(H) for some s > 1/2. Then B(A1) ⊆ B(A2) and

‖u‖B(A2) ≤ C‖u‖B(A1) for all u ∈ B(A1). (2.8)

The norm on B(A) in (2.1) is not the only possible choice: Define for any p > 1

Bp = B(A)p =
{
u ∈ H

∣∣ ∑

j∈N
R̃

1/2
j ‖F̃j(A)u‖ =: ‖u‖Bp <∞

}
, (2.9)

where F̃j = F (R̃j−1 ≤ | · | < R̃j), R̃0 = 0 and R̃j = pj−1 for j ≥ 1. For p = 2 this
agrees with (2.1).

Lemma 2.3. Let A be a self-adjoint operator on a Hilbert space H. For all p > 1
the space B(A)p = B(A) and there exists C = C(p) > 0 (i.e. independent of A)
such that for all u ∈ B(A)

C−1‖u‖B(A)p ≤ ‖u‖B(A) ≤ C‖u‖B(A)p . (2.10)

Proof. The first term in the expression
∑

j∈N R̃
1/2
j ‖F̃j(A)u‖ is bounded by ‖u‖B(A),

cf. (2.5). So let us look at a term with j ≥ 2. We estimate

R̃
1/2
j ‖F̃j(A)u‖ ≤ √p‖F̃j(A)|A|1/2u‖ ≤ √p

∞∑

k=2

‖F̃j(A)Fk(A)|A|1/2u‖.

Now a small consideration shows that for all k ≥ 2 there are at most 2 + [ln 2/ ln p]
number of j’s with j ≥ 2 for which F̃jFk 6= 0. Whence

∑

j≥2

R̃
1/2
j ‖F̃j(A)u‖

≤ √p
(
2 + ln 2/ ln p

) ∞∑

k=2

‖Fk(A)|A|1/2u‖ ≤ √p
(
2 + ln 2/ ln p

)
‖u‖B(A),

yielding the first inequality in (2.10) for any C ≥ 1 +
√
p
(
2 + ln 2/ ln p

)
.

By the same method one shows the second inequality in (2.10) for any C ≥
1 +
√

2
(
2 + ln p/ ln 2

)
. �
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Lemma 2.4. Let A be operator on a Hilbert space H, such that A ≥ I, and s > −1
be given. Then A−s/2 : B(A)→ B(A1+s) is a homeomorhic isomorphism, and there
is a constant C = C(s) > 0 (i.e. independent of A) such that

‖A−s/2‖B(B(A),B(A1+s)) ≤ C and ‖As/2‖B(B(A1+s),B(A)) ≤ C. (2.11)

Proof. We let p = 21/(1+s), C = 2max(s/2, 0)/(1+s) and estimate for all u ∈ B(A)

‖A−s/2u‖B(A1+s) =
∑

j≥2

R
1/2
j ‖Fj(A1+s)A−s/2u‖

≤ C
∑

j≥2

2

(
1− s

1+s

)
(j−1)/2

∥∥∥∥F
(

2
j−2
1+s ≤ A < 2

j−1
1+s

)
u

∥∥∥∥

≤ C
∑

j≥2

p(j−1)/2
∥∥F (pj−2 ≤ A < pj−1)u

∥∥

= C‖u‖B(A)p .

Now we obtain the first estimate in (2.11) by invoking Lemma 2.3.
The second estimate in (2.11) follows from the first with A → A1+s and s →

−s/(1 + s).
�

Lemma 2.5. Suppose A is a self-adjoint operator on a Hilbert space H, c ∈ R,
u ∈ B(A) and either |c| > 1 or u = F (|cA| ≥ 1)u, then u ∈ B(cA) with

‖u‖B(cA) ≤ 8|c|1/2‖u‖B(A). (2.12)

Proof. Suppose first that |c| > 1. Pick i ≥ 2 such that Ri−1 < |c| ≤ Ri. Then for
all j ≥ i+ 1

Fj(ct) ≤ F (Rj−1/Ri ≤ |t| < Rj/Ri−1) ≤ Fj−i+1(t) + Fj−i+2(t).

Whence for any u ∈ B(A) we can estimate

‖u‖B(cA) ≤
(

sup
j≥i+1

(
Rj/Rj−i+1

)1/2
+ sup

j≥i+1

(
Rj/Rj−i+2

)1/2)‖u‖B(A) +
i∑

j=1

R
1/2
j ‖u‖H

≤
(
2(i−1)/2 + 2(i−2)/2 + 2i/2(

√
2 + 1)

)
‖u‖B(A)

≤
(√

2 + 1 + 2(
√

2 + 1)
)
|c|1/2‖u‖B(A)

≤ 8|c|1/2‖u‖B(A).

Suppose now that |c| ≤ 1 and that u = F (|cA| ≥ 1)u. Clearly we can assume
that c 6= 0. Then we can pick i ≥ 2 such that Ri−1 ≤ 1/|c| < Ri, and we note that
F1(cA)u = 0. For j ≥ 2 we have

Fj(ct) ≤ F (Rj−1Ri−1 ≤ |t| < RjRi) ≤ Fj+i−2(t) + Fj+i−1(t).

Whence

‖u‖B(cA) ≤
(

sup
j≥2

(
Rj/Rj+i−2

)1/2
+ sup

j≥2

(
Rj/Rj+i−1

)1/2)‖u‖B(A)

≤
(
2(2−i)/2 + 2(1−i)/2)‖u‖B(A)

≤ 3|c|1/2‖u‖B(A). �
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We note the following abstract version of a result from [JP, Mo2] (proven by using
suitable decompositions of unity and the Cauchy-Schwarz inequality, see also [Wa,
Subsection 2.2]).

Lemma 2.6. Let A1 and A2 be self-adjoint operators on Hilbert spaces H1 and H2,
respectively, and let T ∈ B(H1,H2). Suppose that uniformly in z ∈ Γθ and m,n ∈ Z,

‖F (m ≤ A2 < m+ 1)TF (n ≤ A1 < n+ 1)‖ ≤ C. (2.13)

Then T ∈ B(B(A1), B(A2)∗), and with the constant C from (2.13) we have

‖T‖B(B(A1),B(A2)∗) ≤ 2C. (2.14)

We note the following (partial) abstract criterion for (2.13), cf. [Mo2, (I.10)] (see
also [Wa]). Recall that a bounded operator T on a Hilbert space is called accretive
if T + T ∗ ≥ 0, cf. for example [RS, Chapter X].

Lemma 2.7. Let A be self-adjoint operator on Hilbert spaces H, and suppose T ∈
B(H) is accretive. Suppose the following bounds uniformly in n ∈ Z,

‖F (n ≤ A < n+ 1)TF (n ≤ A < n+ 1)‖ ≤ C1,

‖F (A < n)TF (n ≤ A < n+ 1)‖ ≤ C2,

‖F (n ≤ A < n+ 1)TF (A ≥ n)‖ ≤ C3.

Then (2.13) holds with A1 = A2 = A, the accretive T and with C = 2C1 +C2 +C3.

2.2. Besov space bound of resolvent. In this subsection we shall prove Theo-
rem 1.3. We shall prepare for the proof of (1.4) in terms of three lemmas.

Due to (1.3), (2.4) and resolvent identities, cf. [FS, (5.12)], it suffices for (1.4) to
prove the bound with V2 in Condition 1.1 taken to be zero (i.e. only Condition 1.1
(1)–(3) are imposed and V = V1). Let in this subsection

A = (x · p+ p · x)/2; p = −i∇x. (2.16)

Notice that the commutator

i[H,A] = 2H +W ; W (x) = −2V (x)− x · ∇V (x) ≥ ε1ε̃1〈x〉−µ. (2.17)

Lemma 2.8. Suppose V2 = 0 in Theorem 1.2. Then with A given by (2.16)

sup
z∈Γθ

∥∥f|z|R(z)f|z|
∥∥
B(B(A),B(A)∗) ≤ C = C(θ). (2.18)

Proof. Following [FS, Section 3] (a modification of the method of [Mo1]) we intro-
duce

Rz(ε) = (H − iεi[H,A]− z)−1; ε Im z > 0. (2.19)

We recall the quadratic estimate [FS, Lemma 3.1],

‖f|z|Rz(ε)T‖2 ≤ C|ε|−1‖T ∗Rz(ε)T‖. (2.20)

valid for z ∈ Γθ or z̄ ∈ Γθ, ε Im z > 0 and 0 < |ε| ≤ ε(θ) sufficiently small and for all
bounded operators T .

We recall, cf. [FS, Lemma 3.3],

d

dε
Rz(ε) = (1− 2iε)−1 {Rz(ε)A− ARz(ε) + iεRz(ε)(x · ∇W )Rz(ε)} . (2.21)

Also we recall the following bound valid for any s ∈ R, cf. [FS, (4.9)],

|∂αx f sλ| ≤ Cαf
s
λ〈x〉−|α|, (2.22)
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with Cα independent of λ ≥ 0.
Now we shall prove three bounds which are uniform in z ∈ Γθ, ε > 0 and

0 < ε ≤ ε(θ),

‖Fz(ε)‖ ≤ C for Fz(ε) := 〈A〉−1f|z|Rz(ε)f|z|〈A〉−1, (2.23a)

‖F−z (ε)‖ ≤ C for F−z (ε) := eεAF (A < 0)f|z|Rz(ε)f|z|〈A〉−2, (2.23b)

‖F+
z (ε)‖ ≤ C for F+

z (ε) := 〈A〉−2f|z|Rz(ε)f|z|F (A ≥ 0)e−εA. (2.23c)

Re (2.23a). Due to (2.20)

‖Fz(ε)‖ ≤ ε−1C for 0 < ε ≤ ε(θ). (2.24)

Next we note the bounds, due to (2.22),

‖f−1
|z| Af|z|〈A〉−1‖ ≤ C and ‖〈A〉−1f|z|Af

−1
|z| ‖ ≤ C. (2.25)

Using (2.20), (2.21) and (2.25) we obtain

∥∥ d
dε
Fz(ε)

∥∥ ≤ C
(
ε−1/2‖Fz(ε)‖1/2 + ‖Fz(ε)‖

)
. (2.26)

Clearly (2.23a) follows from (2.24) and (2.26) by two integrations.
Re (2.23b). Due to (2.20) and (2.23a)

‖F−z (ε(θ))‖ ≤ ε(θ)−1/2C. (2.27)

Using (2.21) we compute

d

dε
F−z (ε) = T1 + · · ·+ T4; (2.28)

T1 =
(
1− (1− 2iε)−1

)
eεAF (A < 0)Af|z|Rz(ε)f|z|〈A〉−2,

T2 = (1− 2iε)−1eεAF (A < 0)[A, f|z|]Rz(ε)f|z|〈A〉−2,

T3 = (1− 2iε)−1eεAF (A < 0)f|z|Rz(ε)Af|z|〈A〉−2,

T4 = iε(1− 2iε)−1eεAF (A < 0)f|z|Rz(ε)(x · ∇W )Rz(ε)f|z|〈A〉−2.

Using (2.20), (2.22) and (2.23a) we estimate

‖Tj‖ ≤ ε−1/2C for 0 < ε ≤ ε(θ) and j = 1, . . . , 4. (2.29)

Notice that for all of the terms T1–T4 we apply (2.20) with T = f|z|〈A〉−1 and in
addition for T4 we apply (2.20) with T = f|z|. Clearly (2.23b) follows from (2.27)–
(2.29) by one integration.
Re (2.23c). We mimic the proof of (2.23b).

Next we note that the above arguments apply to A → A − n for any n ∈ Z
yielding bounds being independent of n. Taking ε→ 0 we thus obtain the following
bounds for the accretive operator T (z) = −if|z|R(z)f|z|, all being uniform in z ∈ Γθ
and n ∈ Z,

‖〈A− n〉−1T (z)〈A− n〉−1‖ ≤ C̃,

‖F (A < n)T (z)〈A− n〉−2‖ ≤ C̃,

‖〈A− n〉−2T (z)F (A ≥ n)‖ ≤ C̃.

Due to these bounds and Lemmas 1.3 and 2.10 we conclude (2.18) with C = 16C̃.
�



10 E. SKIBSTED

We shall use Weyl quantization on Rd denoted by Opw(c), cf. [Hö1, FS]. The
following (λ-dependent) symbols will play a prominant role (cf. [DS1, FS]):

a = aλ =
ξ2

fλ(x)2
, b = bλ =

ξ

fλ(x)
· x〈x〉 . (2.31)

It is convenient to introduce the following metric

g = gλ = 〈x〉−2dx2 + f−2
λ dξ2,

and the corresponding symbol classes S(m, g). Here m = mλ = mλ(x, ξ) will be
a uniform weight function, see [FS, Subsection 4.2] for this terminology and an ac-
count of basic pseudodifferential operator results. Here we have λ ∈ [0, λ0] (for the
fixed λ0 > 0) and the function m obeying bounds uniform in this parameter, see [FS,
Lemma 4.3 (ii)] for details (note however that the discussion there concerns unifor-
mity in a parameter E ∈ (0, 1] rather than in λ ∈ [0, λ0] which can be considered as
a trivial modification).

In the present paper we shall use the notation Sunif(m|z|, g|z|), given a uniform
weight functionm, to signify the symbol class of smooth symbols c = cz ∈ S(m|z|, g|z|)
with z in the closure of the set Γθ ⊂ C satisfying

|∂γx∂βξ cz(x, ξ)| ≤ Cγ,βm|z|(x, ξ)〈x〉−|γ|f−|β||z| . (2.32)

Note that these bounds are uniform in z belonging to the closure of the set Γθ.
We also notice that the “Planck constant” for this class is 〈x〉−1f−1

|z| , in particular

〈x〉µ/2−1 is a “uniform Planck constant”. The corresponding class of Weyl quantized
operators is denoted by Ψunif(m|z|, g|z|). Whence for example f s|z| ∈ Ψunif(f

s
|z|, g|z|),

cf. (2.22). Here is a list of other examples (referring to (2.31) for definition)

a|z| ∈ Sunif(a|z| + 1, g|z|),

F (a|z|), I − F (a|z|) ∈ Sunif(1, g|z|) for all F ∈ C∞c (R),

F (a|z|)G(b|z|) ∈ Sunif(1, g|z|) for all F,G ∈ C∞c (R),

h, h− z ∈ Sunif(f
2
|z|(a|z| + 1), g|z|) for h := ξ2 + V (x) = ξ2 + V1(x).

Now, with reference to the constant C0 in Condition 1.1 (2) (i.e. the constant
with α = 0) we can bound

f−2
|z| (x)

∣∣V (x)− z
∣∣ ≤ C ′0 := max(C0, 1). (2.34)

Let a real-valued χ− ∈ C∞c (R) be given such that χ−(t) = 1 for t ∈ [0, C ′0 + 1], and
let χ+ = 1− χ−. Then the symbol

r = rz := (h− z)−1χ+(a|z|) ∈ Sunif(f
−2
|z| (a|z| + 1)−1, g|z|).

In particular, using the calculus (see [FS, Subsection 4.2]), we can write

Opw(χ+(a|z|))f|z| = Sleft
z f−1

|z| (H − z) + T left
z 〈x〉−1f|z|, (2.35a)

f|z|Opw(χ+(a|z|)) = (H − z)f−1
|z| S

right
z + f|z|〈x〉−1T right

z , (2.35b)

where the operators Sleft
z , T left

z , Sright
z , T right

z have symbols

sleft
z , tleft

z , sright
z , tright

z ∈ Sunif(1, g|z|),

respectively. Notice for example for (2.35a) that

Opw(χ+(a|z|))−Opw(r|z|)f|z|(H − z)f−1
|z| ∈ Ψunif((〈x〉f|z|)−1, g|z|),
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and that this argument can be repeated, say k times, improving the remainder to
be in Sunif((〈x〉f|z|)−k, g|z|). Whence if k(1− µ/2) ≥ 1 indeed (2.35a) follows.

Lemma 2.9. Under the condition of Lemma 2.8 there exists C = C(θ) > 0 such
that

sup
z∈Γθ

∥∥f|z|R(z)f|z|
∥∥
B(B(f|z|〈x〉),B(f|z|〈x〉)∗)

≤ C. (2.36)

Proof. Let for convenience P = f|z|R(z)f|z|, i.e. the quantity we want to bound, and
T− = Opw(χ−(a|z|)) (as defined above). By inserting repeatedly I = Opw(χ+(a|z|))+
Opw(χ−(a|z|)) either to the left or right of terms proportional to P and using (2.35a)
and (2.35b) we obtain an expansion in various terms. Only the following four terms
are not obviously in Ψunif(1, g|z|) ⊆ B(H) and hence bounded by a constant that
is independent of z ∈ Γθ (such a constant is henceforth referred to as a “uniform
bounding constant”):

P1 = T−P T−,

P2 = T−P 〈x〉−1T right
z ,

P3 = T left
z 〈x〉−1P T−,

P4 = T left
z 〈x〉−1P 〈x〉−1T right

z .

Due to (1.3) also P4 ∈ B(H) with a uniform bounding constant.
We calculate [A, T−] ∈ Ψunif(1, g|z|) and then in turn

〈A〉T−〈f|z|〈x〉〉−1 ∈ B(H),

with a uniform bounding constant. Whence due to Lemma 2.1 applied with s = 1
(using for (2.37b) that T− = T ∗−)

T− ∈ B(B(f|z|〈x〉), B(A)), (2.37a)

T− ∈ B(B(A)∗, B(f|z|〈x〉)∗), (2.37b)

with uniform bounding constants.
The contribution from the term P1 is treated by (2.37a), (2.37b) and Lemma 2.8.
It remains to treat the contributions from the terms P2 and P3. For that we use

the resolvent identities

R(z) = R(i) + (z − i)R(z)R(i) = R(i) + (z − i)R(i)R(z). (2.38)

We shall treat the term P2 by using the first identity in (2.38), omitting the (similar)
arguments for P3 (which is based on the second identity). By Lemma 2.1 (used again
with s = 1)

f−1
|z| R(i)f|z|〈x〉−1T right

z ∈ B(B(f|z|〈x〉), B(A)), (2.39)

with a uniform bounding constant. Now using (2.38) there are two terms to bound.
The contribution from the first term is trivially treated (it is in B(H)), while the
contribution from the second term is treated using (2.37b), (2.39) and Lemma 2.8.
We obtain a uniform bound ‖P2‖B(B(f|z|〈x〉),B(f|z|〈x〉)∗) ≤ C. �

Lemma 2.10. There exists C = C(µ) > 0 such that

‖f−1/2
|z| u‖B(f|z|〈x〉) ≤ C‖u‖B(|x|) for all z ∈ Γθ and u ∈ B(|x|). (2.40)
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Proof. Due to Corollary 2.2 the bound (2.40) is equivalent to the bound (possibly
changing the constant)

‖f−1/2
|z| u‖B(f|z|〈x〉) ≤ C‖u‖B(〈x〉) for all z ∈ Γθ and u ∈ B(|x|) = B(〈x〉). (2.41)

Now to show (2.41) we decompose

I = F− + F+, F− := F (|z| < 〈x〉−µ), F+ := F (|z| ≥ 〈x〉−µ),

and estimate for all u ∈ B(|x|)

‖f−1/2
|z| F−u‖B(f|z|〈x〉) ≤

∞∑

j=2

R
1/2
j ‖F (Rj−2 ≤ 〈x〉1−µ/2 < Rj)〈x〉µ/4F−u‖

≤ sup
i≥2

(
R

1/2
i /R

1/2
i−1

) ∞∑

j=2

R
1/2
j−1‖F (Rj−2 ≤ 〈x〉1−µ/2 < Rj−1)〈x〉µ/4u‖

+
∞∑

j=2

R
1/2
j ‖F (Rj−1 ≤ 〈x〉1−µ/2 < Rj)〈x〉µ/4u‖.

By using Lemma 2.4 with A = 〈x〉 and s = −µ/2 to both terms on the right-hand
side we obtain then that

‖f−1/2
|z| F−u‖B(f|z|〈x〉) ≤ (

√
2 + 1)C(s)‖u‖B(〈x〉). (2.42)

Similarly we estimate

‖f−1/2
|z| F+u‖B(f|z|〈x〉) ≤ |z|−1/4

∞∑

j=2

R
1/2
j ‖F (Rj−2 ≤

√
|z|〈x〉 < Rj)F+u‖

≤ (
√

2 + 1)|z|−1/4‖F+u‖B(
√
|z|〈x〉).

By using Lemma 2.5 with A = 〈x〉, c =
√
|z| and u → F+u (note that indeed

F+u = F (|cA| ≥ 1)F+u) we obtain in turn that

‖F+u‖B(
√
|z|〈x〉) ≤ 8|z|1/4‖F+u‖B(〈x〉) ≤ 8|z|1/4‖u‖B(〈x〉).

Consequently

‖f−1/2
|z| F+u‖B(f|z|〈x〉) ≤ 8(

√
2 + 1)‖u‖B(〈x〉). (2.43)

We obtain (2.41) by combining (2.42) and (2.43) (notice that the sum of associated
bounding constants only depends on µ).

�

Proof of Theorem 1.3. We can assume that V2 = 0. Due to Lemma 2.10

f
−1/2
|z| ∈ B(B(|x|), B(f|z|〈x〉)), (2.44a)

f
−1/2
|z| ∈ B(B(f|z|〈x〉)∗, B(|x|)∗), (2.44b)

with uniform bounding constants. We decompose

f
1/2
|z| R(z)f

1/2
|z| = f

−1/2
|z|

(
f|z|R(z)f|z|

)
f
−1/2
|z| ,

and apply (2.44a), Lemma 2.9 and (2.44b) to the three factors on the right-hand
side ordered from the right to the left, respectively. �
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3. Sommerfeld radiation condition at zero energy

We shall give a characterization of the boundary values R(0±i0) of Theorem 1.2 in
terms of “radiation conditions” in a Besov space. This may be seen as a zero-energy
analogue of the (strictly) positive-energy result [Hö1, Theorem 30.2.10] which is valid
for a larger class of potentials. Under less general conditions than Condition 1.1 such
a result was proved in [DS1], see [DS1, Proposition 4.10].

We recall some bounds of [FS]. First it is convenient to change the definition
of the symbols f, a and b used in Subsection 2.2. Specifically we define here and
henceforth f by (1.2) with K given by (1.6). We define the symbols a and b by
(2.31) with this value of K and modify similarly the metric g. (The symbol class
Sunif(m|z|, g|z|) is independent of the constant K > 0 however.) Let us note the
following modification of (2.34)

f−2
|z| (x)

∣∣V1(x)− z
∣∣ ≤ C ′0 := max(C0/K, 1). (3.1)

Consider real-valued χ− ∈ C∞c (R) such that χ−(t) = 1 in a neighbourhood of
[0, C ′0] and such that χ′−(t) ≤ 0 for t > 0. Let χ+ = 1 − χ−. Then we obtain
obvious modifications of (2.35a) and (2.35b), in fact we could replace the power
〈x〉−1 occuring to the right in (2.35a) and (2.35b) by any negative power of 〈x〉 by
the same arguments used for (2.35a) and (2.35b) and we could distribute powers
of f differently. Whence in particular the pseudodifferential calculus leads to the
following result.

Lemma 3.1. Let χ+ be given as above. Then for all n ∈ N there exist

sleft
z , tleft

z ∈ Sunif((a|z| + 1)−1, g|z|) ⊆ Sunif(1, g|z|)

such that with Sleft
z = Opw(sleft

z ) and T left
z = Opw(tleft

z )

Opw(χ+(a|z|) = Sleft
z f−2

|z| (H − V2 − z) + f
−1/2
|z| 〈x〉−nT left

z 〈x〉−nf 1/2
|z| . (3.2)

We combine (1.3), (2.38), (3.2) and the calculus to conclude the following gen-
eralization of [FS, (4.5b)]. (The method of proof in [FS] is at this point more
complicated.) The continuity assertion below is shown as in [DS1, Subsection 4.1].

Lemma 3.2. Let χ− and χ+ be given as above. Let δ > 0 be given as in Condi-
tion 1.1 (4). Then for all s > 1/2, t ∈ [0, δ + 1− µ/2] there exists C > 0 such that
for z ∈ Γθ

‖T+(z)| ≤ C; T+(z) := 〈x〉t−sf 1/2
|z| Opw(χ+(a|z|)R(z)f

1/2
|z| 〈x〉−t−s. (3.3)

Moreover there exists T+(0 + i0) = limz→0,z∈Γθ T+(z) in B(L2(Rd)).

We also have a generalization of [FS, (4.5d)]. For that we consider an arbitrarily
given real-valued χ̃− ∈ C∞c ((−∞, 1)). Again we use the δ from Condition 1.1.

Lemma 3.3. Let χ−, χ+ and χ̃− be given as above. Then for all s > 1/2, t ∈ [0, δ)
there exists C > 0 such that for z ∈ Γθ

‖T−(z)| ≤ C; T−(z) := 〈x〉t−sf 1/2
|z| Opw(χ−(a|z|)χ̃−(b|z|))R(z)f

1/2
|z| 〈x〉−t−s. (3.4)

Moreover there exists T−(0 + i0) = limz→0,z∈Γθ T−(z) in B(L2(Rd)).
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Note that the symbol χ−(a|z|)χ̃−(b|z|) ∈ Sunif(1, g|z|) while this is not the case for
the symbol χ̃−(b|z|) itself, and that the important condition on the support of χ̃−
(yielding the localization b|z| ≤ 1 − σ < 1 for some σ > 0) is equivalent to the
support condition used for the symbol b in [FS, (4.5d)] (this is a consequence of the
normalization (1.6)). Taking this remark into account the bound (3.4) is essentially
contained in [FS]. The necessary modification of the proof of the weaker result [FS,
(4.5d)] is explained in the beginning of [DS1, Subsection 4.1]. This explanation will
not be repeated here. Note that a version of (3.4) is in fact stated in [DS1] as [DS1,
(4.3d)]. The continuity assertion of Lemma 3.3 is shown as in [DS1, Subsection 4.1].
Also we remark that there are versions of Lemmas 3.2 and 3.3 with the localization
factors put to the right of the resolvent, cf. [FS, Theorem 4.1], however these
statements will not be used in this paper.

We shall focus on the energy zero for which f = f0 =
√
K〈x〉−µ/2 and intro-

duce the Besov space Bµ := B(〈x〉2s0) = B(|x|2s0) adapted to this energy. Recall
here and henceforth the notation of Condition 1.1, s0 = 1/2 + µ/4. Note that

Bµ = f
1/2
0 B(〈x〉), cf. Lemma 2.4. The corresponding spaces (Bµ)∗ and (Bµ)∗0 are

characterized as follows, cf. (2.3) and (2.6).

u ∈ (Bµ)∗ ⇔ u ∈ L2
loc(Rd) and sup

R>1
R−s0‖F (|x| < R)u‖ <∞, (3.5a)

u ∈ (Bµ)∗0 ⇔ u ∈ L2
loc(Rd) and lim

R→∞
R−s0‖F (|x| < R)u‖ = 0. (3.5b)

In fact the expression to the right in (3.5a) defines a norm on B(〈x〉2s0)∗ which is
equivalent to the canonical norm of (2.2). Yet another equivalent norm on (Bµ)∗

is given in terms of an arbitrary ε ∈ (0, 1) by the expression ‖F (|x| ≤ 1)u‖ +
supR>1R

−s0‖F (εR ≤ |x| < R)u‖, and similarly

u ∈ (Bµ)∗0 ⇔ u ∈ L2
loc(Rd) and lim

R→∞
R−s0‖F (εR ≤ |x| < R)u‖ = 0. (3.5c)

Henceforth we abbreviate L2
s(|x|) = L2

s for any s ∈ R. The corresponding norm is
denoted by ‖·‖s, and we abbreviate L2

0(|x|) = L2 and ‖·‖0 = ‖·‖. Let L2
−∞ = ∪s∈R L2

s.
Due to Theorem 1.2, Theorem 1.3, Lemma 3.2 and Lemma 3.3 we have

Proposition 3.4. Let χ−, χ+ and χ̃− be given as in Lemma 3.3. For all v ∈ Bµ

there exists the weak-star limit

u = R(0 + i0)v = w?–lim
z→0,z∈Γθ

R(z)v ∈ (Bµ)∗, (3.6a)

and
Opw(χ+(a0))u, Opw(χ−(a0)χ̃−(b0))u ∈ (Bµ)∗0. (3.6b)

If v ∈ L2
s for some s > s0 we have the following stronger conclusion compared to

(3.6b),

Opw(χ+(a0))u, Opw(χ−(a0)χ̃−(b0))u ∈ L2
t for all t < min(s− s0, δ)− s0. (3.7)

In particular for any such v we can take t = −s0 in (3.7).

Proof. Note that indeed (3.6a) follows from Theorems 1.2 and 1.3 (by a density
argument). Similarly it suffices for (3.6b) to show the statements for v ∈ L2

1 (using
here that Opw(χ+(a0)) and Opw(χ−(a0)χ̃−(b0)) are bounded operators on (Bµ)∗, cf.
Lemma 2.1). However for such v it follows from Lemmas 3.2 and 3.3 that

Opw(χ+(a0))u, Opw(χ−(a0)χ̃−(b0))u ∈ L2
−s0 ⊆ (Bµ)∗0.
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Clearly (3.7) is also a consequence of Lemmas 3.2 and 3.3. �
Note that s0 defines the critical weighted L2 space for the function u defined in

(3.6a), more precisely u ∈ L2
s for all s < −s0 while no stronger assertion of this type

is given. Whence this u ∈ L2
−s0−δ and it constitutes a particular (distributional)

solution to the equation Hu = v. We study this situation somewhat generally in the
following version of the “propagation of singularities” result [DS1, Proposition 4.5],
see also [Hö2, Me, Va].

Proposition 3.5. Let χ− be given as in Lemma 3.3.

i) Suppose v ∈ Bµ, that u ∈ L2
−s0−δ obeys Hu = v, and the following localization

for some σ > 0

Opw(χ−(a0)χ̃−(b0))u ∈ L2
−s0 for all χ̃− ∈ C∞c ((−∞, σ − 1)). (3.8a)

Then

Opw(χ−(a0)χ̃−(b0))u ∈ L2
−s0 for all χ̃− ∈ C∞c ((−∞, 1)). (3.8b)

ii) Suppose v ∈ L2
s+2s0

for some s ∈ R, that u ∈ L2
s−δ obeys Hu = v, and the

following localization for some σ > 0

Opw(χ−(a0)χ̃−(b0))u ∈ L2
s for all χ̃− ∈ C∞c ((−∞, σ − 1)). (3.9a)

Then

Opw(χ−(a0)χ̃−(b0))u ∈ L2
s for all χ̃− ∈ C∞c ((−∞, 1)). (3.9b)

Proof. Obviously i) follows from ii) with s = −s0. We shall show ii) by mimicking
the scheme of the proof of [DS1, Proposition 4.5]. Since the observable b used
in [DS1] is somewhat different to our b0 and the class of potentials considered is
smaller than here, there are indeed various differences to tackle. We intend to give
a self-contained presentation.

We introduce the notation s1 = 2s0−µ+δ, and explain the role of this parameter:
Suppose u ∈ L2

s−s1 obeys Hu = v ∈ L2
s+2s0

. Note that since s1 > δ this is a more
general situation than in ii). Then due to Lemma 3.1 we can find S ∈ B(L2) such
that XsSX−s ∈ B(L2) and

Opw(χ+(a))u− SX−s1u ∈ L2
s,

and whence we conclude that

Opw(χ+(a))u ∈ L2
s. (3.10)

A consequence of this remark is that the statements (3.9a) and (3.9b) do not depend
on which χ− = 1−χ+ that enter (in particular the factors of χ− in these statements
may differ from one another).

At various points below we need to bound possible local singularities of the poten-
tial V2. Since these by assumption are located in a bounded region they are easily
treated by the general bounds (in turn easily proven using the relative compactness
of V2)

‖V2F (|x| ≤ R)u‖ ≤ Ct(‖Hu‖t + ‖u‖t) for t ∈ R. (3.11)

The reason why we need the a priory information u ∈ L2
s−δ in ii) rather than just

u ∈ L2
−∞ (as in [DS1]) lies in contributions from V2F (|x| > R)u. We will use that

the function |x|2s0+δV2F (|x| > R) is bounded (for R as in Condition 1.1 (4)), but
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since we are not imposing further regularity of this function our method of proof
does not allow us to weaken the condition u ∈ L2

s−δ.
Henceforth we abbreviate the symbols a0 = a and b0 = b. An important ingredient

of the proof is the following estimation of a Poisson bracket, cf. [DS1, (4.30)]. Here
we have h1 = ξ2 + V1(x).

{h1, b} = 〈x〉µ/2−1
(
W − (2− µ)K〈x〉−µb2 + 2h1

)
/
√
K

≥ (2− µ)
√
K〈x〉−2s0

(
1− b2

)
+ 〈x〉µ/2−12h1/

√
K.

(3.12)

We introduce for κ ∈ (0, 1] the notation Xκ = (κ|x|2 + 1)1/2 and abbreviate
X1 = X = 〈x〉. These observables have Poisson brackets

{h1, Xκ} = 2κξ · x/Xκ = 2f0b
κX
Xκ

and {h1, X} = 2ξ · x/X = 2f0b. (3.13)

Step I. Let

ε2 = min(1− µ/2, δ). (3.14)

The quantity X−ε2 will play the role of a “Planck constant”. (The number 2ε2 will
play the role of the parameter ε2 used in [DS1].) First we prove (3.9b) with the
replacement s → s̃ = s + ε2 − δ for any u ∈ L2

s̃−ε2 = L2
s−δ obeying Hu = v ∈

L2
s̃+2s0

⊇ L2
s+2s0

. Note that indeed s̃ ≤ s. In particular if (3.9a) is valid for s then
(3.9a) is also valid for s→ s̃ (to be used in Step II below). So we assume in addition
(3.9a) with s→ s̃ for any such u, and we aim at proving (3.9b) with s→ s̃. Clearly
we can (and will) assume that σ < 1 in (3.9a).

We shall use that

Opw(χ+(a))u ∈ L2
s̃, (3.15)

cf. (3.10).
Now let χ̃− be given as in (3.9b). In particular this means that supp χ̃− ⊆ (−∞, k]

for some k ∈ (0, 1). Pick a non-positive function f ∈ C∞c ((σ/3−1, 1)) with f ′(t) ≥ 0
on [σ/2 − 1,∞) and f(t) < 0 on [σ/2 − 1, (k + 1)/2]. Pick real-valued functions
f1, f2 ∈ C∞c ((−1, 1)) with f 2

1 (t) +f 2
2 (t) = 1 on supp f and supp f1 ⊂ (σ/3−1, σ−1)

while supp f2 ⊂ (σ/2 − 1, 1). We introduce for any K0 > 0 and κ ∈ (0, 1] the
observables

bκ = Xs0aκ, aκ = X s̃X−ε2κ exp(−K0b)f(b)χ−(a); (3.16)

here Xκ is defined above. Notice that we removed the subscripts for the old observ-
ables a and b and used these in (3.16) to introduce new observables with subscripts
(not to be mixed up with the old notation). We will prove bounds involving quan-
tizations of aκ and bκ that will be uniform in κ. The proof will then be completed
by taking κ→ 0.

We look at the right hand side of (3.12). The first term has the following positive
lower bound on supp bκ:

· · · ≥ cX−2s0 ; c = (2− µ)
√
K
(
1− sup{t2|t ∈ supp f}

)
.

First we fix K0: A part of the Poisson bracket with b2
κ is

{h1, X
2s̃+2s0X−2ε2

κ } = YκbX
2s̃X−2ε2

κ , (3.17)

where Yκ = Yκ(|x|) is uniformly bounded in κ, cf. (3.13). We pick K0 > 0 such that
for all κ ∈ (0, 1]

2K0c ≥ |Yκ|+ 2 on supp bκ.
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From (3.12), (3.17) and the properties of K0 and f , we conclude the following
bound at {f ′(b) ≥ 0}:

{h1, b
2
κ} ≤ −2a2

κ +O
(
Xµ+s̃

)
h1aκ +O

(
X2s̃

)
(χ2
−)′(a).

Next we multiply both sides by f 2
2 (b) (= 1−f 2

1 (b)) and obtain after a rearrangement

{h1, b
2
κ} ≤ − 2a2

κ + h1X
µdκaκ

+K1f
2
1 (b)χ2

−(a)X2s̃ −K2(χ2
−)′(a)X2s̃, dκ ∈ S(X s̃, g0);

(3.18)

here K1, K2 > 0 are independent of κ, and the family of symbols {dκ : κ ∈ (0, 1]} is
bounded in the specified symbol class.

We introduce Aκ = Opw(aκ), Bκ = Opw(bκ) and the regularization

uR = χ(X/R < 1)u

in terms of a parameter R > 1. Here and henceforth we use the notation χ(t > ε)
for any ε > 0 to denote a smooth increasing function = 1 for t > ε and = 0 for
t < 1

2
ε and we define χ(· < ε) = 1 − χ(· > ε). Let H1 = H − V2. The following

arguments rely heavily on the calculus, cf. [Hö1, Theorems 18.5.4, 18.6.3, 18.6.8].
First we compute the expectation

〈i[H1, B
2
κ]〉u = lim

R→∞
〈i[H1, B

2
κ]〉uR = −2Im 〈v,B2

κu〉+ 2Im 〈V2u,B
2
κu〉. (3.19)

Next we estimate

| − 2Im 〈v,B2
κu〉| ≤ C1‖v‖s̃+2s0

(
‖Aκu‖+ ‖u‖s̃−ε2

)
≤ 1

4
‖Aκu‖2 + C2, (3.20)

and (using the estimate (3.11) with any t ≤ s̃− δ)
|2Im 〈V2u,B

2
κu〉| ≤ C3

(
‖u‖s̃−δ + ‖v‖s̃+2s0

)(
‖Aκu‖+ ‖u‖s̃−ε2

)

≤ 1
4
‖Aκu‖2 + C4.

(3.21)

From (3.19)–(3.21) we conclude that

|〈i[H1, B
2
κ]〉u| ≤ 1

2
‖Aκu‖2 + C2 + C4. (3.22)

On the other hand, using (3.9a) (with s→ s̃), (3.15) and (3.18), we infer that

〈i[H1, B
2
κ]〉u = lim

R→∞
〈i[H1, B

2
κ]〉uR

≤ −2‖Aκu‖2 + C5‖H1u‖s̃+µ‖Aκu‖+ C6.

Here the second term arises as a bound of Re 〈Opw(dκ)X
µH1u,Aκu〉. Using the

bound ‖(H − V2)u‖s̃+µ ≤ C
(
‖v‖s̃+µ + ‖u‖s̃−δ

)
it follows that

〈i[H1, B
2
κ]〉u ≤ −3

2
‖Aκu‖2 + C7. (3.23)

Combining (3.22) and (3.23) yields

‖Aκu‖2 ≤ C2 + C4 + C7,

which in combination with the property, f(t) < 0 on [σ/2 − 1, (k + 1)/2], in turn
gives a uniform bound

‖X−ε2κ Opw(χ−(a)χ̃−(b))u‖2
s̃ ≤ C. (3.24)

We let κ→ 0 in (3.24) and infer (3.9b) with s→ s̃.

Step II. Define for m ∈ N the number s̃m = min(s, s+mε2− δ), where ε2 is given by
(3.14). We learn from Step I that (3.9b) is valid with s→ s̃1. We proceed inductively
to prove that (3.9b) is valid with s→ s̃ = s̃m given that we know the statement for
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s̃m−1 for some m = 2, 3, . . . This is done by mimicking the corresponding step in
[DS1] although in the present context it is doable in a somewhat simpler way. The
idea is to use the procedure of Step I for a localized version of u, say uε = Iεu. The
factor Iε is a pseudodifferential operator with symbol = 1 in a slightly bigger region
than the support of the symbol aκ of Step I (now used with s̃ = s̃m). Explicitly
Iε can be constructed as follows: With f and χ− given as in (3.16) we pick fε ∈
C∞c ((−∞, 1)) with fε(t) = 1 in a neighbourhood of the support of f and we pick χε
of the same type of function as χ− but with χε(t) = 1 in a neighbourhood of the
support of χ−, and then we define Iε = Opw(χε(a)fε(b)). By the induction hypothesis
uε ∈ L2

s̃m−1
. We need to consider contributions from the commutator [H1, Iε] when

mimicking the procedure of Step I using the same constructions (3.16). But these
are “nice to any order” due to the support properties of the involved symbols and the
calculus. To see this more concretely consider the analogue of (3.20): We consider
now

〈Iεv + [H1, Iε]u,B
2
κuε〉 = 〈Iεv,B2

κuε〉+ 〈B2
κ[H1, Iε]u, uε〉.

The contribution from the first term is treated as before (using now the induction
hypothesis), and the contribution from the second term is indeed harmless (since
the symbol of B2

κ[H1, Iε] is in S(X t, g0) for all t ∈ R). Similarly the expression
〈V2u,B

2
κu〉 of (3.21) needs to be replaced by

〈IεV2u,B
2
κuε〉,

which indeed can be estimated as before (using the induction hypothesis). Whence
we obtain (3.22) with u→ uε.

Similarly we can show (3.23), and hence in turn conclude (3.24), for u → uε.
Again we complete the proof by letting κ→ 0. �

We have two versions of uniqueness of the outgoing solution at zero energy stated
in one theorem as follows.

Theorem 3.6. Let χ− be given as in Lemma 3.3. Let δ and s0 be given as in
Condition 1.1.

i) Let v ∈ Bµ. Then the equation Hu = v (in the distributional sense) has a
unique solution u ∈ L2

−∞ obeying

∃ σ ∈ (0, 1) : Opw(χ−(a0)χ̃−(b0))u ∈ (Bµ)∗0 for all χ̃− ∈ C∞c ((−∞, σ)). (3.25a)

this solution is given by u = R(0 + i0)v as defined in (3.6a). In particular

Opw(χ−(a0)χ̃−(b0))u ∈ (Bµ)∗0 for all χ̃− ∈ C∞c ((−∞, 1)). (3.25b)

ii) Let v ∈ L2
s for some s > s0. Then the equation Hu = v has a unique solution

u ∈ L2
−s0−δ obeying

∃ σ > 0 : Opw(χ−(a0)χ̃−(b0))u ∈ L2
−s0 for all χ̃− ∈ C∞c ((−∞, σ − 1)). (3.26a)

This solution is given by u = R(0 + i0)v as defined in (3.6a). Whence for all
t < min(s− s0, δ)− s0

Opw(χ−(a0)χ̃−(b0))u ∈ L2
t for all χ̃− ∈ C∞c ((−∞, 1)). (3.26b)

In particular we can take t = −s0 in (3.26b).
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Proof. By Proposition 3.4 the function u = R(0 + i0)v defined as in (3.6a) for
any v given as in i) or ii) obeys (3.25b) or (3.26b) (for any such t), respectively.
By Proposition 3.5 i) the condition (3.26a) is stronger than (3.25b), which in turn
obviously is stronger than (3.25a). Whence it only remains to show that (3.25a)
is sufficient for uniqueness. In fact we can take v = 0, and it suffices to show
that (3.25a) for some u ∈ L2

−∞ obeying Hu = 0 implies that u = 0. For that we
essentially mimic the proof of [DS1, Proposition 4.10].

Step I. We shall show that any such u ∈ L2
s for all s < −s0. Suppose u ∈ L2

t for
some t < −s0 (which is an a priory information). Introducing

ε = −min
(
(t+ s0)/2, t+ s0 + ε2

)
and t1 = −s0 − ε

(the parameter ε2 is given in (3.14)), we check that

t1 > t ≥ t1 − ε2. (3.27)

Let uR = χ(X/R < 1)u, R > 1, be a given regularization of u as in the proof of
Proposition 3.5. We abbreviate χR = χ(X/R) = χ(X/R < 1). Here and henceforth
we also use the notation of (3.13) (in particular we again abbreviate a0 = a and
b0 = b). Obviously, undoing the commutator, we have

〈i[H,X−2εχR]〉u = 0. (3.28)

On the other hand, cf. (3.13),

i[H,X−2εχR] = 2Re
(
f0hε,ROpw(b)

)
;

hε,R(x) = −2εX−1−2εχ(X/R) +X−2εR−1χ′(X/R).

By using Lemma 3.1, (3.11), (3.27) and the calculus (cf. [Hö1, Theorems 18.5.4
and 18.6.3]) we obtain that

2Re 〈f0hε,ROpw
(
bχ+(a)

)
〉u = 2Re 〈f0hε,ROpw

(
bχ−(a)χ+(a)

)
〉u +O(R0) = O(R0),

and whence that

〈i[H,X−2εχR]〉u = 2Re 〈f0hε,ROpw
(
bχ2
−(a)

)
〉u +O(R0).

We invoke then (3.25a) and deduce

〈i[H,X−2εχR]〉u = 2Re 〈f0hε,ROpw
(
bχ(b > σ/2)χ2

−(a)
)
〉u +O(R0),

which in turn yields (by applying [Hö1, Theorem 18.6.8] and “reversing” the argu-
ments above) that

〈i[H,X−2εχR]〉u ≤ −εσ〈f0X
−1−2εχR〉u +O(R0). (3.29)

By combining (3.28) and (3.29) we obtain

〈f0X
−1−2εχR〉u ≤ C, (3.30)

for some constant C which is independent of R > 1. Whence, letting R → ∞ we
see that u ∈ L2

t1
.

More generally, we define for m ∈ N

tm = −s0 + min
(
(tm−1 + s0)/2, tm−1 + s0 + ε2

)
, t0 := t,

and iterate the above procedure. We conclude that u ∈ L2
tm , and hence that indeed

u ∈ L2
s for all s < −s0.
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Step II. We shall show that u ∈ (Bµ)∗0. We apply the same scheme as in Step I, now
with ε = 0 and using the same factor of χ(b > σ/2). This leads to

−R−1〈f0χ
′(X/R

)
〉u = o(R0),

and hence indeed u ∈ (Bµ)∗0, cf. (3.5c).

Step III. We shall show that u = 0. First we introduce ε3 = ε2/2 and let s ∈
(−s0, ε3 − s0) be given arbitrarily. Our goal is to show that u ∈ L2

s. An iteration
procedure will then give that u ∈ L2, and hence that u = 0.

We consider for κ ∈ (0, 1/2] (and in terms of notation of (3.13))

bκ = Xs0aκ; aκ =
(
X
Xκ

)s
X−s0κ χ(−b > 1/2)χ−(a). (3.31)

Using (3.13) we calculate the Poisson bracket
{
h1,
(
X
Xκ

)2s0+2s}
= 4(1− κ)(s0 + s)X−3

κ

(
X
Xκ

)2s0+2s−1

f0b.

This is negative on the support of bκ with the (negative) upper bound

· · · ≤ −2−1(s0 + s)
(
X2s0−1f0

)
X−2
κ

((
X
Xκ

)s
X−s0κ

)2

= −cX−2
κ

((
X
Xκ

)s
X−s0κ

)2

; c = 2−1(s0 + s)/
√
K. (3.32)

Similarly, by (3.12),
{
h1, χ(−b > 1/2)

}

≤ −(2− µ)
√
Kχ′(−b > 1/2)X−2s0(1− b2)− 2χ′(−b > 1/2)Xµ/2−1h1/

√
K.

Note that the first term is non-positive.
We introduce the quantizations Aκ = Opw(aκ) and Bκ = Opw(bκ), and the states

uR = χRu, R > 1. Since u ∈ (Bµ)∗0 due to Step II

lim
R→∞
〈i[H,B2

κ]〉uR = 0. (3.33)

Since δ > 2ε3 and s− ε3 < −s0 we also that

|〈i[V2, B
2
κ]〉uR | ≤ C,

where C is a positive constant independent of R > 1 and κ ∈ (0, 1/2].
On the other hand due to the above considerations the expectation of i[H1, B

2
κ] in

uR tends to be negative. Using Lemma 3.1, (3.11), (3.33) and the above estimations
of symbols we obtain by letting R→∞

c‖X−1
κ Aκu‖2

(
= lim

R→∞
c‖X−1

κ AκuR‖2
)
≤ C,

where c is given by (3.32) and C is independent of κ.
Whence, letting κ→ 0, we conclude that

Opw
(
χ(−b > 1/2)χ−(a)

)
u ∈ L2

s. (3.34a)

Upon replacing the factor χ(−b > 1/2) in (3.31) by χ(b > 1/2), we can argue
similarly and obtain

Opw
(
χ(b > 1/2)χ−(a)

)
u ∈ L2

s. (3.34b)

In combination with Lemma 3.1, (3.11) and Proposition 3.5 the bounds (3.34a)
and (3.34b) yield that u ∈ L2

s.
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Next the above procedure is iterated: Assuming that u ∈ L2
s for all s < tm :=

mε3−s0 (for some m ∈ N), it leads to u ∈ L2
s for all s < tm+1. Consequently, u ∈ L2

s

for all s ∈ R. In particular u ∈ L2, and therefore u = 0.
�

Corollary 3.7. Suppose u ∈ (Bµ)∗0 solves the equation Hu = 0. Then u = 0.

Remark 3.8. There is a similar characterization of the operator R(0 − i0) =
limz→0,z∈Γ(θ) R(z̄) as the one for R(0 + i0) in Theorem 3.6. We are not stating
the result here.
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[FH] R. Froese and I. Herbst, Exponential bounds and absence of positive eigen-
values for N-body Schrödinger operators, Comm. Math. Phys. 87 no. 3
(1982/83), 429–447.

[FS] S. Fournais, E. Skibsted, Zero energy asymptotics of the resolvent for a class
of slowly decaying potentials, Math. Z. 248 (2004), 593–633.

[GY] Y. Gatel, D. Yafaev, On the solutions of the Schrödinger equation with radia-
tion conditions at infinity: the long-range case, Ann. Inst. Fourier, Grenoble
49, no. 5 (1999), 1581–1602.
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