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INTRODUCTION 1

The inspiration for this thesis comes from mathematical physics, especially path integrals
and the Chern-Simons action. Path integrals were introduced by Feynman in late 1940’s and
they have recently been applied to purely geometric problems. The work [33] of Edward Witten
on the topological quantum field theory has been found very attractive by many enthusiastic
mathematicians. Although the ideas of quantum field theory are far from mathematically
understood, they seem to give unifying framework for many recent invariants in low dimensional
topology. One of the important ingredients in formulating 3-dimensional topological gauge field
theories is the Chern- Simons functional.

In quantum theory, for a compact Lie group G, we consider a G-bundle over an oriented
3-manifold M and a connection A which can be regarded as a Lie algebra valued one form on
the G-bundle. We can define the Chern-Simons functional by

S(A) :=< S(A), [M ] >=

∫

M

TP (A),

where TP (A) = 1
8π2 Tr(AdA + 2

3
A ∧ A ∧ A) is the Chern-Simons form and Tr is an invariant

quadratic form on }. One can use this functional as the lagrangian of a quantum field theory.
The Lagrangian formualtion of quantum theory leads us to ”path integrals”;

Z(M) =

∫
e2πiS(A)dA

over the space of all connections on the 3-manifold.

In 1989 Witten proposed a formulation of a class of 3-manifold invariants as generalized
Feynman integrals taking the form above (see also Dijkgraaf-Witten [8], Rabin[29]).

In Chern-Simons theory for which we follow Chern-Simons [7], the parameter which defines
the “path” varies the connection. In our case, the path corresponds to a connection and the
subdivision in the path corresponds to the subdivision in order to compute the variation of the
Chern-Simons class for a connection.

Now, we recall Huebschmann [17] for the Chern-Simons function, let M be a smooth closed,
oriented manifold and consider a G-bundle on I ×M with a connection ω on M , parametrized
by I = [0, 1] or equivalently, as a path of connections. The Chern-Weil construction assigns
to an invariant homogeneous degree k polynomial P on the Lie algebra g the characteristic
form P (Fω) on I × M of degree 2k. Integration along the fibers of the canonical projection
π : I ×M → M yields the secondary Chern-Simons form TP (ω) on M of degree 2k − 1 with

dTP (ω) = P (Fω(1))− P (Fω(0)),

where P (Fω(0)) and P (Fω(1)) are the characteristic forms on M induced by the embedding
i0 : M → I ×M and i1 : M → I ×M defined with reference to the two end points of I. Given
a (2k − 1)-cycle c of M ,

∫
c
TP (ω) yields a real number which modulo 1 only depends on the

gauge equivalence classes of the two connections ω0 and ω1. Then given a principal G-bundle
ξ and a cycle c of M , after having fixed a connection ω0 on ξ, on the space of base gauge
equivalence classes of connections on ξ, we define a G- invariant function S with values in R/Z:
Pick a path ω of connections from ω0 to ω1, assign to ω0 on the fixed value S(ω0) and given
any ω1 on ξ, define S(ω1) by

S(ω1) =

∫

c

TP (ω) + S(ω0) mod Z.
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Let E → M be a bundle and {Ui}i∈I be an open covering of M . We can define a
connection on this bundle by pulling back the canonical connection on the universal
bundle. Every trivial bundle has a flat connection. Local trivializations define flat connec-
tions ωi in EUi

. So ωi ∈ A1(EUi
, }) is a connection on EUi

. By choosing a partition of unity
{ϕi}i∈I and ω =

∑
i∈I ϕiωi will be a connection on E. We want to see how many connec-

tions we can get in this way and we consider the space of such connections in order to see
the analogy of path integration. Let’s take a nerve of U = {Ui}i∈I and its fat realization
‖NMU‖ =

⊔
∆p ×NMU(p)/ ∼. Now, look at the following diagram

‖NMU‖
h

$$HHHHHHHHH E

²²
M,

s
ddHHHHHHHHH

here the section s : M → ∆p ×NMU defines a partition of unity since ϕi(x) 6= 0, x ∈ M ,
h ◦ s = id, hence varying t ∈ ∆p corresponds to a simplicial construction P̄.S. closely related to
the prismatic subdivision ‖|P̄.S. ‖. This is the motivation how one can use the path integration
and Chern-Simons functional by means of subdivision, that is, the path integration is interpreted
as an integral over ∆p. That is how our case can be thought as a model of the path integration.
One can find infinitely many connections for each fix p. Finally we obtain formulas for the
effect of the prismatic subdivision to the lattice gauge field for Chern-Simons theory. It would
be an interesting problem to study the behaviour of the Chern-Simons functional when p →∞.

More precisely, the aim in this thesis is to find formulas for the variation of a Chern-
Simons class for a given bundle F → |S|, where S is a simplicial set, with a connection ω by
using prismatic subdivision. I have been inspired by Phillips-Stone’s article [27] in which they
compute the Chern-Simons character of a lattice gauge field. In their work, they take a generic
SU(2)-valued lattice gauge field u on a triangulation Λ of a manifold M of dimension ≥ 3. A
G-valued lattice gauge field (l.g.f) on Λ is a collection u = {uij} of group elements, one for
each 1-simplex < ij > of Λ, subject to the condition uji = uij

−1. They construct from u a
principal SU(2)-bundle ξ over M and a piecewise smooth connection ω. They define a canonical
connection follows from Dupont [9] in Milnor’s universal G-bundle ξ∆G = (π∆ : E∆G → B∆G)
and a corresponding canonical Chern-Simons form. They extend l.g.f. to a G-valued parallel
transport function (p.t.f.) over Λ which consists of a family V of piecewise smooth maps
of cubes into G with the cocycle and compatibility conditions. This gives rise to define a
classifying map f : Λ → B∆G which leads to the construction of a pseudo section. They use
the pseudo section to integrate the pulled-back Chern-Simons form from the universal bundle.
By using the bar construction established by Eilenberg and MacLane [14], they compute the
Chern-Simons character from each 3-simplex σ ∈ Λ. They compare the Chern-Simons class
S(ω) with the Chern-Simons class for the canonical connection for SU(2) and the second one
is already zero. In our case, we do the variation of the Chern-Simons class for a connection for
a general case. Since they work on a special case and SU(2) is 2-connected, everything works
without any problem. In our case there is no trivialization and such a cycle property to get a
section. Therefore we would have to follow another way to calculate the related formula for the
Chern-Simons character. For further information, one can see Freed [15], Huebschmann [17],
Lüscher [19], Phillips-Stone [23],[24],[26],[28].

The Chern-Simons form and character have been introduced by S.S. Chern-J. Simons [7] and
by taking this article as a base J. Cheeger and J. Simons have studied on differential characters
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in [6]. Lattice gauge fields were introduced by K. Wilson in [32] to represent classical field
configurations in Monte Carlo evaluations of path integral solutions of quantum field theories.
L.g.f.’s have been used to find a new way of computing the second Chern number (the topological
charge) of a principal SU(2)-bundle ξ over a triangulated 4-manifold M by Phillips-Stone [25],
if ξ has a connection.

The prismatic subdivision plays an important role in the thesis. It has also been used by
McClure-Smith [21] to give a solution of Deligne’s Conjecture. An affirmative answer to the
Deligne’s conjecture has been given by Kontsevich and Voronov. The prismatic subdivision was
discovered independently and various times by e.g., Lisica-Mardesic [18] and Batanin [1], [2].
There is a related edgewise subdivision discovered by Quillen, Segal, Bökstedt and Goodwille
and it has also been studied by Hsiang and Madsen. The edgewise subdivision of a simplex
is a subdivision of the prismatic subdivision. A special case of the edgewise subdivision was
given by Bökstedt-Brun-Dupont in an unpublished note [4] and applied by the same authors
in [3]. It can be defined as a chain map from the singular chain complex of any topological
space into itself. In the construction given in [4], one uses the Alexander-Whitney map and
the definition is closely related with the Eilenberg-Whitney map (see MacLane [20] (chapter 8,
p.238)). Although it is quite similar to the barycentric subdivision, it has better properties in
the sense that it divides a simplex into simplices which are more precise. The construction in
[4] was quite useful to give the geometric interpretion of the realization of the prism complex
PpSq0,...,qp and it motivated me to construct a canonical homeomorphism L : ‖ |P.S.| ‖ → ‖ |S.| ‖
and Alexander-Whitney diagonal map. This homeomorphism is one of the main statements in
the thesis. We would like to point out that we are not using the edgewise subdivision in our
construction. In our case, it is enough to use prismatic subdivision , since we want to make a
simplex as small as possible along the edges.

We have used also some other tools in this thesis. One of the most important of them is the
simplicial currents given by Dupont-Just [13]. The complex A∗‖X‖ of simplicial differential
forms defined in Dupont [11] plays the role of the differential forms on a manifold. In their
article, the aim is to introduce a complex Ω∗‖X‖ of simplicial currents on a simplicial manifold
X, with properties similar to the complex of currents on a manifold. We have used this article
to define some required extensions in the simplicial currents and the chain homotopy between
them.

Now, we are going to give a brief outline for the thesis:

The first two chapters deal with some definitions of simplicial constructions and Alexander-
Whitney map and they contain some preliminaries.

Chapter 3 contains the edgewise subdivision construction given in [4] as a motivation to
define the map

AW (∆) : |S| → |EpS.| = |S.| × ...× |S.|(p + 1− times)

by using the Alexander-Whitney map. This map is defined by means of a simplicial construc-
tion. The important property here is that |PpS.| corresponds to a subdivision of the simplex in
|S.|. lp(t) : |PpS.| → |S.| leads us to find the chain map

aw : C∗(S) → C∗,∗(PS)

which is induced by lp(t)
−1 for t ∈ ◦

∆
p

.



4 BEDIA AKYAR

In chapter 4, we examine the prism complex |PpS.| and establish a canonical homeomorphism

L : ‖ |P.S.| ‖ → ‖ |S.| ‖,
where ‖ |S.| ‖ = ‖∆∞‖ × |S.| and ∆∞ is the simplicial set with one element ιp = (0, ..., p) in
each degree. Moreover, it is shown that there exists a well-defined chain homotopy

uδ : ‖S.‖ → ‖ |S.| ‖.

In chapter 5, an analogy between a nerve for a simplicial complex and a nerve for a sim-
plicial set is given by defining P̄pSq0,...qp . There is a projection |P̄pSq0,...qp → |PpSq0,...qp|. We
point that |P̄pSq0,...qp | corresponds to the p-th nerve of |PpSq0,...,qp | for the covering |S.| by stars
{r−1(σ) | σ ∈ S0}, where r : S̄. → S0 is a retraction and S̄q := Sq+1 is the star complex.
The reason is to construct the new complex P̄pS. is that there is no well-defined classifying
map ‖ |P.S.| ‖ → BG and there is a homotopy equivalence ‖ |P̄.S.| ‖ ' ‖S‖. Nevertheless
‖ |P̄.S.| ‖ ' ‖ |P.S.| ‖ induced from the projection given above is a homotopy equivalence.
Then we construct a classifying map

m : ‖ |P̄.S.| ‖ → BG.

At the end of the chapter in proposition 5.2, we show that S. is a deformation retract of P̄pS.

with r : P̄pS. → Sp.

Chapter 6 deals with transition functions for a given bundle F → |S| and admissible trivial-
izations. We also show that there is a bundle F → |S|, S is a simplicial set, and trivializations
with transition functions for a given set of transition functions satisfying some relations in
proposition 6.8.

Chapter 7 includes the construction of the classifying map m for a given bundle F → |S|
and admissible trivialization and also it contains the construction of a map k : ‖S‖ → BG
defined with aid of transition functions.

Chapter 8, we work on the chain level in order to solve the problem of lifting to |P̄.S.|.
Lifting uδ we get a lifting Hδ : ‖S‖ → ‖ |P.S.| ‖ of the family uδ defined in chapter 4. However
on the space level, there is no any way to lift Hδ, but it can be done on the chain level which
leads us to examine the double complex C∗,∗(PS) as a family of {Cp,n(PS)} of modules with
boundary maps given in proposition 8.1.

In chapter 9, we consider ‖ |S.| ‖ and show that there exists a map of bicomplexes

aw0 : C∗(∆∞)⊗ C∗(S) → C∗(PS),

where C∗(∆∞) is the chain group with only one generator in each degree and aw0 is an extension
of u0 on the chain level. We also define a chain map aw1 as an extension of u1.

In chapter 10, we briefly review some general information about spectral sequences and
filtration. After that we examine the homology H(C∗(PS)) = H(C∗(S)) for the prism complex
P.S.. In proposition 10.5 and proposition 10.6, we calculate the spectral sequences ′Ep,n

2 and
′′En,p

1. We also give a remark about the similar calculation for P̄S.

Chapter 11 deals with the lifting problem. First we show that the chain maps u0 and u1

given in chapter 8 are chain homotopic via chain homotopy s. In proposition 11.3, we find a
lift ũ0 for u0.
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Chapter 12 contains the chain homotopy T between the chain maps aw0 and aw1 given in
chapter 9. In order to define this chain homotopy, we need to follow some steps given by lemma
12.2 and lemma 12.3. After defining T , we show that there is a lift ãw0 for aw0.

In chapter 13, we start giving the definition of a dual simplicial de Rham complex as in
Dupont [11]. It also deals with some definitions and properties for a complex Ω∗‖X‖ of simplicial
currents as in Dupont-Just [13] on a simplicial manifold X. This is used as a tool in this thesis.

Chapter 14 deals with the extensions of the chain maps aw0 and aw1 to the simplicial
currents. We show that there exists a map of bicomplexes

awΩ
0 : Ω∗(∆∞)⊗ C∗(S) → Ω∗,∗(PS)

and there exists a chain map

awΩ
1 : Ω∗(∆∞)⊗ C∗(S) → Ω∗,0(PS).

These two maps awΩ
0 and awΩ

1 correspond to the extensions of aw0 and aw1, respectively. At
the end of the chapter, we show that there is a chain homotopy sΩ

′ between the extensions
awΩ

0 and awΩ
1. Moreover, we also show that there is a lift ˜awΩ

0 for awΩ
0.

Chapter 15 reviews some general information about characteristic classes, Classical Chern-
Weil theory and Chern-Simons theory. We also give the Chern-Simons form as a differential
character due to Chegeer-Simons [6]. In corollary 15.11 (see Dupont-Kamber [12]), we give the
Chern-Simons class SP,u(ω) ∈ H2k−1(M,R/Z), where P ∈ Ik(G) and u ∈ H2k(BG, Λ). At last,
we give the difference of the evaluation of the Chern-Simons classes for two different connections
ω1 and ω2 on a cycle as a difference form as follows;

< SP,u(ω2), [M ] > − < SP,u(ω1), [M ] >=

∫

W

P (Fω̃) =

∫

M

TP (ω1, ω2),

where TP (ω1, ω2) =
∫ 1

0
id/dtP (Fω̃)dt, ω̃ = (1− t)ω1 + tω2 in M× [0, 1] = W 2k, P is a polynomial

of the two connections ω1 and ω2 defined on E.

The last chapter 16 includes the applications of the prismatic constructions to the gauge
field. In this chapter, we start with the definition of a connection ω, induced from the canonical
connection, in a simplicial bundle and as well as in the universal bundle EG → BG. We then
give a formula for the variation of the Chern-Simons class for a given bundle F → |S| with the
connection ω. We evaluate the difference of the Chern-Simons classes for two connections on a
cycle defined on Ω∗,∗(P̄S) which covers the cycle on C∗(S). This can be expressed in a different
way as follows; we evaluate a Chern-Simons class for the given bundle with ω on the difference
of two cycles defined on Ω∗,∗(P̄S). We give the main formula for the variation with theorem
16.6. Furthermore, the lifting ãwΩ

0 defines a cycle z̃l on Ω∗,∗(P̄S). Since the Chern-Simons
class is related to the second Chern class of the bundle, we will give the variation in corollary
16.7 in terms of the Chern form for the bundle with the canonical connection on the cycle z̃l

defined on Ω∗,∗(P̄S) via ãwΩ
0.
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Chapter 1

SIMPLICIAL CONSTRUCTIONS AND CLASSIFYING SPACE

In order to understand the concept of a bundle over a simplicial set, we will first review some
essential definitions of simplicial constructions. We give a brief review of classifying spaces of
lie group G. Much more information of the ingredient in this chapter can be found in the
mathematical literature, for example in Dijkgraaf-Witten [[8]], Dupont [[10]], Milnor [], Segal
[].

Definition 1.1 ( Standard n-Simplex ) :

Let us consider ∆n in Rn+1, the convex hull of the set of canonical basis vectors
ei = (0, ..., 1, ..., 0) with 1 on the i-th place, i = 0, ..., n. That is,

∆n = {t = (t1, ..., tn) ∈ Rn|1 ≥ t1 ≥ ... ≥ tp ≥ 0}.

Let εi : ∆n−1 → ∆n, i = 0, ..., n, be the inclusion on the i-th face and ηj : ∆n+1 → ∆n be
the degeneracy map, j = 0, ..., n . The identities with the face and the degeneracy maps are as
follows:

εjεi =

{
εiεj−1 : i < j
εi+1εj : i ≥ j,

ηjηi =

{
ηiηj+1 : i ≤ j
ηi−1ηj : i > j,

and

ηj ◦ εi =





εi ◦ ηj−1 : i < j
id : i = j, i = j + 1

εi−1 ◦ ηj : i > j + 1,

Simplices are building blocks of a polyhedron. An n-simplex to represent an n-dimensional
object, the vertices (pi) must be geometrically independent, that is, no (n − 1)-dimensional
hyper plane contains all the n+1 points. A 0-simplex p0 is a point, or a vertex, and a 1-simplex
(p0p1) is a line, or an edge. A 2-simplex (p0p1p2) is defined to be a triangle with its interior
included and a 3-simplex (p0p1p2p3) is a solid tetrahedron.

3



4 BEDIA AKYAR

Definition 1.2 ( Simplicial Set ) :

A simplicial set S is a sequence S = {Sq}, q = 0, 1, 2, ..., of sets together with face operators
εi : Sq → Sq−1, i = 0, ..., q, and degeneracy operators ηi : Sq → Sq+1, i = 0, ..., q, which satisfy
the following identities

εiεj =

{
εj−1εi : i < j
εjεi+1 : i ≥ j,

ηiηj =

{
ηj+1ηi : i ≤ j
ηjηi−1 : i > j,

and

εi ◦ ηj =





ηj−1 ◦ εi : i < j
id : i = j, i = j + 1

ηj ◦ εi−1 : i > j + 1,

Definition 1.3 ( Simplicial Map ) :

A simplicial map is a map of simplicial sets which is a sequence of maps commuting with
the face and degeneracy operators.

Example ( Singular n-Simplex ) :

Let M be a C∞ manifold. A C∞ singular n-simplex in M is a C∞ map σ : ∆n →M, where ∆n

is the standard n-simplex. Let S∞n (M) denote the set of all C∞ singular n-simplices in M. Let
εi : ∆n−1 → ∆n, i = 0, ..., n, be the inclusion on the i-th face. Define εi : S∞n (M) → S∞n−1(M),
i = 0, ..., n by εi(σ) = σ ◦ εi, σ ∈ S∞n (M).

Definiton 1.4 ( Simplicial Space ) :

Let S = {Sq}, q = 0, 1, ... be a simplicial set and suppose that each Sq is a topological space
such that all face and degeneracy operators are continuous. Then S is called a simplicial space
and associated to this is so-called fat realization, the space ‖S‖ is given by

‖S‖ =
⊔
n≥0

∆n × Sn/ ∼

with the identifications

(εit, x) ∼ (t, εix), t ∈ ∆n−1 , x ∈ Sn , and i = 0, .., n, n = 1, 2, ... .

We can give the geometric (thin) realization of S which is denoted by |S| with the common
identifications

(ηit, x) ∼ (t, ηix), t ∈ ∆n+1 , x ∈ Sn , and i = 0, .., n, n = 0, 1, ... .

Remark : A space whose only face operators defined is called ∆-space.
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Definition 1.5 ( Differential k-Form ) :

Let S = {Sq} be a simplicial set. A differential k-form ϕ on S is a family ϕ = {ϕσ},
σ ∈ ⊔

pSp of k-forms such that

i) ϕσ is a k-form on the standard simplex ∆p ( i.e., every k- form on ∆p can be expressible
in the form

∑
0≤i0<...<ik≤pai0...ikdti0 ∧ ... ∧ dtik where ai0...ik are C∞ functions on ∆p, so the set

{dt1, ..., dtp} generates the set of k- forms A∗(∆p) on ∆p ), where Ak(∆p) is the set of k-forms
on ∆p, for σ ∈ Sp.

ii) ϕεiσ = (εi)
∗
ϕσ, i = 0, ..., p, σ ∈ Sp, p = 1, 2, ..., where εi : ∆p−1 → ∆p is the i-th face

map.

Example :

Let S = S∞(M) be the set of all C∞ singular simplices in M , for M a C∞ manifold. Then w
is a k-form on M , we get a k-form ϕ = {ϕσ} on S∞(M) by putting ϕσ = σ∗w for σ ∈ Sp

∞(M).

Remark :

We have for any C∞ manifold M a natural transformation i : A∗(M) → A∗(S∞(M)) which
is injective, so one can think of simplicial forms on S∞(M) as some generalized kind of forms
on M .

Definition 1.6 ( Classifying Spaces and group cohomology ) :

In order to define the cohomology of a topological group G, we need to introduce the concept
of a classifying space. A classifying space BG is the base space of a principal G-bundle EG,
the so-called universal bundle, with the following fundamental property: Any principal G-
bundle E over a manifold M allows a bundle map into the universal bundle and any two such
morphisms are smoothly homotopic. The classifying map is written as γ : M → BG for the
induced map of the base manifolds. The topology of the bundle E is completely determined by
the homotopy class of γ, that is, the different components of the space Map(M, BG) corresponds
to the different bundles E → M . It can be shown that up to homotopy BG is uniquely
determined by requiring EG to be contractible, that is, any contractible space with a free
action of G is a realization of EG.

Theorem 1.7 :

There is a topological space BG, called the classifying space for G such that the characteristic
classes are in 1-1 correspondence with the cohomology classes in H∗(BG).

The construction is as follows:

As usual ∆n ⊆ Rn+1 is the standard n-simplex with barycentric coordinates t = (t0, ..., tn).
Let Gn+1 = G× ...×G (n + 1-times) and let

EG =
⊔
n≥0

∆n ×Gn+1/ ∼

with the following identifications:

(εit, (g0, ..., gn)) ∼ (t, (g0, ...ĝi, ..., gn)) , t ∈ ∆n−1 , g0, ..., gn ∈ G , i = 0, ..., n.
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Now G acts on the right on EG by the action

(t, (g0, ..., gn))g = (t, (g0g, ..., gng)).

γG : EG → BG is a principal G-bundle and we let BG = EG/G with γG : EG → BG the
projection. The elements in H∗(BG,Z) are called universal characteristic classes, since under
γ∗ they give rise to cohomology classes in H∗(M,Z) that depends only on the topology of the
bundle E.

Definiton 1.8 ( Simplicial Manifold ) :

A simplicial set S = {Sq}, q = 0, 1, ..., is called a simplicial manifold if all Sq are C∞

manifolds and all face and degeneracy operators are C∞ maps.

Remark :

Although the classifying space BG is not a manifold, it is the realization of a simplicial
manifold, that is, a simplicial set where the set of p simplices constitute a manifold.

Definition 1.9 ( Simplicial n-Form ) :

A simplicial n-form ϕ on the simplicial manifold S = {Sp} is a sequence ϕ = {ϕ(p)} of
n-forms ϕ(p) on ∆p × Sp, such that

(εi × id)
∗
ϕ(p) = (id× εi)

∗ϕ(p−1)

on ∆p−1×Sp, i = 0, ..., p, p = 0, 1, .... Notice that ϕ = {ϕ(p)} defines an n-form on
⊔∞

p=0∆
p×Sp

and the above condition is the natural condition for a form on ‖S‖ in view of the necessary
identifications given in definition 1.8. Let’s denote the restriction ϕ(p) of ϕ to ∆p × Sp as ϕ.

Remark : When S is discrete, Definition 1.9 agrees with Definition 1.5.

Let An(S) denote the set of simplicial n-forms on S. The exterior differential on ∆p × Sp

defines a differential d : An(S) → An+1(S) and we have the exterior multiplication

∧ : An(S)⊗ Am(S) → An+m(S)

satisfying the necessary identities which are associativity and graded commutativity. The
complex (A∗(S), d) is the total complex of a double complex (Ak,l(S), d′, d′′). An n-form ϕ
lies in Ak,l(S), k + l = n iff ϕ∆p×Sp is locally of the form

ϕ =
∑

ai1...ik,j1...jl

dti1 ∧ ... ∧ dtik ∧ dxj1 ∧ ... ∧ dxjl

where (t0, ..., tp) ∈ ∆p and {xj} are the local coordinates in Sp. So

An(S) =
⊔

k+l=n
Ak,l(S)

and d = d′ + d′′, where d′ is the exterior derivative with respect to the barycentric coordinates
(t0, ..., tp) and d′′ is (−1)k times the exterior derivative with respect to the x-variables.
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Definition 1.10 ( Simplicial G-Bundle ) :

Let G be a lie group with its lie algebra g. A simplicial G-bundle π : F → S is a sequence
of differentiable G-bundles πp : Fp → Sp, where F = {Fp}, S = {Sp} are simplicial manifolds.
π is a simplicial differentiable map and the right group action is defined by Gg : F → F , g ∈ G
which is simplicial.

A connection, θ, in this bundle is a 1-form on F with coefficients in g such that ∆p × Fp|θ
is a connection in the usual sense in the bundle ∆p × Fp → ∆p × Sp.

Definition 1.11 ( Simplicial Diagonal Map ) :

For any simplicial set S, ∆s = s × s defines a simplicial map ∆ : S → S × S called the
simplicial diagonal map.

Remark : All structures make sense as a ∆-space.

Definition 1.12 ( Triviality of Bundles ) :

If a fibre bundle can be written as a direct product of the base and the fibre then it is called
as trivial.

Theorem 1.13 :

A principal bundle is trivial if and only if it admits a global section.

Proof :

⇐ Let (E, π,M, G) be a principal bundle and let s ∈ Γ(M,E) be a global section. So there
exists a homeomorphism E → M ×G by using s. Since the right action is transitive and free,
any element f ∈ E is uniquely written as s(m).g for some m ∈ M and g ∈ G.

Define a map ψ : E → M ×G by ψ(s(m)g) = (m, g) which is a homeomorphism so E is
trivial bundle M ×G.

⇒ Suppose E ∼= M ×G. Let ϕ : M × G → E be a trivialization and take a fixed element
g′ ∈ G. So sg′ : M → E which is defined by sg′(m) = ϕ(m, g′) is a global section. ¤

We would like to finish this chapter with the following remarks.

Remark :

The curvature of a trivial bundle is zero since a connection ω in a trivial G-bundle F is
induced from the Maurer-Cartan connection in the principal G-bundle G → pt. This connection
is called as flat connection.

Remark :

If we are given a covering U = {Uα} and a system of transition functions, one can construct
a corresponding principal G- bundle:

The total space is defined as
⊔

α Uα × G/ ∼ such that (u, g) ∈ Uα ×G identified with
(u, tβα(u).g) ∈ Uβ ×G, ∀u ∈ Uα

⋃
Uβ and g ∈ G.



Chapter 2

ALEXANDER-WHITNEY MAP

It is well-known that for two simplicial modules A and B, one can define a chain map
C∗(A × B) → C∗(A)⊗ C∗(B). We want to do this for the simplicial space level in general.
In order to do this, we need some motivation with Alexander-Whitney map and Eilenberg-
Zilber theorem. So we give a few facts and theorems about Alexander-Whitney map without
their proofs. As a general reference, one can see MacLane ([20]) (p. 239).

Theorem 2.1 ( The Eilenberg-Zilber Theorem ) :

If U and V are simplicial sets, then U × V is the simplicial set with (U × V )n = Un × Vn

the cartesian product of sets and

εi(u, v) = (εiu, εiv)

ηi(u, v) = (ηiu, ηiv),

i = 0, ..., n for u ∈ Un, v ∈ Vn and n > 0 in the case of εi (where εi : Sn → Sn−1, ηi : Sn → Sn+1,
i = 0, ..., n are the i-th face and the i-th degeneracy operators of S).

Let π1 : X × Y → X, π2 : X × Y → Y be the projections on X and Y . Each singular
simplex σ : ∆n → X × Y is determined by its projections π1σ and π2σ, while εiπjσ = πjεiσ,
ηiπjσ = πjηiσ. Hence,

σ → (π1σ, π2σ)

provides an isomorphism
S(X × Y ) ∼= S(X)× S(Y )

of simplicial sets. The computation of the singular homology of X × Y is thus reduced to the
computation of the homology of a cartesian product of simplicial sets.

There is a parallel product for simplicial modules A and B (i.e., a simplicial Λ-module is
meant a simplicial set in the category of all Λ-modules) over a commutative ring. The cartesian
product A×B is defined to be the simplicial module with (A×B)n = An ×Bn and

εi(a⊗ b) = εia⊗ εib,

ηi(a⊗ b) = ηia⊗ ηib,

i = 0, ..., n for a ∈ An, b ∈ Bn and n > 0 in the case of εi.

We will write a× b instead of a⊗ b of An ⊗Bn to avoid confusion. This insures that there
is a natural isomorphism of simplicial modules

F (U × V ) ∼= FU × FV ,

8
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for F (U × V ) in dimension n is the free module generated by the set Un × Vn and
F (U × V ) ∼= (FUn)⊗ (FVn).

Theorem 2.2 :

For simplicial modules A and B over a commutative ring Λ, C∗ denotes the chain complex,
there is a natural chain equivalence

C∗(A×B)  C∗(A)⊗ C∗(B).

Lemma 2.3 :

For simplicial modules A and B, there exists a natural chain map

f : C∗(A×B) → C∗(A)⊗ C∗(B)

which is the identity in dimension zero. Any two such natural maps f are chain homotopic via
a homotopy which is natural.

Proposition 2.4 :

For each non-negative integer n, C∗(Mn) is acyclic.

Lemma 2.5 :

For simplicial modules A and B, there exists a natural chain map

g : C∗(A)⊗ C∗(B) → C∗(A×B)

which is the identity in dimension zero. Any two such natural maps g are homotopic by a chain
homotopy natural in A and B. Denote the last face in the simplicial set S by ε̃, that is, for
a ∈ Sn set ε̃a = εna. Thus, for any exponent n− i, ε̃n−ia = εi+1...εna.

Theorem 2.6 :

For any simplicial modules A and B, a natural chain map f : C∗(A×B) → C∗(A)⊗ C∗(B)
for the “Eilenberg-Zilber” theorem is given by

f(a× b) =
n∑

i=0

ε̃n−ia⊗ εi
0b, a ∈ An, b ∈ Bn.

f is known as the “Alexander-Whitney map”.

Theorem 2.7 :

For any simplicial modules A and B, a natural chain transformation g for the Eilenberg-
Zilber theorem is given, for a ∈ Ap, b ∈ Bq, by (2.1)

g(a⊗ b) =
∑

(v,w)

(−1)ε(v)(ηwq ...ηw1a× ηvp ...ηv1b),
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where the sum is taken over all (p, q)-shuffles (v, w) and ε(v) is the sign defined by∑p
i=0 vi − (i− 1). g is natural, a⊗ b has dimension p + q, and so do ηwq ...ηw1 and ηvp ...ηv1 .

Geometrically, g provides a “triangulation” of ∆p ×∆q of two simplices. Specifically, take
a ∈ Mp and b ∈ M q, so “a” has vertices (0, 1, ..., p). In this vertex notation,

ηwq ...ηw1a = (i0, ..., ip+q),

with 0 = i0 ≤ i1 ≤ ... ≤ ip+q = p, and ik = ik+1 precisely when k is one of w1, ..., wq.

Similarly, ηvp ...ηv1b = (j0, ..., jp+q), with jk = jk+1 precisely when k is one of v1, ..., vp. The
simplex displayed on the right of ( 2.1 ) then has the form

(i0, ..., ip+q)× (j0, ..., jp+q),

where the first factor is degenerate at those indices k for which the second factor is not
degenerate. This symbol may be read as the (p + q)-dimensional affine simplex with
vertices (ik, jk) in ∆p × ∆q. These simplices, for all (p, q)-shuffles, provide a simplicial
subdivision of ∆p ×∆q.

For example, if p=2, q=1, ∆2×∆1 is a triangular prism and the three possible (2,1)-shuffles
triangulate this prism into 3 simplices

(0122)× (0001) , (0112)× (0011) , (0012)× (0111) ,

each of dimension 3.

Definition 2.8 ( Simplicial Diagonal Map and Diagonal Map ) :

For any simplicial set U , ∆u = u × u defines a simplicial map ∆ : U → U × U called the
simplicial diagonal map. U determines the simplicial abelian group FZ(U) and hence the
chain complex C∗(FZU) which we write simply as C∗(U); each Cn(U) is the free abelian group
generated by the set Un, with ∂ =

∑
(−1)iεi. The diagonal induces a chain transformation

C∗(U) → C∗(U × U); also denoted by ∆. If f is any one of the natural maps from the Eilenberg-
Zilber theorem the composite

w = f∆ : C∗(U) → C∗(U × U) → C∗(U)⊗ C∗(U),

is called a diagonal map in C∗(U). Since f is unique up to a (natural) chain homotopy, so is
w. Since ∆ is associative ((∆ × 1)∆ = (1 ×∆)∆) and f is associative up to homotopy, there
is a homotopy (w ⊗ 1)w ' (1⊗ w)w.



Chapter 3

PRISMATIC SUBDIVISION

In this chapter, we want to define |S| → |EpS.| by using Alexander-Whitney map for a simplicial
space S. In order to understand this map, we would like to explain what |EpS.| is and define
|PpS.| as follows:

Let S. be a simplicial set and EpS. = S. × ...× S.︸ ︷︷ ︸
p+1−times

. The projections correspond to the face

operators and the repetitions correspond to the degeneracy operators. We will mention these
operators explicitly in the next chapter.

First, let us define the p+1-prism complex PpSq0,...,qp in a similar way used for a bisimplicial
set P1Sq0,q1 as in Bökstedt-Brun-Dupont [4] by the following construction

PpSq0,q1,...,qp = Sq0+q1+...+qp+p.

As a motivation and in order to make the following remark clear, suppose S is a simplicial
set with face operators εi : Sn → Sn−1 and degeneracy operators ηi : Sn → Sn+1, i = 0, ..., n.
We can associate this to a bisimplicial set P.S.., where P1Sq0,q1 and εi

′ = εi, ηi
′ = ηi, i = 0, ..., q0,

εj
′′ = εj+q0+1, ηj

′′ = ηj+q0+1, j = 0, ..., q1.

Note :

Sometimes we drop ”.” in the realizations unless a prism complex is considered. This should
be clear from the context.

Now, we give the geometric interpration of |PpS.|[1] by the following remark;

Remark :

|PpS.|[1] =
⊔

q0+...+qp=1

∆q0 × ...×∆qp × Sq0+...+qp+p/∼

when p = 1, then we get

|P1Sq0,q1|[1] =
⊔

q0+q1=1

∆q0 ×∆q1 × Sq0+q1+1/∼

≡ ∆0 ×∆1 × S2

⊔
∆1 ×∆0 × S2/∼.

11
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Let’s take S = ∆2 then

S0 = {{0}, {1}, {2}}
S1 = {{0, 1}, {0, 2}, {1, 2}, {0, 0}, {1, 1}, {2, 2}}
S2 = {{0, 0, 1}, {0, 1, 1}, {0, 0, 2}, {0, 2, 2}, {1, 1, 2}, {1, 2, 2}, {0, 0, 0}, {1, 1, 1}, {2, 2, 2}, {0, 1, 2}}

here {0, 1}, {0, 2}, {1, 2} are the non-degenerate elements in S1, since the others are reduced
from the degeneracy operator

η0 : S0 → S1

{0} → {0, 0}
{1} → {1, 1}
{2} → {2, 2},

and except {0, 1, 2} the others are degenerate elements in S2, they follow from η1 and η0 as
follows;

η1 : S1 → S2

{0, 1} → {0, 1, 1}
{0, 2} → {0, 2, 2}
{1, 2} → {1, 2, 2},

and

η0 : S1 → S2

{0, 1} → {0, 0, 1}
{0, 2} → {0, 0, 2}
{1, 2} → {1, 1, 2}
{0, 0} → {0, 0, 0}
{1, 1} → {1, 1, 1}
{2, 2} → {2, 2, 2}.

If we check which elements are degenerate in the prism complex we need to use the
degeneracy operator η0

′′. By the definition η0
′′ = η0+0+1 : P1S0,0

[1] → P1S0,1
[1]. So {0, 0, 1}

is not a degenerate element in the prism complex. The boundary of ∆0 × ∆1 × S2 for this
element is (01) and (00) by using ε0

′′ = ε0+0+1 = ε1 and ε1
′′ = ε1+0+1 = ε2, respectively.

Then, one can find that {0, 0, 1}, {0, 0, 2}, {1, 1, 2}, {0, 1, 2}, {0, 1, 1}, {0, 2, 2}, {1, 2, 2} are non-
degenerate elements in the prism complex so we will compute the boundaries for these elements
corresponding to (0, 1), (0, 0), (02), (00), (12), (11), (02), (01) come from ε1, ε2 and (12), (02),
(11), (01), (22), (02), (22), (12) come from ε0, ε1, respectively.

Proposition 3.1 :

Let S be a simplicial set. One can construct the Alexander-Whitney diagonal map,

AW (∆) : |S| → |EpS.| = |S.| × ...× |S.|(p + 1− times)
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by AW (∆)(lq0,...,qp(t)(s), y) = ν(s, y), where lq0,...,qp(t) : ∆q0 × ... × ∆qp → ∆q0+...+qp+p and
ν : |PpS.| → |EpS.|.

Proof :

At first instance, let’s define ν for p = 1 as follows;

The map ν
ν : ∆q0 ×∆q1 × Sq0+q1+1 → ∆q0 ×∆q1 × Sq0 × Sq1

is defined by
ν(s0, s1, y) = (s0, s1, ε̃q1+1y, ε0

q0+1y).

For p = 2, it is defined as ν(s0, s1, s2, y) = (s0, s1, s2, ε̃q1+q2+2y, ε0
q0+1ε̃q2+1y, ε0

q0+q1+2y).

In the same way, we get this map in general as;

ν(s0, ..., sp, y) = (s0, ..., sp, ε̃q1+...+qp+py, ε0
q0+1ε̃q2+...+qp+p−1y, ..., ε0

q0+...+qp+py)

and we have
|PpS.| ν //

lp $$HHHHHHHHH
|EpS.|

|S|
AW (∆)

OO

By the simplicial construction PpSq0,...,qp = Sq0+...+qp+p we know that |PpS.| ≈ |S|. So the
AW (∆) diagonal map is defined by

AW (lq0,...,qp(t)(s), y) = ν(s0, ..., sp, y),

where we have the following modification of lp(t) as in [4];

lq0,...,qp(t) : ∆q0 × ...×∆qp → ∆q0+...+qp+p.

induced by lp(t) : |PpS.| → |S.| , where

∆qi = {(s1
i, ..., sqi

i) ∈ Rqi | 1 ≥ s1
i ≥ ... ≥ sqi

i ≥ 0}
and

∆p = {(t1, ..., tp) ∈ Rp | 1 ≥ t1 ≥ ... ≥ tp ≥ 0}.

For t = (t1, ..., tp) ∈ ∆p, lq0,...,qp(t) is defined as:

lq0,...,qp(t)(s
0, ..., sp) = (s1

0(1− t1) + t1, ..., sq0

0(1− t1) + t1, t1,

s1
1(t1 − t2) + t2, ..., sq1

1(t1 − t2) + t2, t2,

, ...,

s1
p−1(tp−1 − tp) + tp, ..., sqp−1

p−1(tp−1 − tp) + tp, tp,

s1
ptp, ..., sqp

ptp).

These maps define a natural map of realizations lp(t) : |P.S.| → |S.|, that is,

lp(t) : ∆q0 × ...×∆qp × Pq0,...,qp → ∆q0+...+qp+p × Sq0+...+qp+p.
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Thus
lp(t) = lq0,...,qp(t)× id.

¤

Note :

We will only use the notation lp(t) instead of lq0,...,qp(t) to avoid the confusion.

Note :

We are using the prismatic subdivision in our construction. We could use the edgewise
subdivision which can be defined by the Eilenberg-Zilber map |S.| × ...× |S.| → |S. × ...× S.|,
but the formulae would be complicated and it would not give us an advantage.

Proposition 3.2 :

1)For t ∈ ◦
∆

p

where
◦
∆

p

= {(t1, ..., tp) | 1 > t1 > ... > tp > 0}, the map

lp(t) : |PpS.| → |S.|

is a homeomorphism and lp(t)
−1 is cellular.

2) For t ∈ ◦
∆

p

, lp(t)
−1 induces the map of cellular chain complexes

C∗(S) → C∗,∗(PS) is given by

aw(x) =
∑

q0+...+qp=n

ηq0+...+qp−1+p−1 ◦ ... ◦ ηq0(x)(q0,...,qp),

where x ∈ Sn.

3) For the i-th face map εi : ∆p−1 → ∆p, we have lp(ε
i(t)) = lp−1(t) ◦ πi, where

πi = proji × µ(i) and µ(i) : PpSq0,...,qp → Pp−1Sq0,...,q̂i,...,qp are the face operators corresponding to
µ(i) : ∆q0+...+q̂i+...+qp+p−1 → ∆q0+...+...+qp+p take (e0, ..., eq0+...+q̂i+...+qp+p−1) to (e0, ..., eq0+...+qp+p),
deleting the elements q0 + ... + qi−1 + i, ..., q0 + ... + qi + i. It deletes (qi + 1)- elements.

Proof :

1) In order to see that lp(t) is surjective, take an element from righthand-side and find its
pre image on the left hand side. This procedure defines the inverse to lp(t).

Let us consider the case p = 1;

l1(t) : ∆q0 ×∆q1 × Pq0,q1 → ∆q0+q1+1 × Sq0+q1+1.

Suppose that (k, x) ∈ ∆n × Sn and find q0 such that s1
i ≥ ... ≥ sq0

i ≥ 1
2
≥ ... ≥ sqn

i ≥ 0.
Then, for s0 = 2si − 1 where 1 ≤ i ≤ q0 and s1 = 2sj+q0+1, where 1 ≤ j ≤ q1, we have

l1(t)(s
0, s1, ηq0x) = (lq0,q1(t)(s

0, s1), ηq0x) ∼ (ηq0lq0,q1(t)(s
0, s1), x) = (k, x).

Then
l1(t)

−1 : ∆q0+q1 × Sq0+q1 → ∆q0 ×∆q1 × Pq0,q1
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is defined by l1(t)
−1(k, x) = (s0, s1, ηq0x).

In other words, l1(t)
−1 sends ∆n × {x} to

⊔q0+q1

q0=0 ∆q0 ×∆q1 × {ηq0x}q0,q1
.

For the case p=2;

l2(t) : ∆q0 ×∆q1 ×∆q2 × Pq0,q1,q2 → ∆q0+q1+q2+2 × Sq0+q1+q2+2.

By following the same way as above, we can define l2(t)
−1.

Suppose that (k, x) ∈ ∆n × Sn, and find q0, q1 such that
s1

i ≥ ... ≥ sq0
i ≥ 2

3
≥ ... ≥ sq1

i ≥ 1
3
≥ ... ≥ sqn

i ≥ 0. Then, for s0 = 3si − 2, where
1 ≤ i ≤ q0, s1 = 3sj+q0+1 − 1, where 1 ≤ j ≤ q1 and s2 = 3sk+q0+q1+2 where 1 ≤ k ≤ q2, we
have

l2(t)(s
0, s1, s2, ηq0+q1+1 ◦ ηq0x) = (lq0,q1,q2(t)(s

0, s1, s2), ηq0+q1+1 ◦ ηq0x)

∼ (ηq0 ◦ ηq0+q1+1lq0,q1,q2(t)(s
0, s1, s2), x)

= (k, x).

Thus l2(t)
−1 sends ∆n × {x} to

⊔
q0+q1+q2=n∆q0 ×∆q1 ×∆q2 × {ηq0+q1+1 ◦ ηq0x}q0,q1,q2

.

In general,

lp(t) : ∆q0 × ...×∆qp × Pq0,...,qp → ∆q0+...+qp+p × Sq0+...+qp+p

is defined by

lp(t)(s
0, ..., sp, ηq0+...+qp−1+p−1 ◦ ... ◦ ηq0x) = (lq0,...,qp(t)(s

0, ..., sp), ηq0+...+qp−1+p−1 ◦ ... ◦ ηq0x)

∼ (ηq0 ◦ ... ◦ ηq0+...+qp−1+p−1lq0,...,qp(t)(s
0, ..., sp), x).

Thus lp(t)
(−1) sends ∆n×{x} to

⊔
q0+...+qp=n∆q0×...×∆qp×{ηq0+...+qp−1+p−1 ◦ ... ◦ ηq0x}q0,...,qp

.

By using the modification of lp(t), we can show that lp(t) is a homeomorphism for t ∈ ◦
∆

p

.

We only do this for p = 1,

l1(t) : ∆q0 ×∆q1 × Sq0+q1+1 → ∆q0+q1+1 × Sq0+q1+1

is defined by
l1(t)(s

0, s1, ηq0x) = (l1(t)(s
0, s1), ηq0x) ∼ (ηq0l1(t)(s

0, s1), x),

where (ηq0l1(t)(s
0, s1), x) ∈ ∆q0+q1 × Sq0+q1 .

The function of ηq0 here is to delete the (q0 + 1)-st element, t1, as

ηq0l1(t)(s
0, s1) = ηq0(s1

0(1− t1) + t1, ..., sq0

0(1− t1) + t1, t1, s1
1t1, ..., sq1

1t1)

then
ηq0 : ∆q0+q1+1 → ∆q0+q1

is defined by

ηq0(l1(t)(s
0, s1)) = (s1

0(1− t1) + t1, ..., sq0

0(1− t1) + t1, s1
1t1, ..., sq1

1t1).
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Thus
l1(t)(s

0, s1, ηq0x) ∼ (ηq0l1(t)(s
0, s1), x).

One can easily show that l1(t) is a monomorphism.

If l1(t)(s
0′, s1′, ηq0x

′) = l1(t)(s
0, s1, ηq0x) then we need to show that

(s0′, s1′, ηq0x
′) = (s0, s1, ηq0x).

By using the definition of l1(t), we get

(ηq0l1(t)(s
0′, s1′), x′) = (ηq0l1(t)(s

0, s1), x).

It follows that s1
0 = s1

0′,...,sq0
0 = sq0

0′,s1
1 = s1

1′,..., sq1
1 = sq1

1′.

Moreover l1(t) is surjective:

For all u0 ∈ ∆q0+q1+1, ∃(s0, s1) ∈ ∆q0 ×∆q1 , t ∈ ◦
∆

1

, such that

l1(t)(s
0, s1) = u0 = (u1, ..., uq0+q1+1).

From the definition of l1(t), we can write

l1(t)(s
0, s1) = u0 = (s1

0(1− t) + t, ..., sq0

0(1− t) + t, t, s1
1t, ..., sq1

1t)

= (u1, ..., uq0+q1+1)

It follows by substituting t by uq0+1 we get

s1
0 =

u1 − uq0+1

1− uq0+1

, ..., sq0

0 =
uq0 − uq0+1

1− uq0+1

, s1
1 =

uq0+2

uq0+1

, ..., sq1

1 =
uq0+q1+1

uq0+1

here s0 ∈ ∆q0 and s1 ∈ ∆q1 , since u0 = (u1, ..., uq0+q1+1) ∈ ∆q0+q1+1 satisfies the following

1 ≥ u1 ≥ ... ≥ uq0 ≥ uq0+1 ≥ ... ≥ uq0+q1+1 ≥ 0.

Similarly one gets 1 ≥ s1
0 ≥ ... ≥ sq0

0 ≥ 0 and since uq0+1 ≥ uq0+2, we have
1 ≥ s1

1 ≥ ... ≥ sq0
1 ≥ 0.

Thus ∃s0 ∈ ∆q0 , s1 ∈ ∆q1 for all u0 ∈ ∆q0+q1+1, that is, l1(t) is surjective.

2) Now, consider the usual CW structure (see Bredon [5] (chapter 4, p.198)) on |PpS.| and
|S.|. The map lp(t)

−1 is cellular, since it converts the low dimensional cell in |S.| into the cell

in |PpS.|, that is, lp(t)
(−1)(|S.|n) ⊂ |PpS.|n. So it induces a chain map of the associated cellular

chain complexes. If we let P∗ denote the total complex of the bicomplex associated to the
bisimplicial set P.S., then this map is given by the formula:

aw(x) =
∑n

q0=0
ηq0(x)q0,n−q0 ,

and we have in general,
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aw(x) =
∑

q0+...+qp=n
ηq0+...+qp−1+p−1 ◦ ... ◦ ηq0+q1+1 ◦ ηq0(x).

Moreover aw is a chain map.

Let us check it for the case p = 1:

We have two differentials in the bicomplex P1Sq0,q1
∼= Sq0+q1+1, q0, q1 ≥ 0 given by

ε′ =
∑q0

r=0
(−1)rεr,

ε′′ =
∑q1

r=0
(−1)rεq0+r+1.

Let x ∈ Sn so that aw(x) ∈ ⊕
q0+q1=nSn+1. We compute the composition of aw with the

differential ε. The component of ε ◦ aw(x) = (ε′ + (−1)q0ε′′)(ηq0(x)) in P1Sq0,q1 is,

ε ◦ aw(x) =
∑q0+1

r=0
(−1)rεr(ηq0+1(x)) + (−1)q0

∑q1+1

r=0
(−1)rεq0+r+1(ηq0(x))

= (ε0 − ... + (−1)q0+1εq0+1)ηq0+1(x) + (−1)q0(εq0+1 − ... + (−1)q1+1εq0+q1+2)ηq0(x)

= (ε0 ◦ ηq0+1 − ... + (−1)q0+1εq0+1 ◦ ηq0+1)(x) +

(−1)q0(εq0+1 ◦ ηq0 − ... + (−1)q1+1εq0+q1+2 ◦ ηq0)(x)

= ηq0(ε0 − ε1 + ... + (−1)q0εq0)(x) + (−1)q0+1id +

(−1)q0(id− ηq0εq0+1 + ... + (−1)q1+1ηq0εq0+q1+1)(x)

= ηq0

∑q0

r=0
(−1)rεr(x) + ηq0(−1)q0

∑q1

r=0
(−1)r+1εr+q0+1(x)

= ηq0(
∑q0

r=0
(−1)rεr(x) + (−1)q0

∑q1

r=0
(−1)r+1εr+q0+1)(x)

= ηq0(
∑q0+q1+1

r=0
(−1)rεr)(x)

= ηq0 ◦ ε(x)

= aw ◦ ε(x)

so that ε ◦ aw = aw ◦ ε, which means that aw is a chain map.

Let us show that it is a chain map for p = 2. We have to consider that we have three
differentials in the multi-complex P2Sq0,q1,q2

∼= Sq0+q1+q2+2, q0, q1, q2 ≥ 0 denoted by ε′, ε′′, ε′′′.

Let x ∈ Sn so that aw(x) ∈ ⊕
q0+q1+q2=nSn+2. We need to check

ε ◦ aw(x) = aw ◦ ε(x).

ε ◦ aw(x) = (ε′ + (−1)q0ε′′ + (−1)q0+q1ε′′′)(ηq0+q1+1ηq0(x))

in Pq0,q1,q2 , where

ε′ =
∑q0

r=0
(−1)rεr,

ε′′ =
∑q1

r=0
(−1)rεq0+r+1,

ε′′′ =
∑q2

r=0
(−1)rεq0+q1+r+2.
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The components of ε ◦ aw(x) in P2Sq0,q1,q2 are

ε ◦ aw(x) =
∑q0+1

r=0
(−1)rεr ◦ ηq0+q1+2 ◦ ηq0+1(x) + (−1)q0

∑q1+1

r=0
(−1)rεq0+r+1 ◦ ηq0+q1+2 ◦ ηq0(x) +

(−1)q0+q1
∑q2+2

r=0
(−1)rεq0+q1+r+2 ◦ ηq0+q1+1 ◦ ηq0(x)

= (ε0 − ... + (−1)q0εq0 + (−1)q0+1εq0+1)ηq0+q1+2 ◦ ηq0+1(x) +

(−1)q0 [εq0+1 − ... + (−1)q1+1εq0+q1+2]ηq0+q1+2 ◦ ηq0(x) +

(−1)q0+q1 [εq0+q1+2 − ... + (−1)q2εq0+q1+q2+2 + (−1)q2+1εq0+q1+q2+3 +

(−1)q2+2εq0+q1+q2+4]ηq0+q1+1 ◦ ηq0(x)

= ηq0+q1+1 ◦ ηq0(ε0 − ... + (−1)q0εq0) + (−1)q0+1ηq0+q1+1(x) +

(−1)q0 [ηq0+q1+1 + ηq0+q1+1 ◦ ηq0(−εq0+1 + ... + (−1)q1εq0+q1) + (−1)q1+1ηq0 ](x) +

(−1)q0+q1 [ηq0 − ηq0+q1+1 ◦ ηq0(εq0+q1+1 + ... + (−1)q2+2εq0+q1+q2+2)](x)

= ηq0+q1+1 ◦ ηq0

∑q0+q1+q2+2

r=0
(−1)rεr(x) + (−1)q0+1ηq0+q1+1(x) +

(−1)q0ηq0+q1+1(x) + (−1)q0+q1+1ηq0(x) + (−1)q0+q1ηq0(x)

= ηq0+q1+1 ◦ ηq0

∑q0+q1+q2+2

r=0
(−1)rεr(x)

= ηq0+q1+1 ◦ ηq0 ◦ ε(x)

= aw ◦ ε(x).

Thus, aw is a chain map for p = 2. It can be shown for general p.

3) For the i-th face map εi : ∆p−1 → ∆p, we have

lp(ε
i(t)) = lp−1(t) ◦ πi.

In other words, we have got a commutative diagram,

∆p−1 × |PpS.|
id×πi

²²

εi×id // ∆p × |PpS.|
lp

²²
∆p−1 × |Pp−1S.| lp−1 // |S.|

It gives us the required equality. Let us see this commutativity for p = 2, i = 2:

The diagram becomes

∆1 × |P2S.|
id×π2

²²

ε2×id // ∆2 × |P2S.|
l2

²²
∆1 × |P1S.| l1 // |S.|
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The maps are defined as follows;

(ε2 × id)(t, s0, s1, s2, x) = ((t, 0), s0, s1, s2, x)

(id× π2)(t, s
0, s1, s2, x) = (t, s0, s1, µ(2)x)

l2((t, 0), s0, s1, s2, x) = (l2(t, 0)(s0, s1, s2), x)

l1(t, s
0, s1, µ(2)x) = (l1(t)(s

0, s1), µ(2)x),

where π2 = pr2×µ(2). We need to take the equivalent element of (l1(t)(s
0, s1), µ(2)x), since it is in

∆q0+q1+1 × Sq0+q1+1.

Then
(l1(t)(s

0, s1), µ(2)x) ∼ (µ(2)l1(t)(s
0, s1), x).

We shall show that

(l2(t, 0)(s0, s1, s2), x) = (µ(2)l1(t)(s
0, s1), x), since l2 is a monomorphism.

i.e.,
l2(t, 0)(s0, s1, s2) = µ(2)l1(t)(s

0, s1).

Then the left hand side is

l2(t, 0)(s0, s1, s2) = (s1
0(1− t) + t, ..., sq0

0(1− t) + t, t, s1
1(t− 0) + 0, ..., sq1

1(t− 0) + 0, 0,

s1
2.0, ..., sq2

2.0)

= (s1
0(1− t) + t, ..., sq0

0(1− t) + t, t, s1
1t, ..., sq1

1t, 0, 0, ..., 0)

and the right hand side is

µ(2)l1(t)(s
0, s1) = µ(2)(s1

0(1− t) + t, ..., sq0

0(1− t) + t, t, s1
1t, ..., sq1

1t)

= (s1
0(1− t) + t, ..., sq0

0(1− t) + t, t, s1
1t, ..., sq1

1t, 0, 0, ..., 0),

where
µ(2) : Sq0+q1+q2+2 → Sq0+q1+1

is the face operator corresponding to

µ(2) : ∆q0+q1+1 → ∆q0+q1+q2+2

such that

µ(2)(s1
0(1−t)+t, ..., sq0

0(1−t)+t, t, s1
1t, ..., sq1

1t) = (s1
0(1−t)+t, ..., sq0

0(1−t)+t, t, s1
1t, ..., sq1

1t, 0, 0, ..., 0).

Hence l2(t, 0)(s0, s1, s2) = µ(2)l1(t)(s
0, s1). It follows that the diagram commutes. ¤



Chapter 4

SIMPLICIAL CONSTRUCTIONS, PRISM COMPLEXES AND REALIZATIONS

Let X be a topological space. This can be considered as a simplicial topological space by
Xp = X with the face and the degeneracy operators are the identity.

In this case ||X|| = ‖∆∞‖ ×X, where ‖∆∞‖ =
⊔

p≥0 ∆p/∼ denote the fat realization of X
and |X| denote the geometric (thin) realization of X. Also we have the simplicial topological
space E.X where EpX = X × ...×X︸ ︷︷ ︸

p+1−times

for all p. Then the diagonal map

∆ : Xp → EpX, for all p,

defines a map of simplicial spaces, in particular a map of fat realizations

‖X‖ → ‖EpX.‖.

In this chapter, we want to replace X by |S.| where S. is a simplicial set. For this, we
must use instead the prism complex |PpS.| defined before. Notice that the sequence of spaces
|PpS.| is not a simplicial space but only a ∆-space since one can not define sensible degeneracy
operators. In particular, we are going to show that there is a canonical homeomorphism of fat
realizations

L : ‖ |P.S.| ‖ → ‖ |S.| ‖ = ‖∆∞‖ × |S.|,
where ‖∆∞‖ =

⊔
p≥0 ∆p/∼ given by εit ∼ t, ∀t ∈ ∆p−1, i = 0, ..., p, p = 1, ... .

Let us replace X by a simplicial space |S.| and define (p+1)-prism complex
EpS. = S. × ...× S.︸ ︷︷ ︸

p+1−times

.

The (geometric) realization of EpS. is defined by

|EpS.| = |S. × ...× S.|
= |S.| × ...× |S.|
=

⊔
q0,...,qp

∆q0 × ...×∆qp × Sq0 × ...× Sqp/∼,

with the necessary equivalence relation which follows from that the projections correspond to
the face operators and the repetitions correspond to the degeneracy operators as follows:

πi : |EpS.| → |Ep−1S.| project on the i-th factor and δi : |EpS.| → |Ep+1S.| repeat the i-th

factor. Although πi’s are cellular, i.e., πi(|EpS.|(n)) ⊂ |Ep−1S.|(n), δi’s are not cellular, since

20
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when we define δi : ∆qi → ∆qi ×∆qi , we see that δi do not convert the low cell in |EpS.| into
the cell in |Ep+1S.|. That is why, we define the fat realization of |EpS.| instead of defining the
geometric realization of |EpS.|.

Lemma 4.1 :

Let’s consider the (p + 1)-prism complex PpSq0,...,qp . One can define the face operators on
the sequences of space {|P.S.|}, hence obtain the fat realization:

|| |P.S.| || =
⊔

∆p × |PpS.|/∼,

where
|PpS.| =

⊔
∆q0 × ...×∆qp × Sq0+...+qp+p/∼.

Let us define the face and the degeneracy operators on ‖ |P.S.| ‖:
The face operators πi on |PpS| are induced by

(∆q0 × ...×∆qp)× Sq0+...+qp+p → (∆q0 × ...× ∆̂qi ×∆qp)× Sq0+...+q̂i+...+qp+p−1

where πi = (proji)× µ(i) and

µ(i) : PpSq0,...,qp → Pp−1Sq0,...,q̂i,...qp

are the face operators corresponding to

µ(i) : ∆q0+...+q̂i+...+qp+p−1 → ∆q0+...+...+qp+p

take (e0, ..., eq0+...+q̂i+...+qp+p−1) to (e0, ..., eq0+...+qp+p), deleting the elements
q0 + ...+ qi−1 + i, ..., q0 + ...+ qi + i. It deletes (qi +1)- elements. µ(i)’s depend on q0, ..., qp and i.

In contrary to this, there is no degeneracy operator. Since,

η(i) : PpSq0,...,qp → Pp+1Sq0,...,qi,qi,...,qp

are associated to the diagonal map

∆q0 × ...×∆qp → ∆q0 × ...×∆qi ×∆qi × ...×∆qp .

δi’s are the degeneracy operators corresponding to

η(i) : ∆q0+...+qi+qi+...+qp+p+1 → ∆q0+...+qi+...+qp+p

which take (e0, ..., eq0+...+2qi+...+qp+p+1) to (e0, ..., eq0+...+qi+...+qp+p), repeating the sequence
q0 + ... + qi−1 + i, ..., q0 + ... + qi + i which is not monotonely increasing. Therefore, there
is no degeneracy operator. So the necessary equivalence relation is

(εit, (s, y)) ∼ (t, πi(s, y))

for ∀i.
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Lemma 4.2 :

Let S be a simplicial set. Then there is a map

L : || |P.S.| || → || |S.| || given via lp(t).

Proof :

We have || |P.S.| || ||ν|| // || |E.S.| || , here

|| |P.S.| || =
⊔

∆p × |PpS.|/∼

and by using the inverse of lp(t), we get

⊔
∆p × |S.|/∼

id×l−1
p (t)

//
⊔

∆p × |PpS.|/∼ ,

since lp(t) is a homeomorphism.

In particular, we have a commutative diagram for each p and each n,

⊔
∆p × |S.|/∼

id×l−1
p (t)

// || |P.S.| || ||ν|| // || |E.S.| ||

∆p × |S.
(n)|/∼

OO

id×l−1
p (t)

// || |P.S.
(n)| ||

OO

||ν|| // || |E.S.
(n)| ||

OO

For n = 0; the lower row becomes,

∆p × |S.
(0)|/∼

id×l−1
p (t)

//|| |P.S.
(0)| || ||ν|| // || |E.S.

(0)| ||
then we get

∆p × S0
id //∆p × S0

id×diag//∆p × S0 × ...× S0 .

By extending this, one gets

L(p) : ∆p × |PpS.
(p)|id×lp(t)//∆p × |S.

(p)| .

¤

Note :

The maps lp : |PpS.| → |S.| do not commute with the face operators πi only up to homotopy.
This can be seen by the following diagram.

|PpS.| lp //

πi %%JJJJJJJJJ
|S.|

|Pp−1S.|
lp−1

OO
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here lp−1 ◦ πi ∼ lp.

Corollary 4.3 :

The maps Lp : ∆p × |PpS.|/∼ → ∆p × |S.|/∼ given by Lp(t, x) = (t, lp(t)(x)) induce a
homeomorphism

L : ‖ |P.S.| ‖ → ‖ |S.| ‖ (4.-2)

where the right hand side whose the face and the degeneracy operators are given by the identity.

Proof :

L is well-defined, that is, Lp(ε
it, x) ∼ Lp−1(t, πix), in other words, (εit, x) ∼ (t, πix).

Lp(ε
it, x) = (εit, lp(ε

it)(x)) ∼ (t, lp−1(t) ◦ πi(x)) = Lp−1(t, πix),

since lp(ε
i(t)) = lp−1(t) ◦ πi for the i-th face map εi. ¤

Corollary 4.4 :

L(p) : ‖ |P.S.|(p) ‖ → ‖ |S.|(p) ‖
is a homeomorphism.

Proof :

We can filter both sides of ( 4.1 ) by the p-skeletons, i.e., the images of ∆p × |PpS.| and
∆p × |S.| as

L(p) : ‖ |P.S
(p)
. | ‖ → ‖ |S(p)

. | ‖
and show that L(p) is a homeomorphism by using the fact that L :

◦
∆

p

× |P.S.| →
◦
∆

p

× |S.|
is a homeomorphism. This can be shown by using an induction on the skeleton. It is a
homeomorphism for the zero skeleton and assume that L(p−1) is a homeomorphism and

‖ |P.S.|(p) ‖ =
⊔

∆p × |P.S.|/ ∼ .

⊔
∆p × |P.S.| can be written as

⊔
∆p−1 × |P.S.|

⊔ ◦
∆

p

× |P.S.|.

Similarly ‖ |S.|(p) ‖ =
⊔

∆p × |S.|/ ∼ and
⊔

∆p × |S.| =
⊔

∆p−1 × |S.|
⊔ ◦

∆
p

× |S.|. We

already know that
◦
∆

p

×|P.S.| →
◦
∆

p

× |S.| is a homeomorphism and the first part L(p−1) is also
a homeomorphism by the induction. Thus L(p) is a homeomorphism. ¤

Corollary 4.5 :

l : ‖ |P.S.| ‖ → |S.| is the composition of L and the projection. That is,

‖ |P.S.| ‖ L //‖ |S.| ‖ proj // |S.| .

Furthermore, it is a homotopy equivalence.
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Note :

The map above is just induced by ∆p×|PpS.| → |S.| given by (t, x) → lp(t)(x). A homotopy
inverse is given by the inclusion |S| = ∆0 × |P0S.| ⊆ ‖ |P.S.| ‖. On the other hand, we have
another homotopy equivalence

u : ‖S.‖ → ‖ |S.| ‖
which is defined by

∆p × Sp
u //

diag×id ''OOOOOOOOOOOO
∆p × |S.|

∆p ×∆p × Sp

id×inc

OO

takes (t, x) to (t, t, x), since

‖S.‖ u //‖ |S.| ‖ proj // |S.|
is a natural map.

Corollary 4.6 :

We can define a map v as a composition of L−1 and u as follows;

‖ S. ‖ u //‖ |S.| ‖ L−1
//|| |P.S.| ||.

This is a homotopy equivalence, since L is a homeomorphism then L−1 is continuous. u is
a homotopy equivalence then L−1 ◦ u is a homeomorphism.

Note :

There is a commutative diagram

∆p × Sp
v //

u
**VVVVVVVVVVVVVVVVVVVVVV ∆p × (∆0)

p+1 × (PpS0,...,0) ⊆ ∆p × |PpS.|
Lp

²²
∆p × |Sp|

where v(t, x) = (t, (0, ..., 0), x). It follows that v induces the composite

L−1 ◦ u : ‖S.‖ → ‖ |P.S.| ‖.

Actually v is given by the map of ∆-spaces,

v : Sp → |PpS.| ⊇ (∆0)
p+1 × (PpS0,...,0)

where Sp is discrete : v(x) = ((0, ..., 0), x).

Note :

The composite of ∆-spaces

Sp
v //|PpS.| ν // |EpS.|
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is given by x → (ν0(x), ..., νp(x)) ∈ S0 × ...× S0 where νi : Sp → S0 is associated with
{0} → {0, ..., p} sending 0 to i. Hence

‖ν ◦ v‖ : ‖S.‖ → ‖ |E.S.|(0) ‖ ⊆ ‖ |E.S.| ‖.

We have a diagram

∆p × Sp
u //

inc×id ''OOOOOOOOOOOO
∆p × |S.|

∆p ×∆p × Sp

OO

Now we can define the homotopy uδ:

uδ : ||S.|| → || |S.| ||,
that is,

uδ : ∆p × Sp → ∆p+1 ×∆p × Sp

is defined by

uδ(t1, ..., tp, x) = ([1− (1− t1)δ, ..., 1− (1− tp)δ, 1− δ], (t1, ..., tp, x))

for 0 < δ < 1. Here,

u0(t, x) = (1, ...., 1, t, x)

= (ε0
p+1(0), t, x)

∼ (0, t, x) ∈ ∆0 × |S.|
and

u1(t, x) = (t, 0, t, x)

= (εp+1t, t, x)

∼ (t, t, x)

= u(t, x).

In order to get a property for a good point, we need to find a relation among the points in
∆p and the points in ∆p+1. In this map, the gap lengths will be

(1− t1)δ, (t1 − t2)δ, ..., (tp−1 − tp)δ, tpδ, 1− δ.

We want to put the points in ∆p+1 between two points in ∆p by a 1-1 order. (t1, ..., tp) can
fit into a single gap only if the gap length is ≥ t1 − tp. Since 1− (1− t2)δ > t1 does not all fit
into the first gap.

So only the last two are possible, i.e., either

1− (1− tp)δ ≥ t1 ≥ tp ≥ 1− δ

or
1− δ ≥ t1
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When δ → 1, Aδ = {t ∈ ∆p|both possibilities hold} → {0}. We can write a set of unwanted
points as

Cδ = {t ∈ ∆p|∃i 1− (1− ti+1)δ ≥ ti}.

Then Cδ → ∂∆p when δ → 1. So the wanted points’ set is {t ∈ ∆p|∀i 1− (1− ti)δ > ti}.

Proposition 4.7 :

uδ : ‖S.‖ → ‖ |S.| ‖ is well-defined.

Proof :

Let’s remember the necessary equivalence relations:

The equivalence relation ∼ on ||S.|| is;

(εit, x) ∼ (t, εix).

The equivalence relation ∼ on || |S.| || is;

(εit, (t, x)) ∼ (t, εi(t, x)).

The equivalence relations ∼ on |S.| are;

(t, x) = (εit, x) ∼ (t, εix),

and
(ηit, x) ∼ (t, ηix),

since εi = id.

Let’s see it for the case i = 0,

uδ(ε
0(t1, ..., tp), x) = uδ((1, t1, ..., tp), x) = ((1, 1− (1− t1)δ, ..., 1− (1− tp)δ, 1− δ), (1, t1, ..., tp, x))

= (ε0(1− (1− t1)δ, ..., 1− (1− tp)δ, 1− δ), (ε0(t1, ..., tp), x))

∼ (1− (1− t1)δ, ..., 1− (1− tp)δ, 1− δ, ε0(ε
0(t1, ..., tp), x))

= (1− (1− t1)δ, ..., 1− (1− tp)δ, 1− δ, (t1, ..., tp), ε0x)

∼ (1, 1− (1− t1)δ, ..., 1− (1− tp)δ, 1− δ, (ε0(t1, ..., tp), x))

= (1, 1− (1− t1)δ, ..., 1− (1− tp)δ, 1− δ, (t1, ..., tp, x)).

On the other hand,

uδ(t1, ..., tp, ε0x) = (1− (1− t1)δ, ..., 1− (1− tp)δ, 1− δ, (t1, ..., tp, ε0x))

= (1− (1− t1)δ, ..., 1− (1− tp)δ, 1− δ, ε0(t1, ..., tp, x)

∼ (ε0(1− (1− t1)δ, ..., 1− (1− tp)δ, 1− δ), (t1, ..., tp, x))

= (1, 1− (1− t1)δ, ..., 1− (1− tp)δ, 1− δ, (t1, ..., tp), x)).

So
uδ(ε

0t, x) ∼ uδ(t, ε0x).
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Similarly the same result is taken for all i = 0, ..., p + 1.

Note that εi will repeat the i-th element i = 1, ..., p. Note that, it makes “one” the first
element for i = 0 and makes “zero” the last element for i = p + 1.

uδ is well-defined. ¤



Chapter 5

SIMPLICIAL SETS AND STAR COMPLEX

In this chapter, we will give an analogy between a nerve for a simplicial complex and a nerve
for a simplicial set.

Let K be a simplicial complex and K ′ denote its barycentric subdivision consisting of
simplices of the form [σp ⊇ σp−1 ⊇ ... ⊇ σ0]. This subdivision is the nerve of this simplicial
complex considered as an ordered set and hence a category. This is also the nerve of the covering
by the stars.

If we study with a simplicial set then the case will be different as follows;

For a simplicial set S., we will construct another simplicial set S̄. and a retraction r : S̄. → S0

such that {r−1(σ) | σ ∈ S0} corresponds to the covering of stars. If X is a topological space
then we have a diagonal map

X → X × ...×X.

But if we replace X by a simplicial set S., we have seen that we have to replace Xp by PpS.

but not Sp.

By a retraction r : S̄. → S0, the covering is {r−1(σ) | σ ∈ S0}. So the nerve of |PpS.|
covering r−1(σ) (σ ∈ S0) will correspond to |P̄pS.|, where

P̄pSq0,...,qp := Sq0+...+qp+2p+1.

In the simplicial complex case, Xp will be replaced with |S.|. This will be mentioned more
in proposition 5.2.

Let’s define the star complex S̄q := Sq+1 with the face and degeneracy operators inherited
from those of Sq+1 as εi : S̄q → S̄q−1 and ηi : S̄q → S̄q+1, where i = 0, ..., q. Let i : S0 ↪→ |S̄.| and
r : |S̄.| → S0 be defined in degree q by i(t, y) = (t, ηq ◦ ... ◦ η0y) and r(t, x) = (0, ε0 ◦ ... ◦ εqx),
where y ∈ S0 and x ∈ Sq+1. Then we have:

Proposition 5.1 :

This map i : S0 ↪→ |S̄.| is a deformation retract with retraction r : |S̄.| → S0 by the following
homotopy

Hλ : |S̄.| → |S̄.|

28
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defined by Hλ(t, x) = ((1 − λ)(t, 0) + λ(1, ..., 1), ηqx) such that H1(t, x) ∼ i ◦ r(t, x) and
H0(t, x) ∼ id|S̄q |.

Proof :

Let’s take the homotopy as

Hλ :
⊔

∆q−1 × S̄q−1 →
⊔

∆q × S̄q

Then

H1(t, x) = (1, ..., 1︸ ︷︷ ︸
q−times

, ηqx) = (εq−1 ◦ ... ◦ ε0(0), ηqx)

∼ (0, ε0...εq−1ηqx)

= (0, η0ε0...εq−1x)

= i(0, ε0...εq−1x)

= i ◦ r(t, x) ∈ S1.

where ε0(0) = 1, ε1(0) = 0.

H0(t, x) = (t, 0, ηqx) = (εqt, ηqx)

∼ (t, εqηqx)

= (t, x)

= id|S̄q |.

Thus Hλ gives us a deformation retract S0 of |S̄q|. ¤

We would like to give some relevant remarks;

Remark:

1) Hence |S̄.| has the same number of components as the number of vertices of S0 and
each is contractible even though S. is not contractible. On the other hand let’s write a similar
homotopy to see the relation between |S̄q| and Sq. In order to compactify |S|q, let’s write a
homotopy

Hλ : ∆q−1 × S̄q−1 → ∆q × Sq\{εq∆q−1 × Sq}
where ∆q × Sq\{εq∆q−1 × Sq} = |Sq|\|Sq−1|. Instead of taking |Sq|\|Sq−1|, we can take |S̄q−1|
which is compact. This is a way of saying how one can compactify |Sq|.

2) If K is a simplicial complex and K ′ is the barycentric subdivision considered as a simplicial
set then |K̄ ′| is the union of the stars, r−1(σ), σ ∈ K0

′ = K.. For the construction of the
corresponding nerve, the situation is more complicated, because the diagonal X → X × ...×X
for a topological space is replaced for a simplicial set S. by the map PpS. → S. × ...× S.. We
shall therefore construct a similar complex P̄pS corresponding to the p-th nerve of the covering
by stars. Before giving the structure of |P̄pS.|, let’s express that it can be thought as a nerve
of |PpS.| for the covering of |S.| by the stars {r−1(σ) | σ ∈ S0}.

In the case of a manifold X, the nerve of a covering is the simplicial space defined by

NXUp =
⋃

(Ui0

⋂
...

⋂
Uip).



30 SIMPLICIAL SETS AND STAR COMPLEX

where U = {Ui}i∈I is the covering of X and the disjoint union is taken over all (p + 1)-tuples
(i0, ..., ip) with (Ui0

⋂
...

⋂
Uip) 6= ∅.

In the case of a bundle over a manifold X, the classifying map is a map ‖NXU.‖ → BG.

In our case of a simplicial set S., NXUp is replaced by |P̄pS.| which is homotopy equivalent
to the set Sp. Then we will have the AW map,

|P̄pS.| → |S̄.| × ...× |S̄.|
and by the fact that |S̄.| has the same homotopy type of S0, we have |P̄pS.| → |S̄.| × ...× |S̄.| →
S0 × ...× S0. We can fix the last vertex and we have a trivialization. It gives us a trivial bundle
over each |S̄.| and then over |P̄pS.| by pullback via AW. On the other hand we have the following
diagram

l∗F

²²

// F̄ × ...× F̄

²²

// F̄S0 × ...× F̄S0

²²
∆p × |P̄pS.| // ∆p × |S̄.| × ...× |S̄.| // S0 × ...× S0

and

G× ...×G/G

²²
|P̄pS.|

77ppppppppppp
// ∗ × ...× ∗.

It gives us a bundle over |P̄pS.| with trivialization for fix p and we have a canonical map
mt for all t ∈ ∆p, but when we consider ‖ |P̄.S.| ‖, we cannot have a bundle with trivialization
since there is gluing appears.

By the homotopy equivalence ‖ |P̄.S.| ‖ ' ‖S.‖, we then get the classifying map. Now let’s
give the structure of |P̄pS.| and S̄.:

P̄pSq0,...,qp is defined by P̄pSq0,...,qp := Sq0+...+qp+2p+1, where q0 + ... + qp = n, with some
face and degeneracy operators inherited from the face and degeneracy operators of Sn+2p+1 as
follows:

The face operator are
εj

(i) : Sn+2p+1 → Sn+2p

defined by

εj
(i) := εq0+...+qi−1+j+2i, j = 0, ..., qi but j 6= 2i + 1 +

i∑

k=0

qk.

So P̄pSq0,...,qp has only n + p face operators, so we are skipping the p + 1 face operators

{εq0+1, εq0+q1+3, ..., εq0+...+qp+2p+1}.

Similarly the degeneracy operators

ηj
(i) : Sn+2p+1 → Sn+2p+2
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can be defined by

ηj
(i) := ηq0+...+qi−1+j+2i, j = 0, ..., qi but j 6= 2i + 1 +

i∑

k

qk.

We have an inclusion
∆q × P̄pS. ⊆ ∆q+1 × Sn+2p+1

with the elements in ∆q+1 which can be taken by putting zero at the last coordinate in the
elements in ∆q so the inclusion ∆q ↪→ ∆q+1 takes (s1, ..., sq) to (s1, ..., sq, 0). It induces a
surjective but not an injective map of realizations. So

|P̄pS.| → |PpS.|
is not in general a homotopy equivalence.

Now, let’s define

‖ |P̄.S.| ‖ =
⊔

∆p ×∆q0 × ...×∆qp × P̄pSq0,...,qp/∼

with the necessary equivalence relations:

(εit, (s, y)) ∼ (t, πi(s, y)),

where πi = (proji)× µ(i) are the face operators on |P̄pS.|.
µ(i) : Sn+2p+1 → Sn+2p−qi−1

are the face operators corresponding to

µ(i) : ∆n+2p−qi−1 → ∆n+2p+1

take (e0, ..., eq0+...+q̂i+...+qp+2p−1) to (e0, ..., eq0+...+...+qn+2p+1), by deleting the vectors with indices
(q0 + ... + qi−1 + 2i, ..., q0 + ... + qi + 2i + 1). It deletes qi + 2 elements. So

µ(i) := εq0+...+qi−1+2i ◦ ... ◦ εq0+...+qi+2i+1, i = 0, ..., p.

There is no degeneracy operator on |P̄pS.|, since it does not give a monotonely increasing
sequence. We will consider the face and degeneracy operators on P̄pS. for the other equivalence
relations as

(t, (εjs, y)) ∼ (t, s, εjy) and (t, (ηjs, y)) ∼ (t, s, ηjy).

With the aid of ∆qp ⊆ ∆qp+1, we have an inclusion

∆p ×∆q0 × ...×∆qp × P̄pSq0,...,qp ↪→ ∆p ×∆q0+1 × ...×∆qp+1 × Sn+2p+1

Then this defines maps of realizations

∆p × |P̄pS.| //

L̄p ''PPPPPPPPPPP
∆p × |PpS.|

(≈)

²²
∆p × |Sp|
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where Lp is the composition and

‖ |P̄.S.| ‖ f //

L̄. &&MMMMMMMMMMM
‖ |P.S.| ‖

≈
²²

‖ |S.| ‖

We would like to give two interesting remarks;

Remark: Note that the horizontal map is also defined by

f : ∆q0 × ...×∆qp × Sn+2p+1 → ∆q0 × ...×∆qp × Sn+p

which takes

(s0, ..., sp, x) to (s0, ..., sp, εq0+1 ◦ εq0+q1+3 ◦ ... ◦ εq0+...+qp+2p+1x),

where x ∈ Sn+2p+1.

Remark: The simplicial set P̄pS. should not be confused with PpS̄. which are defined by
PpS̄q0,...,qp := S̄n+p = Sn+p+1 with face and degeneracy operators inherited from those of Sn+p+1.

The face operators

εj
(i) : S̄n+p → S̄n+p−1

defined by

εj
(i) := εq0+...+qi−1+j,

j = 0, ..., qi but j 6= qp + 1. Similarly, the degeneracy operators

ηj
(i) : S̄n+p → S̄n+p+1

can be defined by

ηj
(i) := ηq0+...+qi−1+j,

j = 0, ..., qi but j 6= qp + 1. So we have n + p face and degeneracy operators. Since |PpS̄.| is
contractible, we do not have a nice relation between |PpS̄.| and |P̄pS.|. One can ask why we do
not use |PpS̄.| instead since we know |S̄.| ' S0. |PpS̄.| ' |S̄.| ' S0. Hence also ‖ |P.S̄.| ‖ ∼= S0.
|PpS̄.| is homotopy equivalent to |S̄.| which is trivial. There is no point to define a classifying
map on a bundle which is already trivial.

Proposition 5.2 :

Let i : Sp ↪→ P̄pS. be an inclusion defined by i(t, x) = (t, 0, η0 ◦ ...◦ ηpx) = (t, 0, η2p ◦ ...◦ η0x)
and r : P̄pS. → Sp be the retraction defined as r(t, y) = (t, 0, ε0 ◦ ... ◦ ε2p−2 ◦ ε2py).

1) i : Sp ↪→ P̄pS. is a deformation retract with the retraction r.

2) There is a diagram of homotopy equivalences
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||S.|| i //

%%JJJJJJJJJ

¾¾8
88

88
88

88
88

88
88

88
‖ |P̄.S.| ‖

f

²²
‖ |P.S.| ‖

≈
²²

‖ |S.| ‖

(5.-9)

3) There is a commutative diagram

‖ |P̄.S.| ‖

²²

// ‖ |E.S̄.| ‖

²²
‖ |P.S.| ‖ // ‖ |E.S.| ‖

Proof:

1) Let’s define the homotopy

Hλ : ∆p ×∆q0−1 × ...×∆qp−1 × Sn+p → ∆p ×∆q0 × ...×∆qp × Sn+2p+1

as

Hλ(t, s, y) = (t, (1− λ)(s0, 0) + λ(1, ..., 1), ...., (1− λ)(sp, 0) + λ(1, ..., 1), ηn+2p ◦ ... ◦ ηq0y),

where Sn+p = |P̄pSq0−1,...,qp−1| and Sn+2p+1 = |P̄pSq0,...,qp |.
Then

H1(t, s, y) = (t, 1, ...1︸ ︷︷ ︸
q0−times

, ..., 1, ..., 1︸ ︷︷ ︸
qp−times

, ηn+2p ◦ ... ◦ ηq0y)

= (t, εq0−1...ε0(0), εq1−1...ε0(0), ..., εqp−1...ε0(0), ηn+2p ◦ ηn−qp+2p−2...ηq0+q1+2ηq0y)

∼ (t, 0, ε0...εq0−1εq0+2...εq0+q1+1εq0+q1+4...εq0+q1+q2+3εq0+q1+q2+6...εq0+q1+q2+q3+5εq0+q1+q2+q3+8...

εq0+...+qp−1+2p−3εq0+...+qp−1+2p...εn+2p−1ηn+2pηn−qp+2p−2...ηq0+q1+2ηq0y)

= (t, 0, η2pη2p−2ε0...εq0−1εq0+2...εn−qp−qp−1+2p+1εn−qp−qp−1+2p−2...εn−qp+2p−3ηn−qp−qp−1+2p−4

εn−qp+2p−1...εn+2p−2ηn−qp−qp−1−qp−2+2p−6...ηq0+q1+q2+q3+6ηq0+q1+q2+4ηq0+q1+2ηq0y)

= (t, 0, η2pη2p−2...η6ε0...εq0−1εq0+2...εq0+q1+q2+3εq0+q1+q2+6...εq0+q1+q2+q3+5

ηq0+q1+q2+4ηq0+q1+2ηq0εq0+q1+q2+q3+4...εn+p−1y)

= (t, 0, η2pη2p−2...η6η4η2ε0...εq0−1εq0+2...εq0+q1+1ηq0εq0+q1+2...εn+p−1y)

= (t, 0, η2pη2p−2...η6η4η2η0ε0...εq0−1εq0+1...εq0+q1εq0+q1+2...εq0+q1+q2+1...εn−qp+p...εn+p−1y)

= (t, 0, ηεy)

= i(t, 0, εy)

= i ◦ r(t, y) ∈ S2p+1,
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where

η = η2p...η0 : S2p+1 → Sp,

ε = ε0...εq0−1εq0+1...εq0+q1εq0+q1+2...εq0+q1+q2+1...εn−qp+p...εn+p−1 : Sn+p → Sp.

H0(t, s, y) = (t, s0, 0, ..., sp, 0, ηn+2p ◦ ... ◦ ηq0y)

= (t, εq0s0, ..., εqpsp, ηn+2p ◦ ηn−qp+2p−2...ηq0+q1+2ηq0y)

∼ (t, s, εq0εq0+q1+2...εn+2pηn+2p...ηq0y)

= (t, s, y)

= id‖ |P̄pS.| ‖.

So, this homotopy gives that id|P̄pS.| ∼ i ◦ r.

2) The first homotopy equivalence is induced by the inclusion given in 1).

We have defined v : ‖ S. ‖ → ‖ |P.S.| ‖ as a composition of uδ : ‖S.‖ → ‖ |S.| ‖ and
L−1 : ‖ |S.| ‖ → ‖ |P.S.| ‖. Here L is a homeomorphism and L−1 is continuous. uδ is a
homotopy equivalence so v is a homotopy equivalence.

In the remark we already defined

∆p × |P̄.S.| → ∆p × |P.S.|.

So it induces a homotopy equivalence

‖ |P̄.S.| ‖ → ‖ |P.S.| ‖.

Thus we have the required diagram of homotopy equivalences.

3) Let’s see the following diagram is commutative;

∆p × |P̄pS.|
f

²²

id×AW// ∆p × |S̄.| × ...× |S̄.|
f̄

²²
∆p × |PpS.| id×AW// ∆p × |S.| × ...× |S.|

(id× AW)(t, s0, ..., sp, y) = (t, s0, ..., sp, ε̃q1+...+qp+2py,

ε0
q0+2ε̃q2+...+qp+2p−1y, ...)

f̄(t, s0, ..., sp, ε̃q1+...+qp+2py, ε0
q0+2ε̃q2+...+qp+2p−1y, .....) = (t, s0, ..., sp, εq0+1ε̃

q1+...+qp+2py,

εq1+1ε0
q0+2ε̃q2+...+qp+2p−1y, ..., )

On the other hand

f(t, s0, ..., sp, y) = (t, s0, ..., sp, εn+p+1...εn+2p+1y)

(id× AW)(t, s0, ..., sp, εn+p+1...εn+2p+1y) = (t, s0, ..., sp, ε̃q1+...+qp+pεn+p+1...εn+2p+1y,

ε0
q0+1ε̃q2+...+qp+pεn+p+1...εn+2p+1y, .....)
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Let’s check the first components;

εq0+1ε̃
q1+...+qp+2p = ε̃q1+...+qp+pεn+p+1...εn+2p+1

εq0+1ε̃
n+2p+1−(q0+1) = ε̃n+p−q0εn+p+1...εn+2p+1

εq0+1εq0+2...εn+pεn+p+1...εn+2p+1 = εq0+1...εn+pεn+p+1...εn+2p+1.

One can show that the other coordinates are the same.

So f̄ ◦ (id× AW) = (id× AW) ◦ f . ¤



Chapter 6

BUNDLES ON SIMPLICIAL SETS AND TRANSITION FUNCTIONS

In this chapter, we will define transition functions for a given bundle over a simplicial set
and admissible trivialization. Conversely, we will also show that for a given set of transition
functions satisfying some certain relations, there is a bundle over a realization of a simplicial
set and trivializations with transition functions.

Definition 6.1 ( A bundle over a simplicial set ) :

A bundle over |S| is a sequence of bundles over ∆p × σ for all p, where σ ∈ Sp and with
commutative diagrams;

Fεjσ

²²

ε̄j
// Fσ

²²
∆p−1 × εjσ

εj
// ∆p × σ

(6.1)

and

Fηjσ

²²

η̄j
// Fσ

²²
∆p+1 × ηjσ

ηj
// ∆p × σ

(6.2)

with the compatibility conditions:

ε̄j ε̄i =

{
ε̄iε̄j−1 : i < j
ε̄i+1ε̄j : i ≥ j,

(6.3)

η̄j η̄i =

{
η̄iη̄j+1 : i ≤ j
η̄i−1η̄j : i > j,

(6.4)

and

η̄j ε̄i =





ε̄iη̄j−1 : i < j
1 : i = j, i = j + 1

ε̄i−1η̄i : i > j + 1.
(6.5)

36
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Given a G-bundle F → |S|, G a lie group, since ∆p is contractible, we can choose a trivial-
ization ϕσ : Fσ → ∆p × σ × G for a non-degenerate σ ∈ Sp. If σ is degenerate, that is, there
exists τ such that σ = ηiτ , then the trivialization of σ is defined as pullback of the trivialization
of τ , that is, ϕσ = ηi∗(ϕτ ).

Definition 6.2 ( Admissible Trivialization ) :

A set of trivializations is called admissible, in case ϕσ for σ = ηiτ is given by ϕσ = ηi∗(ϕτ ).

We have thus proved:

Lemma 6.3 :

Admissible trivialization always exists.

Now, let us construct the transition functions for a simplex σ ∈ Sp before giving the following
proposition:

Given a bundle and a set of trivializations, we get for each face τ of say dimτ = q < p in σ, a
transition function vσ,τ : ∆q → G. E.g., if τ = εiσ then the transition function vσ,εiσ : ∆p−1 → G
is given by the diagram

∆p−1 × (εiσ)×G

²²

Θ // ∆p × (σ)×G

²²
∆p−1 × εiσ

εi
// ∆p × σ

where εiσ = τ and Θ = ϕσ ◦ ε̄i ◦ ϕεiσ
−1. So

{vσ,τ |σ ∈ Sp and τ is a face of σ}

are the transition functions for the bundle over |S|. Now, we can give the statement:

Proposition 6.4 :

Given a bundle on a simplicial set and admissible trivializations, the transition function
vσ,τ , where τ is a face of σ, satisfies;

i) σ is nondegenerate: if γ = εjσ and τ = εiγ then

vσ,τ = (vσ,γ ◦ εi).vγ,τ .

This is called the cocycle condition.

ii)σ is degenerate: If σ = ηjσ
′ and τ = εiσ then when i < j for τ = ηj−1τ

′ one gets τ ′ = εiσ
′

and when i > j + 1 for τ = ηjτ
′ one gets τ ′ = εi−1σ

′. For the other cases, i = j or i = j + 1,
τ = σ′. Then the transition functions satisfy:

vσ,τ =





vσ′,τ ′ ◦ ηj−1 : i < j
1 : i = j, i = j + 1

vσ′,τ ′ ◦ ηj : i > j + 1.
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iii) If τ is a composition of face operators of σ, e.g., τ = ε̃p−(i−1)σ, i = 1, ..., p then

vσ,τ = (vσ,ε̃1σ ◦ (εi)
p−i

).(vε̃1σ,ε̃2σ ◦ (εi)
p−i−1

)...(vε̃p−(i+1)σ,ε̃p−iσ ◦ εi).vε̃p−iσ,τ .

Proof :

i) If σ is non-degenerate:

γ = εjσ and τ = εiγ then we can see the cocycle condition which is expressed in the
proposition. In order to see this, let’s take ∆p−2 and by using the trivializations look at the
diagram below

∆p−2 ×G

²²

// ∆p−1 ×G

²²

// ∆p ×G

²²
∆p−2 × εiεjσ

εi
// ∆p−1 × εjσ

εj
// ∆p × σ

That is, the transition function vσ,τ : ∆p−2 → G is the multiplication of pullback of the
transition function vσ,εjσ via the face map εi : ∆p−2 → ∆p−1 with the transition function
vεjσ,εiεjσ : ∆p−2 → G. This can be written as

vσ,τ = vσ,εiεjσ = (vσ,εjσ ◦ εi).vεjσ,εiεjσ

then we get the result.

ii) If σ is degenerate:

If σ = ηjσ
′ and τ = εiσ then τ = (εi ◦ ηj)σ

′ and it is equal to

τ = εiηjσ
′ =





ηj−1εiσ
′ : i < j

1σ′ : i = j, i = j + 1
ηjεi−1σ

′ : i > j + 1.

For the first case i < j:

If σ = ηjσ
′ and τ = εiσ then

τ = (εi ◦ ηj)σ
′ = (ηj−1 ◦ εi)σ

′

So εj−1τ = (εj−1◦ηj−1◦εi)σ
′, then there exists τ ′ such that εj−1τ = τ ′ . Thus for τ = ηj−1τ

′,
τ ′ = εiσ

′. Similarly the second part, i > j + 1, can be shown.

By using the following diagram

∆p−1 ×G

²²

// ∆p ×G

²²

// ∆p−1 ×G

²²
∆p−1 × εiηjσ

′ εi
// ∆p × ηjσ

′ ηj
// ∆p−1 × σ′

we get
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vσ′,τ = vσ′,εiηjσ′ = (vσ′,ηjσ′ ◦ εi).vηjσ′,εiηjσ′ ,

where ηjσ
′ = σ, τ = εiσ, τ ′ = εiσ

′ and σ ∈ Sp, σ′ ∈ Sp−1, τ ∈ Sp−1, τ ′ ∈ Sp−2. Here vσ′,ηjσ′ is
1. So we have

vσ′,τ = vσ,τ .

On the other hand when i < j we have the following diagram;

∆p−1 ×G

²²

// ∆p−2 ×G

²²

// ∆p−1 ×G

²²
∆p−1 × ηj−1εiσ

′ηj−1
// ∆p−2 × εiσ

′ εi
// ∆p−1 × σ′

Then we have

vσ′,τ = vσ′,ηj−1εiσ′ = (vσ′,εiσ′ ◦ ηj−1).vεiσ′,τ .

The transition function, vεiσ′,τ , is identity. So we have

vσ′,τ = vσ′,εiσ′ ◦ ηj−1 = vσ,τ

as required. That is, the transition function vσ′,τ is the pullback of the transition function vσ′,τ ′

via ηj−1;

vσ,τ = ηj−1∗(vσ′,τ ′).

The second case i = j, i = j + 1

vσ′,σ′ = (vσ′,ηjσ′ ◦ εj).vηjσ′,σ′ = 1.

since both parts on RHS are 1. For the last case i > j + 1, we get

vσ′,τ = (vσ′,εi−1σ′ ◦ ηj).vεi−1σ′,ηjεi−1σ′ .

Similarly the second part is 1 so by the same idea used for the first case, we only have

vσ,τ = vσ′,τ ′ ◦ ηj.

Thus we have the required equalities.

iii) If τ = ε̃p−(i−1)σ, i = 1, ..., p, then

∆i−1 × ε̃iσ
εi

//∆i × ε̃p−iσ
εi+1

// ...
εp−1

//∆p−1 × ε̃1σ
εp

//∆p × σ.
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By using the same idea in ii), we get

vσ,τ = (vσ,ε̃p−iσ ◦ εi).vε̃p−iσ,τ

= (vσ,ε̃p−(i+1)σ ◦ εi+1 ◦ εi).(vε̃p−(i+1)σ,ε̃p−iσ ◦ εi).vε̃p−iσ,τ

= ...

= ...

= ...

= (vσ,ε̃1σ ◦ (εp−1 ◦ ... ◦ εi))...(vε̃p−(i+1)σ,ε̃p−iσ ◦ εi).vε̃p−iσ,τ

= (vσ,ε̃1σ ◦ (εi)
p−i

).(vε̃1σ,ε̃2σ ◦ (εi)
p−i−1

)...(vε̃p−(i+1)σ,ε̃p−iσ ◦ εi).vε̃p−iσ,τ

= (vσ,εpσ ◦ (εi)
p−i

).(vεpσ,εp−1εpσ ◦ (εi)
p−i−1

)...vε̃p−iσ,τ .

So vσ,τ is defined in terms of the other transition functions with the composition of some
face maps for τ = ε̃p−(i−1)σ = (εi ◦ .... ◦ εp)σ, i = 1, ..., p. ¤

Proposition 6.5 :

Assume that we have a bundle over |S|. Then

1) There exists admissible trivialization such that the transition function is given by

vσ,εiσ = 1 if i < p.

2) For τ = ε̃p−(i−1)σ, i = 1, ..., p, we get vσ,τ as product of some transition functions:

vσ,τ = (vσ ◦ (εi)
p−i

).(vε̃1σ ◦ (εi)
p−i−1

).(vε̃2σ ◦ (εi)
p−i−2

)...(vε̃p−(i+1)σ ◦ (εi)
1
).(vε̃p−iσ).

3) The transition functions vσ,τ satisfy the compatibility conditions:

vσ ◦ εi =

{
vεiσ : i < p− 1

vεp−1σ.vεpσ
−1 : i = p− 1

4) For a degenerate σ, we have
vσ ◦ ηj = vηjσ.

for ∀j.

Proof :

1) First of all let’s define a special case of trivialization by induction on the dimension of
the non-degenerate simplex.

One has a bundle over |S| so F → ∆0 × S0 is a 0-bundle. By choosing a trivialization we
get F ∼= G. One also has 1-bundle on ∆1 × S1 for the degeneracy elements and by admissible
trivialization for the degeneracy elements in S1, we get ϕσ = ηi

∗(ϕτ ). For the non-degenerate
elements in S1; we delete the first vertex < 0 > then it is shrunk to < 1 >. So the identity on
< 0 > is extended to whole simplex.
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The idea is the same for 2-simplex. We have a trivialization on each face but we can
not extend this to the whole simplex because of the obstruction theory. Let us define the
trivialization on the 2-simplex by the homotopy: Ht : ∆2 → ∆2 defined by

Ht(∆
2\ε2∆1) = id|∆2\ε2∆1

H0(∆
2) = id|∆2

H1(∆
2) = ∆2\ε2∆1.

The homotopy tells us that the identity on ∆2\ε2∆1 is extended to the whole simplex.

In general: Let A ⊆ X and F → X be a principal bundle. A is a deformation retract of
X such that H : X × I → X, H0(X) = idX , H1(X) = idA and Ht(X) ⊆ A. It induces an
isomorphism H0

∗(F ) ∼= H1
∗(F ).

Then
F = id∗F = H0

∗(F ) = H1
∗(F ) ∼= H1

∗(F|A) = H1
∗(A×G) = X ×G.

A is contractible so each principal G bundle over A is trivial. Thus, one can define the
trivialization on the whole simplex by the homotopy theory. So the homotopy Ht : ∆p → ∆p,
in general, is defined by

Ht(∆
p\εp∆p−1) = id|∆p\εp∆p−1

H0(∆
p) = id|∆p

H1(∆
p) = ∆p\εp∆p−1.

Thus we get the trivialization on the whole simplex extending the given trivialization on
∆p\εp∆p−1 =

⋃p−1
i=0 εi∆p−1. Hence given trivializations of Fσ, for dimension of τ < p, we obtain

a special kind of trivializations ϕσ : Fσ → ∆p ×G for each non-degenerate σ extending those
on σ × εi∆p−1, i < p.

If σ is degenerate say σ = ηiτ then we define the trivialization for Fσ by pullback via ηi

from ∆p−1 × τ . Now for these, we get the transition functions vσ,εiσ from the diagram,

∆p−1 ×G

²²

ϕσ◦ε̄i◦ϕεiσ
−1

// ∆p ×G

²²
∆p−1 × εiσ

εi
// ∆p × σ

If i < p then ϕσ ◦ ε̄i = ϕεiσ, since ∆p−1 ↪→ ∆p is an inclusion and we delete some first
vertices. Hence

vσ,εiσ = 1, i < p.

2) This is the reformulation of the previous proposition, since for i = p, we put vσ = vσ,εpσ.
Then, for τ = ε̃p−(i−1)σ, i = 1, ..., p, we get vσ,τ as given in the statement.

3) For j = p, we have γ = εpσ and τ = εiγ, and also γ′ = εiσ and τ = εp−1γ
′, when (i < j),

in proposition 6.4, put γ = εpσ and τ = εiγ then

τ = εiεpσ = εp−1εiσ.
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Hence by the cocyle conditions;

vσ,εiεpσ = (vσ,εpσ ◦ εi).vεpσ,εiεpσ

vσ,εp−1εiσ = (vσ,εiσ ◦ εp−1).vεiσ,εp−1εiσ

and vσ,εpσ = vσ and when i < p, vσ,εiσ ◦ εp−1 = id, follows from 1), so the first equation becomes

vσ,εiεpσ = (vσ ◦ εi).vεpσ,εiεpσ.

The second one is,
vσ,εp−1εiσ = vεiσ.

Thus we get

vεiσ =

{
(vσ ◦ εp−1).vεpσ : i = p− 1

vσ ◦ εi : i < p− 1

In other words, we have

vσ ◦ εi =

{
vεiσ : i < p− 1

vεp−1σ.vεpσ
−1 : i = p− 1

4) From ii) in proposition 6.4, we put i = p and we get

vηjσ′ =





1 : i < j
1 : i = j, i = j + 1

vσ′ ◦ ηj : i > j + 1,

since only the last case gives vηjσ′ = vσ′ ◦ ηj when i = p, σ′ ∈ Sp−1. For the other cases
i < p− 1, we get vσ′,εiσ′ ◦ ηj−1 = vηjσ′,εiηjσ′ or at most p − 1, we get vσ′,εi−1σ′ ◦ ηj−1.That is
why the transition functions will be 1. For the last case, we have vσ′,εi−1σ′ ◦ ηj = vσ′ ◦ ηj. By
interchanging σ′ with σ, we get the required equalities. ¤

Note :

The transitions functions are generalized lattice gauge fields. Lattice gauge field is defined
on 1-skeleton and one can extend this to p − 1 simplex. So we get the transition functions on
∆p.

Proposition 6.6 :

Given a bundle, one can find the admissible trivializations such that the transition functions
are determined by functions vσ : ∆p−1 → G for σ ∈ Sp nondegenerate.
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Proposition 6.7 :

Suppose given a set of functions

vσ : ∆p−1 → G

for σ ∈ Sp for all p, satisfying the compatibility conditions

vσ ◦ εi =

{
vεiσ : i < p− 1

vεp−1σ.vεpσ
−1 : i = p− 1

and
vηjσ = vσ ◦ ηj.

Then one can define for each σ ∈ Sp and each lower dimensional face τ of σ, a function vσ,τ

such that i) and ii) in proposition 6.4 hold and such that

vσ,τ =

{
vσ : i = p
1 : i < p.

Proof :

For a lower dimensional face τ of σ write τ = εi1◦...◦εikσ and define vσ,τ as in proposition 6.5
2). It is enough to show that vσ,τ is well-defined for τ of codimension 2. That is, for τ = εiεjσ
we must prove that

vσ,εiεjσ = (vσ,εjσ ◦ εi).vεjσ,εiεjσ

and
vσ,εj−1εiσ = (vσ,εiσ ◦ εj−1).vεiσ,εj−1εiσ

are equal when i < j.

We know that vσ satisfies the compatibility conditions above. Now

vσ,εiεpσ = (vσ ◦ εi).vεpσ,εiεpσ

vσ,εp−1εiσ = (vσ,εiσ ◦ εp−1).vεiσ,εp−1εiσ

By using the first and the second conditions given in the statement, we get

(vσ ◦ εi).vεpσ,εiεpσ =

{
vεiσ.1 = vεiσ : i < p− 1

vεp−1σ.vεpσ
−1.vεpσ = vεp−1σ : i = p− 1.

On the other hand, we have

(vσ,εiσ ◦ εp−1).vεiσ,εp−1εiσ =

{
1.vεiσ : i < p− 1

1.vεp−1σ : i = p− 1.

So

(vσ,εiσ ◦ εp−1).vεiσ,εp−1εiσ =

{
vεiσ : i < p− 1

vεp−1σ : i = p− 1.
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When i < j for εiεjσ = τ and εj−1εi = τ , vσ,τ gives the same compatibility conditions.

So vσ,τ is well-defined. ¤

Proposition 6.8 :

Given a set of transition functions vσ,τ satisfying i) and ii) in proposition 6.4, there is a
bundle F over |S| and trivializations with transition functions vσ,τ .

Proof :

Let’s define

Fσ := ∆p × σ ×G

where σ ∈ Sp, as a trivialization. Similarly, let Fεjσ := ∆p−1 × εjσ × G, εjσ ∈ Sp−1. We want
to define

ε̄j : ∆p−1 × (εjσ)×G → ∆p × (σ)×G

by using the transition functions and an appropriate face map as follows:

∆p−1 × (εjσ)×G

²²

ε̄j
// ∆p × (σ)×G

²²
∆p−1 × εjσ

εj
// ∆p × σ.

Then

ε̄j(t, εjσ, g) = (εj(t), σ, vσ,εjσ(t).g),

where t ∈ ∆p−1 and vσ,εjσ : ∆p−1 → G. From the definition of trivialization, the diagram above
is commutative. We need to show that the compatibility conditions hold:

ε̄j ε̄i =

{
ε̄iε̄j−1 : i < j
ε̄i+1ε̄j : i ≥ j.

We have

∆p−2 × εiεjσ ×G

²²

ε̄i
// ∆p−1 × εjσ ×G

²²

ε̄j
// ∆p × σ ×G

²²
∆p−2 × εiεjσ

εi
// ∆p−1 × εjσ

εj
// ∆p × σ

and

ε̄j ◦ ε̄i(t, εiεjσ, g) = ε̄j(ε̄i(t, εiεjσ, g))

= ε̄j(εi(t), εjσ, vεjσ,εiεjσ(t).g)

= (εjεi(t), σ, (vσ,εjσ ◦ εi(t)).vεjσ,εiεjσ(t).g)

= (εiεj−1(t), σ, (vσ,εjσ ◦ εi(t)).vεjσ,εiεjσ(t).g)

when i < j.
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We know that vσ,τ is well-defined from proposition 6.7, where τ = εiεjσ. That is,
(vσ,εjσ ◦ εi(t)).vεjσ,εiεjσ(t) and (vσ,εiσ ◦ εj−1(t)).vεiσ,εj−1εiσ(t) will give us the same
compatibility conditions when i < j. Then

ε̄j ε̄i(t, εiεjσ) = (εiεj−1(t), σ, (vσ,εiσ ◦ εj−1(t)).vεiσ,εj−1εiσ(t).g)

= ε̄i(εj−1(t), εiσ, vεiσ,εj−1εiσ(t).g)

= ε̄iε̄j−1(t, εj−1εiσ, g)

= ε̄iε̄j−1(t, εiεjσ, g).

When i ≥ j, we get

ε̄j ε̄i(t, εiεjσ) = ε̄j(ε̄i(t, εiεjσ, g))

= ε̄j(εi(t), εjσ, vεjσ,εiεjσ(t).g)

= (εjεi(t), σ, (vσ,εjσ ◦ εi(t)).vεjσ,εiεjσ(t).g)

= (εi+1εj(t), σ, (vσ,εi+1σ ◦ εj(t)).vεi+1σ,εjεi+1σ(t).g).

From proposition 6.7, (vσ,εjσ ◦ εi(t)).vεjσ,εiεjσ(t) and (vσ,εi+1σ ◦ εj(t)).vεi+1σ,εjεi+1σ(t) give the
same compatibility conditions when i ≥ j. Thus

ε̄j ε̄i(t, εiεjσ) = ε̄i+1(εj(t), εi+1σ, vεi+1σ,εjεi+1σ(t).g)

= ε̄i+1ε̄j(t, εjεi+1σ, g)

= ε̄i+1ε̄j(t, εiεjσ, g).

In order to get the compatibility conditions for the degeneracy operators let’s define

η̄j : ∆p+1 × (ηjσ)×G → ∆p × (σ)×G

as follows:

∆p+1 × (ηjσ)×G

²²

η̄j
// ∆p × (σ)×G

²²
∆p+1 × ηjσ

ηj
// ∆p × σ

η̄j(t, ηjσ, g) = (ηj(t), σ, 1.g),

where t ∈ ∆p+1 and the transition function becomes identity, since

vσ,τ = 1 j < p + 1 and j = 0, ..., p.

So we can get the required compatibility conditions

η̄j η̄i =

{
η̄iη̄j+1 : i ≤ j
η̄i−1η̄j : i > j

as follows:

∆p+2 × ηiηjσ ×G

²²

η̄i
// ∆p+1 × ηjσ ×G

²²

η̄j
// ∆p × σ ×G

²²
∆p+2 × ηiηjσ

ηi
// ∆p+1 × ηjσ

ηj
// ∆p × σ
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and

η̄j η̄i(t, ηiηjσ, g) = η̄j(ηi(t), ηjσ, 1.g)

= (ηjηi(t), σ, 1.1.g).

Then
η̄j η̄i(t, ηiηjσ, g) = (ηiηj+1(t), σ, g)

when i ≤ j. So finally we get

η̄j η̄i(t, ηiηjσ, g) = η̄iη̄j+1(t, ηiηjσ, g).

The other case can be shown similarly.

The last compatibility conditions are

η̄j ε̄i =





ε̄iη̄j−1 : i < j
1 : i = j, i = j + 1

ε̄i−1η̄j : i > j + 1.

We have a diagram

∆p−1 × εiηjσ ×G

²²

ε̄i
// ∆p × ηjσ ×G

²²

η̄j
// ∆p−1 × σ ×G

²²
∆p−1 × εiηjσ

εi
// ∆p × ηjσ

ηj
// ∆p−1 × σ.

So

η̄j ε̄i(t, εiηjσ, g) = η̄j(εi(t), ηjσ, vηjσ,εiηjσ(t).g)

= (ηjεi(t), σ, 1.vηjσ,εiηjσ(t).g).

Then

η̄j ε̄i(t, εiηjσ, g) =





(εiηj−1(t), σ, 1.g) : i < j
(1.t, σ, vηjσ,εiηjσ(t).g) : i = j, i = j + 1

(εi−1ηj(t), σ, vηjσ,εiηjσ(t).g) : i > j + 1.

From the first part of proposition 6.4 and the definition of ε̄i and η̄i, we get

η̄j ε̄i(t, εiηjσ, g) =





ε̄iη̄j−1(t, ηj−1εiσ, g) : i < j
(t, εj+1ηjσ, g) : i = j, i = j + 1

ε̄i−1η̄j(t, ηjεi−1σ, vηjσ,ηjεi−1σ(t)g) : i > j + 1.

At the last case vηjσ,ηjεi−1σ = vσ,εi−1σ ◦ ηj and this is not identity when i− 1 < p, but we can
see that

η̄j ε̄i(t, εiηjσ, g) = (εi−1ηj(t), σ, vσ,εi−1σ ◦ ηj(t).g)

= ε̄i−1(ηjt, εi−1σ, 1.g)

= ε̄i−1η̄j(t, ηjεi−1σ, g)

= ε̄i−1η̄j(t, εiηjσ, g).
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Thus we get the compatibility conditions as

η̄j ε̄i(t, εiηjσ, g) =





ε̄iη̄j−1(t, εiηjσ, g) : i < j
(t, εiηjσ, g) : i = j, i = j + 1

ε̄i−1η̄j(t, εiηjσ, g) : i > j + 1.

¤

Corollary 6.9 :

Given a set of functions vσ satisfying the compatibility conditions in proposition 6.7, one can
construct a bundle F over |S| and the trivializations with the transition functions vσ,εpσ = vσ

and vσ,εiσ = 1 when i < p and vηiσ = vσ ◦ ηi for a degenerate σ.

Proof :

It directly follows from Proposition 6.7 and Proposition 6.8. ¤



Chapter 7

TRANSITION FUNCTIONS, REALIZATIONS AND CLASSIFYING MAP

In this chapter, we construct a map m : ‖ |P̄.S.| ‖ → BG for a given bundle F on |S| and
admissible trivialization and also we construct a map k : ‖S‖ → BG with aid of transition
functions.

Now, look at the bundles which are defined over some simplicial sets in the following diagram;

(p ◦ L)∗F

²²

r // ∆p × F

²²

proj // F

π

²²
‖ |P.S.| ‖ L // ‖ |S.| ‖ p // |S.|

where (p ◦ L)∗F is the pullback of F by p ◦ L.

Let F̃ be defined as a subset of

{(t, s, f) ∈ ∆p ×∆q0 × ...×∆qp × F|∆n+p×Sn+p
| πy(f) = (lp(t)(s), y)}

where t ∈ ∆p, s ∈ ∆q0 × ...×∆qp , f ∈ Fy and y ∈ Sn+p.

So (p ◦ L)∗F can be modelled by F̃ by the following proposition.

Proposition 7.1 :

There is a canonical isomorphism

(p ◦ L)∗F → F̃

where (p ◦ L)∗F is a bundle over ‖ |P.S.| ‖. This map is defined as a projection on the last
factor F . The equivalence relations F̃ are as follows;

i) (εit, s, µ̄(i)f) ∼ (t, πis, f)

where t ∈ ∆p−1, s ∈ ∆q0 × ...×∆qp , f ∈ Fµ(i)y.

ii) (t, ε(i)
js′, ε̄j

(i)f
′) ∼ (t, s′, f ′)

where t ∈ ∆p, s′ ∈ ∆q0 × ...×∆qi−1 × ...×∆qp , f ′ ∈ Fy, y ∈ Sn+p−1.

iii) (t, η(i)
js′, η̄j

(i)f
′) ∼ (t, s′, f ′)

48



BEDIA AKYAR 49

where t ∈ ∆p, s′ ∈ ∆q0 × ...×∆qi+1 × ...×∆qp , f ′ ∈ Fy, y ∈ Sn+p+1.

Proposition 7.2 :

Let r : (p ◦ L)∗F → ∆p × F and the projection of ∆p × F on the second factor be given.
Then the composition map

q : (p ◦ L)∗F → F

is a well-defined simplicial map.

Proof :

Let’s see the equivalence relations under q;

i) (εit, s, µ̄(i)f) ∼ (t, πis, f)

where
µ̄(i) : F|

∆n+p−qi−1×Sn+p−qi−1
→ F|∆n+p×Sn+p

and
µ(i) : Sn+p → Sn+p−qi−1

i=0,...,p.

q(εit, s, µ̄(i)f) = µ̄(i)f and q(t, πis, f) = f

We want to see that
µ̄(i)f ∼ f.

Then

πµ(i)y(µ̄
(i)f) = (lp(t)(πi(s), µ(i)y)

∼ (µ(i)l(t)(πi(s)), y)

= (l(εit)(s), y)

= πy(f)

So
µ̄(i)f ∼ f.

ii) If
(t, ε(i)

js′, ε̄(i)
jf ′) ∼ (t, s′, f ′)

where t ∈ ∆p, s′ ∈ ∆q0 × ...×∆qi−1 × ...×∆qp , f ′ ∈ Fy, y ∈ Sn+p−1 and

ε̄(i)
j : F|∆n+p−1×Sn+p−1

→ F|∆n+p×Sn+p

q(t, ε(i)
js′, ε̄(i)

jf ′) = ε̄(i)
jf ′ and q(t, s′, f ′) = f ′
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We want to see

ε̄(i)
jf ′ ∼ f ′

Then

πη(i)
jy(ε̄(i)

jf ′) = (lp(t)(ε(i)
js′), ηj

(i)y)

where η(i)
jy ∈ Sn+p, ε̄(i)

jf ′ ∈ F|∆n+p×Sn+p
.

(lp(t)(ε(i)
js′), η(i)

jy) ∼ (ηj
(i)lp(t)(ε(i)

js′, y)

= (lp(t)(s
′), y)

= πy(f
′).

Thus

q(t, ε(i)
js′, ε̄(i)

jf ′) ∼ q(t, s′, f ′)

iii) If

(t, η(i)
js′, η̄(i)

jf ′) ∼ (t, s′, f ′)

where t ∈ ∆p, s′ ∈ ∆q0 × ...×∆qi+1 × ...×∆qp , f ′ ∈ Fy, y ∈ Sn+p+1, and

η̄(i)
j : F|∆n+p+1×Sn+p+1

→ F|∆n+p×Sn+p
.

q(t, η(i)
js′, η̄(i)

jf ′) = η̄(i)
jf ′ and q(t, s′, f ′) = f ′

Then

πεj
(i)y(η̄(i)

jf ′) = (lp(t)(η(i)
js′), εj

(i)y)

where εj
(i)y ∈ Sn+p, η̄(i)

jf ′ ∈ F|∆n+p×Sn+p
.

Then

(lp(t)(η(i)
js′), εj

(i)y) ∼ (ε(i)
jlp(t)(η(i)

js′), y)

= (lp(t)(s
′), y)

= πy(f
′).

Thus

q(t, η(i)
js′, η̄(i)

jf ′) ∼ q(t, s′, f ′).

¤



BEDIA AKYAR 51

Now, we can give a statement to define a classifying map k : ‖S‖ → BG. We have a diagram

F̃
m̃ //

²²

EG

²²|| |P.S.| || m //

L
²²

BG

|| |S.| ||
p

²²
|S.|

CC

As we mentioned before that there is any well-defined map ‖ |P.S.| ‖ → BG in the sense we
wish, so we can define a map m : ‖ |P̄.S.| ‖ → BG by the following proposition:

Proposition 7.3 :

Given a bundle F on |S| and admissible trivialization with the function vy,τ , where τ is a
lower face of y, one can construct a map m : ‖ |P̄.S.| ‖ → BG by

m(t, s, y) = (t, vµ̃(p−1)y,µ̃(p)y(ρ
(1)(lp(t)(s))

−1, ...,

vµ̃(2)y,µ̃(3)y(ρ
(p−2)(lp(t)(s))

−1,

vµ̂(p)y,µ̃(2)y(ρ
(p−1)(lp(t)(s)))

−1, vy,µ̂(p)y(ρ
(p)(lp(t)(s)))

−1, 1).

Proof :

Let’s start with a given bundle F on |S| and an epimorphism |P̄pS.| → |S.|, so

F̄

²²

// F

²²
|P̄.S.| // |S.|

Transition functions which we will use to define m̃ will be taken from the bundle F → |S|.
Let’s take y ∈ Sn+2p+1 and lp(t)(s) ∈ ∆n+2p+1. We already defined lp(t)(s) before:

lp(t)(s
0, 0, ..., sp−1, 0, sp, 0) = (s1

0(1− t1) + t1, ..., sq0
0(1− t1) + t1, t1, t1,

s1
1(t1 − t2) + t2, .., sq1

1(t1 − t2) + t2, t2, t2,

...,

s1
p−1(tp−1 − tp) + tp, .., sqp−1

p−1(tp−1 − tp) + tp, tp, tp,

s1
ptp, ..., sqp

ptp, 0).

For convenience, we drop p in lp(t)(s) and use l(t)(s). So

ρ(p)l(t)(s) = (s1
0(1− t1) + t1, ..., sq0

0(1− t1) + t1, t1, , t1,

s1
1(t1 − t2) + t2, .., sq1

1(t1 − t2) + t2, t2, t2,

...,

s1
p−1(tp−1 − tp) + tp, ..., sqp−1

p−1(tp−1 − tp) + tp, tp),
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where ρ(p) := ηn−qp+2p−1 ◦ ... ◦ ηn+2p deletes qp + 2 elements.

There is a fibre at (l(t)(s), y), by using the trivialization ϕy : Fy → ∆n+2p+1 × y ×G and
the projection on the last factor, we get Fy → G. Let’s denote this composition by ϕ̄y(f̃) where
f̃ := (l(t)(s), y), f̃y ∈ F(l(t)(s),y), y ∈ Sn+2p+1. On the other hand

ϕµ(p)y : Fµ(p)y → ∆n+2p−qp−1 × µ(p)y ×G

gives us
ϕ̄µ(p)y : Fµ(p)y → G.

By the definition,

ϕ̄y(µ̄
(p)f̃y) := vy,µ(p)y(ρ

(p)l(t)(s)).ϕ̄µ(p)y(f̃)µ(p)y

where the transition function is

vy,µ(p)y : ∆n+2p−qp−1 → G,

where
µ(p) : Sn+2p+1 → Sn+2p−qp−1

is defined by µ(p) := εn+2p−qp ◦ ... ◦ εn+2p+1, deletes qp + 2 elements.

The last component in m̃(t, s, f̃y) is defined via the trivialization ϕy(f̃) which is ϕ̄y(f̃).
In order to find the p-th component, we will use the transition function vy,µ(p)y. Then this
component will be

vy,µ(p)y(ρ
(p)l(t)(s))

−1
.ϕ̄y(f̃).

To get the other coordinates in the image, we apply the same method several times. In
general

µ̂(i) : Sn+2i+1−Pp−i−1
0 qp−j

→ Sn+2i−1−Pp−i
0 qp−j

i = 1, ..., p.

In general one can write

ρ(i)l(t)(s) = (s1
0(1− t1) + t1, ..., sq0

0(1− t1) + t1, t1, t1,

s1
1(t1 − t2) + t2, ..., sq1

1(t1 − t2) + t2, t2, t2,

.

.

.

s1
i−1(ti−1 − ti) + ti, ..., sqi−1

i−1(ti−1 − ti) + ti, ti),

i = 1, ..., p and ρ(i)l(t)(s) = ηq0+...+qi−1+2i−1 ◦ ... ◦ ηn+2p.

Note : µ̃(1) = µ̂(p) = µ(p).

Then the p-1-st component is

vµ̂(p)y,µ̃(2)y(ρ
(p−1)(l(t)(s)))−1.ϕ̄µ̂(p)y(f̃)
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where ρ(p−1)l(t)(s) deletes qp−1 + 2-elements in ρ(p)l(t)(s), that is,

ρ(p−1)l(t)(s) = ηn−qp−qp−1+2p−3 ◦ ... ◦ ηn+2p.

Let’s denote
µ̃(p−i) = µ̂(i+1) ◦ ... ◦ µ̂(p)

i = 0, ..., p − 1, which deletes the elements (q0 + ... + qi + 2i − 1, ..., n + 2p + 1). It deletes
qi+1 + ... + qp + 2(p− i) = n− (q0 + ... + qi) + 2(p− i) elements.

Thus

m̃(t, s, f̃y) = (t, vµ̃(p−1)y,µ̃(p)y(ρ
(1)(l(t)(s)))−1...vy,µ̂(p)y(ρ

(p)l(t)(s))−1ϕ̄y(f̃),

...,

vµ̃(2)y,µ̃(3)y(ρ
(p−2)(l(t)(s)))−1.vµ̂(p)y,µ̃(2)y(ρ

(p−1)(l(t)(s))−1.vy,µ̂(p)y(ρ
(p)l(t)(s))−1ϕ̄y(f̃),

vµ̂(p)y,µ̃(2)y(ρ
(p−1)(l(t)(s)))−1.vy,µ̂(p)y(ρ

(p)(l(t)(s)))−1.ϕ̄y(f̃),

vy,µ̂(p)y(ρ
(p)(l(t)(s)))−1.ϕ̄y(f̃),

ϕ̄y(f̃)).

In other words,

m̃(t, s, f̃y) = (t, (vy,µ̂(p)y(ρ
(p)l(t)(s))...vµ̃(p−1)y,µ̃(p)y(ρ

(1)(l(t)(s)))−1ϕ̄y(f̃),

...,

(vy,µ̂(p)y(ρ
(p)l(t)(s)).vµ̂(p)y,µ̃(2)y(ρ

(p−1)(l(t)(s)).vµ̃(2)y,µ̃(3)y(ρ
(p−2)(l(t)(s)))−1ϕ̄y(f̃),

(vy,µ̂(p)y(ρ
(p)(l(t)(s))).vµ̂(p)y,µ̃(2)y(ρ

(p−1)(l(t)(s))))−1ϕ̄y(f̃),

vy,µ̂(p)y(ρ
(p)(l(t)(s)))−1.ϕ̄y(f̃),

ϕ̄y(f̃)).

By using proposition 6.5 2), we can simplify m̃ as:

m̃(t, s, f̃y) = (t, vy,µ̃(p)y(ρ
(1)(l(t)(s)))−1ϕ̄y(f̃),

...,

(vy,µ̃(3)y(ρ
(p−2)(l(t)(s)))−1ϕ̄y(f̃), (7.-41)

vy,µ̃(2)y(ρ
(p−1)(l(t)(s)))−1ϕ̄y(f̃),

vy,µ̂(p)y(ρ
(p)(l(t)(s)))−1.ϕ̄y(f̃),

ϕ̄y(f̃)).

By the definition EG = ||NḠ|| and γ : NḠ → NG, here

NḠ(p) = G× ...×G︸ ︷︷ ︸
p+1−times

and NG(p) = G× ...×G︸ ︷︷ ︸
p−times

,

is given by

γ(g0, ..., gp) = (g0g1
−1, ..., gp−1gp

−1). (7.-43)
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So we can identify BG = ||NG||. Then the required map is

m(t, s, y) = (t, vµ̃(p−1)y,µ̃(p)y(ρ
(1)(l(t)(s)))−1, ...,

vµ̃(2)y,µ̃(3)y(ρ
(p−2)(l(t)(s)))−1,

vµ̂(p)y,µ̃(2)y(ρ
(p−1)(l(t)(s)))−1, vy,µ̂(p)y(ρ

(p)(l(t)(s)))−1, 1).

¤

Proposition 7.4 :

Given a bundle F on |S| and by using the previous proposition, one can show that the map
m̃ : F̃ → EG is well-defined.

Proof :

For the first equivalence relation:

i) If
(εit, (s, µ̄(i)f̃y)) ∼ (t, proji(s), f̃µ(i)y)

where t ∈ ∆p−1, s = (s0, 0, ..., sp, 0), y ∈ Sn+2p+1, f̃µ(i)y ∈ Fµ(i)y and µ̄(i)f̃y ∈ Fy then we will
show that

m̃(εit, (s, µ̄(i)f̃y)) ∼ m̃(t, proji(s), f̃µ(i)y)

When i = p, it follows from

m̃(εpt, s, µ̄(p)f̃) = (εpt, vy,µ̃(p)y(ρ
(1)l(εpt)(s))−1ϕ̄y(µ̄

(p)f̃),

...,

(vy,µ̃(3)y(ρ
(p−2)(l(εpt)(s)))−1ϕ̄y(µ̄

(p)f̃),

vy,µ̃(2)y(ρ
(p−1)(l(εpt)(s)))−1ϕ̄y(µ̄

(p)f̃),

vy,µ̂(p)y(ρ
(p)(l(εpt)(s)))−1.ϕ̄y(µ̄

(p)f̃),

ϕ̄y(µ̄
(p)f̃)),

∼ (t, vy,µ̃(p)y(ρ
(1)l(εpt)(s))−1ϕ̄y(µ̄

(p)f̃),

...,

(vy,µ̃(3)y(ρ
(p−2)(l(εpt)(s)))−1ϕ̄y(µ̄

(p)f̃),

vy,µ̃(2)y(ρ
(p−1)(l(εpt)(s)))−1ϕ̄y(µ̄

(p)f̃),

vy,µ̂(p)y(ρ
(p)(l(εpt)(s)))−1.ϕ̄y(µ̄

(p)f̃)).

By the definition vy,µ̂(p)y(ρ
(p)(l(εpt)(s)))−1.ϕ̄y(µ̄

(p)f̃) := ϕ̄µ̂(p)y(f̃) and if we substitute in the
equation above and using the necessary cocycle conditions we get

m̃(t, projp(s), f̃µ(p)y) = (t, vµ(p)y,µ̃(p)′µ(p)y
(ρ(1)µ(p)l(εpt)(s))−1ϕ̄µ(p)y(f̃),

...,

(vµ(p)y,µ̃(3)′µ(p)y
(ρ(p−2)µ(p)(l(εpt)(s)))−1ϕ̄µ(p)y(f̃),

vµ(p)y,µ̃(2)′µ(p)y
(ρ(p−1)µ(p)(l(εpt)(s)))−1ϕ̄µ(p)y(f̃),

ϕ̄µ(p)y(f̃)).
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where µ(p)l(εpt)(s) = l(t)(projps).

When i = 0, it follows from

m̃(ε0t, s, µ̄(0)f̃) = (ε0t, vy,µ̃(p)y(ρ
(1)l(ε0t)(s))−1ϕ̄y(µ̄

(0)f̃),

...,

(vy,µ̃(3)y(ρ
(p−2)(l(ε0t)(s)))−1ϕ̄y(µ̄

(0)f̃),

vy,µ̃(2)y(ρ
(p−1)(l(ε0t)(s)))−1ϕ̄y(µ̄

(0)f̃),

vy,µ̂(p)y(ρ
(p)(l(ε0t)(s)))−1.ϕ̄y(µ̄

(0)f̃),

ϕ̄y(µ̄
(0)f̃)),

∼ (t, vy,µ̃(p)y(ρ
(1)l(ε0t)(s))−1ϕ̄y(µ̄

(0)f̃),

...,

(vy,µ̃(3)y(ρ
(p−2)(l(ε0t)(s)))−1ϕ̄y(µ̄

(0)f̃),

vy,µ̃(2)y(ρ
(p−1)(l(ε0t)(s)))−1ϕ̄y(µ̄

(0)f̃),

vy,µ̂(p)y(ρ
(p)(l(ε0t)(s)))−1.ϕ̄y(µ̄

(0)f̃)).

By the definition vy,µ̂(0)y(µ
(0)(l(ε0t)(s)))−1.ϕ̄y(µ̄

(0)f̃) := ϕ̄µ̂(0)y(f̃) and if we substitute in the
equation above and using the necessary cocycle conditions

vy,µ(p)
′µ(0)y = vy,µ(0)y.vµ(0)y,µ(p)

′µ(0)y

vy,µ(0)
′µ(p)y = vy,µ(p)y.vµ(p)y,µ(0)

′µ(p)y

we get

m̃(t, proj0(s), f̃µ(0)y) = (t, vµ(0)y,µ̃(p−1)′µ(0)y
(ρ(2)µ(0)l(ε0t)(s))−1ϕ̄µ(0)y(f̃),

...,

(vµ(0)y,µ̃(2)′µ(0)y
(ρ(p−1)µ(0)(l(ε0t)(s)))−1ϕ̄µ(0)y(f̃),

vµ(0)y,µ(p)
′µ(0)y(ρ

(p)µ(0)(l(ε0t)(s)))−1ϕ̄µ(0)y(f̃),

ϕ̄µ(0)y(f̃)),

where µ(0)l(ε0t)(s) = l(t)(proj0s).

For i = 1, ..., p− 1, by using the same fact that we get the required equivalent elements.

ii) If

(t, εj
(i)s, ε̄

j f̃) ∼ (t, s, f̃εj
(i)y)

Then we will show that

m̃(t, εj
(i)s, ε̄

j f̃) ∼ m̃(t, s, f̃εj
(i)y),

j = 0, ..., qi.
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For i = p, j = qp, we get

m̃(t, εqp
(p)s, ε̄

qp f̃) = (t, vy,µ̃(p)y(ρ
(1)l(t)(s))−1ϕ̄y(ε̄

qp f̃)

...,

(vy,µ̃(3)y(ρ
(p−2)(l(t)(s)))−1ϕ̄y(ε̄

qp f̃),

vy,µ̃(2)y(ρ
(p−1)(l(t)(s)))−1ϕ̄y(ε̄

qp f̃),

vy,µ̂(p)y(ρ
(p)(l(t)(s)))−1.ϕ̄y(ε̄

qp f̃),

ϕ̄y(ε̄
qp f̃)).

On the other hand

m̃(t, s, f̃εn+2py) = (t, vεn+2py,µ̃(p)′εn+2py(ρ
(1)′l(t)(s))−1ϕ̄εn+2py(f̃),

...,

(vεn+2py,µ̃(3)′εn+2py(ρ
(p−2)′(l(t)(s)))−1ϕ̄εn+2py(f̃),

vεn+2py,µ̃(2)′εn+2py(ρ
(p−1)′(l(t)(s)))−1ϕ̄εn+2py(f̃),

vεn+2py,µ̂(p)
′εn+2py(ρ

(p)′(l(t)(s)))−1.ϕ̄εn+2py(f̃),

ϕ̄εn+2py(f̃)).

From the definition vy,εn+2py
−1ϕ̄y(ε̄

qp f̃) := ϕ̄εn+2py(f̃) and vy,εn+2py = id and cocycle
conditions, we get

(t, vy,µ̃(p)y(ρ
(1)l(t)(s))−1ϕ̄y(ε̄

qp f̃), ..., ϕ̄y(ε̄
qp f̃)),

what we wanted. For the other cases i = 0, ..., p− 1, it can be shown similarly.

iii)If
(t, ηj

(i)s, η̄
j f̃) ∼ (t, s, f̃ηj

(i)y)

Then we will show that

m̃(t, ηj
(i)s, η̄

j f̃) ∼ m̃(t, s, f̃ηj
(i)y),

j = 0, ..., qi.

It follows from ii) in proposition 6.4 and admissible trivialization. ¤

Proposition 7.5 :

Let ||S|| be the fat realization of S. One can define

k : ||S|| → BG

by

k(t, x) = (t, [vε2...εpx(0)]−1, [vε3...εpx(t1)]
−1, ...,

[vεp−1εpx(η
p−3ηp−2ηp−1t)]−1, [vεpx(η

p−2ηp−1t)]−1,

[vx(η
p−1t)]−1).

as a composition of m and an inclusion i : ∆p × Sp ↪→ ∆p × (∆0)
p+1 × S2p+1.
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Proof :

Let’s take all si = 0. Then n = 0, y ∈ S2p+1. The map Sp → S2p+1 is defined by
η2p ◦ η2p−2 ◦ ... ◦ η0x, x ∈ Sp. In order to define the transition functions, we need to find the
elements in ∆2p+1 by

l(t)(0, ..., 0) = (t1, t1, t2, t2, ..., tp, tp, 0).

µ(p) : S2p+1 → S2p−1 corresponds to µ(p) := ε2p ◦ ε2p+1.

The element in ∆2p−1 follows from

ρ(p)l(t)(0) = (t1, t1, t2, t2, ..., tp−1, tp−1, tp),

where ρ(p) := η2p−1 ◦ η2p.

In other words,

ρ(p)l(t)(0) = η2p−1 ◦ η2p ◦ ε2p+1 ◦ ε2p−1 ◦ ... ◦ ε1(t1, ..., tp).

For the p-th component, let’s write vy,µ(p)y(ρ
(p)(l(t)(0)) in terms of x:

vy,µ(p)y(ρ
(p)(l(t)(s))) = vy,ε2pε2p+1y(η

2p−1 ◦ η2p ◦ ε2p+1 ◦ ε2p−1 ◦ ... ◦ ε1(t1, ..., tp))

= vy,ε2p+1y(ε
2p ◦ η2p−1 ◦ η2p ◦ ε2p+1 ◦ ... ◦ ε1(t1, ..., tp)).

vε2p+1y,ε2pε2p+1y(η
2p−1 ◦ η2p ◦ ε2p+1 ◦ ε2p−1 ◦ ... ◦ ε1(t1, ..., tp))

= ...

= vy(ε
2pε2p−3...ε1(t1, ..., tp)).vε2p+1y(η

2p−3 ◦ ... ◦ ε1(t1, ..., tp))

= vε2py(ε
2p−3...ε1(t1, ..., tp)).vε2p+1y(η

2p−3 ◦ ... ◦ ε1(t1, ..., tp))
−1.

vε2p+1y(η
2p−3 ◦ ... ◦ ε1(t1, ..., tp))

= vε2py(ε
2p−3 ◦ ... ◦ ε1(t1, ..., tp))

= ...

= ...

= vηp−1◦ε1◦...◦ε2p−3◦η2p−4◦...◦η0x(t1, ..., tp)

= vx(η
p−1(t1, ..., tp))

= vx(t1, ..., tp−1).

This transition function is defined on ∆p−1.

For the p−1-st element, we will do the same thing for vµ(p)y,µ̃(2)y(ρ
(p−1)(l(t)(0)) Then we get

vεpx(η
p−2ηp−1(t1, ..., tp)) = vεpx(t1, ..., tp−2),

which is a transition function defined on ∆p−2.

Similarly for the p− 2-nd component, we get vεp−1εpx(t1, ..., tp−3) defined on ∆p−3.

One can write
ρ̄(i) := η2i−1 ◦ ... ◦ η2p,
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i = 1, ..., p.

For the 2-nd component, we get vε3...εpx(t1), and For the 1-st component, we get vε2...εpx(0).

Thus

k̃(t, f̃) = (t, [vx(η
p−1t)...vε2...εpx(0)]−1ϕ̄y(f̃),

...,

[vx(η
p−1t)vεpx(η

p−2ηp−1t)...vεp−1εpx(η
p−3ηp−2ηp−1t)]−1ϕ̄y(f̃),

[vx(η
p−1t)vεpx(η

p−2ηp−1t)]−1.ϕ̄y(f̃), [vx(η
p−1t)]−1.ϕ̄y(f̃),

ϕ̄y(f̃)).

So

k(t, x) = (t, [vε2...εpx(0)]−1, [vε3...εpx(t1)]
−1, ...,

[vεp−1εpx(η
p−3ηp−2ηp−1t)]−1, [vεpx(η

p−2ηp−1t)]−1, (7.-113)

[vx(η
p−1t)]−1).

We can also show that the composition k := m ◦ i is well-defined.

If (εjt, x) ∼ (t, εjx) then we must see that

k(εjt, x) ∼ k(t, εjx),

where t ∈ ∆p−1 and x ∈ Sp.

When j = p,

k(εpt, x) = (εpt, [vε2...εpx(ε
p0)]−1,

[vε3...εpx(ε
pt1)]

−1,

...,

[vεp−1εpx(η
p−3ηp−2ηp−1εpt)]−1,

[vεpx(η
p−2ηp−1εpt)]−1,

[vx(η
p−1εpt)]−1)

∼ (t, [vε2...εpx(ε
p0)]−1, ..., vεpx(η

p−2ηp−1εpt)]−1)

= (t, [vε2...εpx(0)]−1, ..., vεpx(η
p−2t)]−1)

= (t, [vε2...εp−1εpx(0)]−1, ..., [vεpx(t1, ..., tp−2)]
−1).

On the other hand,

k := m ◦ i(t, εpx) = m(t, 0, ..., 0, η2p−2 ◦ ... ◦ η0εpx)

= (t, [vε1...εp−1εpx(0)]−1, [vε2...εp−1εpx(t1)]
−1, ..., [vεpx(η

p−2t)]−1)

= (t, [vε2...εp−1εpx(ε
10)]−1, [vε3...εpx(ε

2t1)]
−1, ..., [vεpx(η

p−1t)]−1)

= (t, [vε2...εp−1εpx(0)]−1, ..., [vεpx(t1, ..., tp−2)]
−1).
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When j = 0,

k(ε0t, x) = (ε0t, [vε2...εpx(ε
00)]−1,

[vε3...εpx(ε
0t1)]

−1,

...,

[vεp−1εpx(η
p−3ηp−2ηp−1ε0t)]−1,

vεpx(η
p−2ηp−1ε0t)]−1,

[vx(η
p−1ε0t)]−1)

∼ (t, [vε3...εpx(0, t1)]
−1, ..., [vεpx(ε

0ηp−3ηp−2t)]−1, [vx(ε
0ηp−2t)]−1)

= (t, [vε0ε3...εpx(t1)]
−1, ..., [vε0εpx(η

p−3ηp−2t)]−1, [vε0x(η
p−2t)]−1)

= (t, [vε2ε3...εp−1ε0x(t1)]
−1, ..., vεp−1ε0x(η

p−3ηp−2t)−1, vε0x(η
p−2t)]−1)

= k(t, ε0x).

One can show this for the k = 1, ..., p− 1. ¤

Proposition 7.6 :

One can see that

i : ||S|| → || |P̄.S.| ||

is simplicial.

Proof :

i : ∆p × Sp → ∆p × (∆0)
p+1 × S2p+1

is defined by

i(εkt, x) = (εkt, 0, ..., 0, y)

∼ (t, 0, ..., 0, µ(k)y).

On the other hand

i(t, εkx) = (t, 0, ..., 0, η2p−2 ◦ ... ◦ η0εkx).

When k = p, one gets

i(εpt, x) = (εpt, 0, ..., 0, y)

∼ (t, 0, ..., 0, µ(p)y)

= (t, 0, ..., 0, ε2pε2p+1y)

= (t, 0, ..., 0, η2p−2 ◦ ..η2εpx)

= i(t, εpx).
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Let’s also do it for k = 0;

i(ε0t, x) = (ε0t, 0, ..., 0, y)

∼ (t, 0, ..., 0, µ(0)y)

= (t, 0, ..., 0, ε0ε1y)

= (t, 0, ..., 0, ε0ε1η2pη2p−2...η2η0x)

= (t, 0, ..., 0, η2p−2 ◦ ..η0ε0ε1η0x)

= (t, 0, ..., 0, η2p−2 ◦ ..η0ε0x)

= i(t, ε0x).

One can show this for k = 1, ..., p− 1. Thus the inclusion preserves the equivalence relation
on ||S||. ¤



Chapter 8

ALGEBRAIC POINT OF VIEW

In this chapter , we are going to explain briefly why we need to work on the algebraic level and
how the lifting problem will appear in this construction although we are going to mention the
lifting problem later with details.

Recall the diagram (5.1) of homotopy equivalences given in the proposition 5.2,

||S.|| //

%%JJJJJJJJJ

uδ

¾¾8
88

88
88

88
88

88
88

88
‖ |P̄.S.| ‖

f

²²
‖ |P.S.| ‖

≈
²²

‖ |S.| ‖.

We have defined the homotopy uδ in the chapter 4 as follows;

uδ : ∆p × Sp → ∆p+1 ×∆p × Sp

is defined by
uδ(t, x) = ([1− (1− t1)δ, ..., 1− (1− tp)δ, 1− δ], (t, x))

such that u0(t, x) = (1, ..., 1, t, x) = (εp...ε0(0), t, x) ∼ (0, t, x) ∈ ∆0 × |S.| and
u1(t, x) = (t1, ..., tp, 0, t, x) = (t, 0, t, x) = (εp+1t, t, x) ∼ (t, t, x) ∈ ∆p × |S.|.

In the diagram above, there is a lifting Hδ of a family uδ with the end points u0 and u1,
where Hδ is a homotopy between u0 and u1 and u0 : Sp → P0Sq0 , u1 : Sp → PpS0,...,0.

So in the following diagram
‖ |P.S.| ‖

L
²²

‖S.‖

Hδ

99ttttttttt

uδ

// ‖ |S.| ‖,
uδ lifts to Hδ but on the other hand in the following diagram

‖ |P̄.S.| ‖
f

²²
‖S.‖

ũ1

99ttttttttt
u1 //
u0

// ‖ |P.S.| ‖,
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although u1 can be lifted to ũ1, u0 can not since when we take f−1(∆0 × |P0S.|) = ∆0 × |S̄.|
which is contractible but |S.| is not. So there is no way to lift u0. Therefore the homotopy Hδ

can not be lifted. However it is possible to do this lifting on the chain level therefore we will
work on the algebraic level. On the other hand on the space level there is a difference between
‖S.‖ and |S.|, we need to carry the problem onto the chain level so there will be no difference
in terms of the chain complex of a simplicial set although we consider two different realizations
of S. So to be able to find this lifting, we switch the picture to that of the chain complex of
P.S..

In order to remedy the lifting problem, let’s start by giving a definition of the chain complex
of P.S. :

A bicomplex ( a double complex ) C∗,∗(PS) is a family of {Cp,n(PS)} of modules with
boundary maps ∂′ : Cp,n(PS) → Cp−1,n(PS) and ∂′′ : Cp,n(PS) → Cp,n−1(PS) such that

∂′∂′ = 0, ∂′′∂′′ = 0 and ∂′∂′′ + ∂′′∂′ = 0. (8.-1)

Thus Cp,n(PS) is a bigraded Z-module with the tow differentials. Then the total complex
C∗(PS) is given by

Cm(PS) =
⊕

p+n=m

Cp,n(PS)

with the boundary operator ∂ = ∂′ + ∂′′ satisfying ( 8.1 ).

Cp,n(PS) =
⊕

q0+...+qp=n
Z[PpSq0,...,qp ] =

⊕
q0+...+qp=n

ZSn+p(q0,...,qp),

so there is a natural map
⊕

q0+...+qp=nZSn+p(q0,...,qp) → Cn+p(S) and there is a map

Cp,n(PS) → Cp+n(S). In order to get the right homology for ‖ |P.S.| ‖, we need to define
the differential ∂ on the double complex as a sum of two differentials, i.e., ∂ = ∂′ + ∂′′.

On the other hand, we can find the sign convention by the following diagram

P.S.
ν //

""FF
FF

FF
FF

F E.S.

²²
S.

The sign conventions in E.S. and in S. give a motivation to get the correct sign in P.S. since
the differentials are preserved under the maps in the diagram above. So the differential ∂ can
be thought as

∑n+p
j=0 (−1)jεj.

Proposition 8.1:

Cp,n(PS) is a double complex with the external and the internal differentials, namely given

∂′ =
∑p

r=0 (−1)r+q0+...+qr−1µ(r), and ∂′′ =
∑p+1

i=1 (−1)i−1+
Pi−2

j=0 qjd(i), where d(i) denotes the i-th
differential. Thus the differential is defined as

∂ = ∂′ + ∂′′.
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Proof :

Let’s define the differentials;

For ∂′, we are going to use the external differentials (horizontal differentials) µ(i) given in
chapter 5:

PpSq0,...,qp → Pp−1Sq0,...,q̂i,...,qp ,

for ∂′′, we are going to use the internal differentials (vertical differentials) εi as follows;

PpSq0,...,qp → PpSq0,...,qi−1,...,qp ,

with q0 + ... + qi−1 + i ≤ j ≤ q0 + ... + qi + i for qi > 0 (εi will be used, since µ(i) = 0) or for
qi = 0 (µ(i) will be used since the degree for p will be reduced one) give ∂′′ and ∂′ respectively.
If qi 6= 0 then µ(i) = 0 so the differential will be only of the form of ∂′′. If qi’s are not zero then
in order to see that ∂∂ = 0, it is enough to see ∂′′∂′′ = 0. It follows from that one deletes j-th
and i-th coordinates when i < j and j < i, since by interchanging and arranging this, one can
see that they will be cancelled out. Then ∂′∂′′ + ∂′′∂′ = 0 will also follow automatically, since
∂′ is a chain map of degree −1 for the boundary ∂′′ so ∂′′∂′ = −∂′∂′′. If qi = 0 then for the
differential ∂ we take ∂′ which is defined by µ(i) written in terms of only one εi. So ∂∂ = 0 will
follow by using the same idea as above. Thus one can define the differentials carefully with the
sign conventions;

∂′ =
p∑

r=0

(−1)r+q0+...+qr−1µ(r),

and

∂′′ =
p+1∑
i=1

(−1)i−1+
Pi−2

j=0 qjd(i),

where d(i) denotes the i-th differential. Thus the differential is defined as

∂ = ∂′ + ∂′′.

¤

Example :

As an example, we can take p = 2, since it is obvious for p = 1. We want to show that
(∂′+∂′′)◦(∂′ + ∂′′) for C2,0(PS). First let us see ∂′◦∂′. From the definition, ∂′ : P2S0,0 → P1S0,0

gives ∂′ = µ(0) − µ(1) + µ(2) (since qi’s are zero).

∂′ ◦ ∂′ = (µ(0) + µ(1))(µ(0) − µ(1) + µ(2))

= (ε0 − ε1)(ε0 − ε1 + ε2)

= ε0ε0 − ε0ε1 + ε0ε2 − ε1ε0 + ε1ε1 − ε1ε2

= 0.

Obviously ∂′′ = 0 since q0 = q1 = 0. If qi’s are not zero then µ(i) = 0 so we only use
∂′′. Let’s see ∂′′ ◦ ∂′′ = 0 for C1,2(PS), where q0 = q1 = 1. There are 2 internal differentials
d′ =

∑q0

r=0 (−1)rεr and d′′ =
∑q1

r=0 (−1)rεq0+r+1. Then

∂′′ ◦ ∂′′ = (d′ + (−1)q0d′′)(d′ + (−1)q0+1d′′)

= d0
′d′ + (−1)q0+1d0

′′d′′ + (−1)q0d1
′d′ + (−1)2q0+1d1

′′d′′.
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comes from the definition of ∂′′ = d′ + (−1)q0+1d′′, where d′ : P1S1,1 → P1S0,1 and
d′′ : P1S1,1 → P1S1,0.

By substituting q0 = q1 = 1, we get

∂′′ ◦ ∂′′ = −(ε0 − ε1)(ε2 − ε3) + (ε1 − ε2)(ε0 − ε1)

= 0.

One can show the same result for p > 0.

The last thing is to show

∂′ ◦ ∂′′ + ∂′′ ◦ ∂′ = 0.

Let’s show this by using some examples. First let’s assume q0 = q1 = q2 = 0. Then
∂′′ = 0 and the required equality follows automatically. For the other possibilities, that is, some
qi’s are not zero then the computation will be a little bit complicated. For example assume
q0 = 1, q1 = q2 = 0, then by using the definition of ∂′ = µ(0) − µ(1) + µ(2) and ∂′′ = ε0 − ε1, we
can write the boundary ∂ for C2,1(PS) as ε0 − ε1 + ε2 − ε3 and the required equality becomes

∂′ ◦ ∂′′ + ∂′′ ◦ ∂′ = (ε0 − ε1 + ε2)(ε0 − ε1)(ε2 − ε3)

= ε0ε0 − ε0ε1 − ε1ε0 + ε1ε1 + ε2ε0 − ε2ε1 + ε0ε2 − ε0ε3 − ε1ε2 + ε1ε3

= 0.

Thus, one can see

∂′ ◦ ∂′′ + ∂′′ ◦ ∂′ = 0.

for all p, qi ≥ 0.

Remark :

The differential ∂ fits together into
∑n+p

j=0 (−1)jεj. This can be seen by the following
examples;

For p = 2, if q0 = 0 (d′ = 0), q1 = 1 (µ(1) = 0) and q2 = 1 (µ(2) = 0) then

∂′ + ∂′′ = ε0 − [ε1 − ε2] + (−1)2+0+1[ε3 − ε4]

= ε0 − ε1 + ε2 − ε3 + ε4

=
2+2∑
j=0

(−1)jεj

If q0 = 1 (µ(0) = 0), q1 = 1 (µ(1) = 0) and q2 = 0 (d′′′ = 0) then

∂′ + ∂′′ = (−1)4ε4 + ε0 − ε1 + (−1)1+1ε2 − ε3

= ε0 − ε1 + ε2 − ε3 + ε4

=
2+2∑
j=0

(−1)jεj
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For p = 3, if q0 = 0 (d′ = 0), q1 = 1 (µ(1) = 0) and q2 = 0 (d′′′ = 0), q3 = 1 (µ(3) = 0) then,

∂′ + ∂′′ = ε0 + [(−1)1+0(ε1 − ε2)] + (−1)2+0+1ε3 + [(−1)3+1(ε4 − ε5)]

= ε0 − ε1 + ε2 − ε3 + ε4 − ε5

=
2+2∑
j=0

(−1)jεj

Thus the differential ∂ = ∂′ + ∂′′.



Chapter 9

EXTENSIONS OF u1 AND u0

We have the following diagram

‖ |P̄.S| ‖
f

²²
‖S‖

u0 //
u1

//

::

‖ |P.S| ‖

In this chapter, we want to find the extensions aw0 and aw1 of u0 and u1, respectively in
the following diagram

C∗,∗(P̄S)

f

²²
C∗(∆∞)⊗ C∗(S)aw //

66

C∗,∗(PS)

(9.1)

on the chain level.

Remark :

Let S be an arbitrary simplicial set. Suppose S = ∆[m] and x ∈ Sm, then there is a
simplicial map fx : ∆[m] → S defined as fx(0, ..., m) = x for a generator ιm = (0, ..., m) ∈ ∆[m],
that is, fx(0, ..., î, ..., m) = εix and fx(0, ..., i, i, ..., m) = ηix.

Remark :

By using the previous remark it is enough to construct chain maps for the case of S as a
standard simplex. Let’s take S as a standard m-simplex, Sm = ∆[m] and we can define the
chain maps u0, u1 by u0 : Sp → P0(Sq0)p = Sm = Sp and u1 : Sp → Pp(S0,...,0) = Sm = Sp

( in this case p = m), where m = n + p, n = q0 + ... + qp. In general, the elements in PpSq0,...,qp

are denoted by (i0, ..., iq0 , iq0+1, ..., iq0+q1+1, ...) (increasing sequence). Thus u0 and u1 are defined

as u0(0, ..., m) = (0, 1, ..., m) and u1(0, ..., m) = (0, 1, ...., m), respectively.

Remark :

‖ |S.| ‖ = ‖∆∞‖×|S.|, where ∆∞ is the simplicial set with one element ιp = (0, ..., p) in each
degree and the boundary operators are defined as ∂iιp = ιp−1, i = 0, ..., p and
‖∆∞‖ =

⊔
p≥o ∆p/∼, where εit ∼ t, t ∈ ∆p−1. Hence C∗(∆∞) is the chain group with only one

generator in each degree as follows;

66
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ιp = (0, ..., p) ∈ Cp(∆
∞) is a generator so

∂ιp =

p∑
i=0

(−1)i(0, ..., î, ..., p)

∼
p∑

i=0

(−1)i(0, 1, ..., p− 1)

=

p∑
i=0

(−1)iιp−1

Thus (9.2)

∂ιp =

{
0 : p is odd or p = 0

ιp−1 : p = 2k, k = 1, ...

Lemma 9.1 :

Let S be a simplicial set. There exists a map of bicomplexes;

aw0 : C∗(∆∞)⊗ C∗(S) → C∗(PS)

defined for S = ∆[n] by (9.3)

aw0(ιp ⊗ (0, ..., n)) =
∑

0≤i0≤...≤ip−1≤n

(−1)pq0+(p−1)q1+...+qp−1(0, 1, ..., i0, i0, ..., i1, ..., ip−1, ..., ip)

Moreover aw0 is a chain map on the total complexes.

Proof :

We need to show that

∂′aw0 = aw0∂
′ and ∂′′aw0 = aw0∂

′′

In order to show the first equality, let’s take p = 1 = n and see

∂′aw0(ι1 ⊗ (0, 1)) = aw0(∂
′(ι1 ⊗ (0, 1))).

aw0(ι1 ⊗ (0, 1)) =
∑

0≤i0≤1

(−1)q0(0, 1, ..., i0, i0, ..., 1)

= (−1)0(0, 0, 1) + (−1)1(0, 1, 1)

= (0, 0, 1)− (0, 1, 1)

∂′aw0(ι1 ⊗ (0, 1)) = ∂′((0, 0, 1)− (0, 1, 1))

= (0, 1)− (0, 1)

= 0
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On the other hand

aw0(∂
′(ι1 ⊗ (0, 1))) = aw0(

1∑
i=0

(−1)iι0 ⊗ (0, 1))

= aw0(0⊗ (0, 1))

= 0

In general, when p is odd and n ≥ 1, it is obvious that ∂′aw = aw∂′. On the other hand
when n > 1 and p is even, it becomes complicated, so for simplicity take p = 2 and n = 1, we
get

aw0(ι2 ⊗ (0, 1)) = (0, 0, 0, 1)− (0, 0, 1, 1) + (0, 1, 1, 1)

∂′aw0(ι2 ⊗ (0, 1)) = −(0, 1, 1) + (0, 0, 1)

On the other hand

aw0(∂
′(ι2 ⊗ (0, 1))) = aw0(ι1 ⊗ (0, 1))

= (0, 0, 1)− (0, 1, 1)

One can show that aw0 commutes with ∂′ for all n and even p.

For the second equality, let’s take again p = 1, n = 1, then

aw0(ι1 ⊗ (0, 1)) = (0, 0, 1)− (0, 1, 1)

∂′′aw0(ι1 ⊗ (0, 1)) = −(0, 1) + (0, 0)− (1, 1) + (0, 1)

= (0, 0)− (1, 1)

aw0∂
′′(ι1 ⊗ (0, 1)) = aw0(ι1 ⊗ (−1)((1)− (0)))

= −(1, 1) + (0, 0)

One can show that aw0 commutes with ∂′′ ∀p, n. Moreover, it directly follows from the first
part that aw0 is a chain map on the total complexes for all p. ¤

Lemma 9.2 :

Let S be a simplicial set. There exists a chain map aw1, for S = ∆[n], defined by (9.4)

aw1(ιp ⊗ (0, ..., n)) =
∑

0≤i0≤...≤ip−1≤n

(−1)pq0+...+qp−1(0, ..., i0, i0, ..., ip−1, ..., ip).

Proof :

We need to show that ∂ ◦ aw1 = aw1 ◦ ∂. Let’s take p = 1 = n then

∂aw1(ι1 ⊗ (0, 1)) = ∂((0, 0, 1)− (0, 1, 1))

= (0, 0)− (1, 1)

aw1∂(ι1 ⊗ (0, 1)) = aw1(−ι1 ⊗ (1) + ι1 ⊗ (0))

= −(1, 1) + (0, 0)
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One can show that aw1 is a chain map for all p. ¤

Remark :

One can easily see that aw0(ι0 ⊗ x) = u0, by taking S = ∆[n] as follows;

aw0(ι0 ⊗ (0, 1, ..., n)) =
∑

0≤i0≤n

(0, 1, ..., i0)

= (0, 1, ..., n)

= u0(0, 1, ..., n) ∈ P0Sn.

On the other hand the extension aw1 of u1 is defined as

aw1(ι0 ⊗ x) = u1(x)



Chapter 10

SPECTRAL SEQUENCES

In this chapter, we are going to examine the homology for the prism complex P.S. which is
denoted by H(C∗(PS)). Therefore we are going to give some definitions and facts about spectral
sequences followed from MacLane [20] (chapter 11, p.318) and a statement which explains the
reason of the algebraic construction. For convenience we use the same indices as in the previous
chapter.

A Z-bigraded module is a family E = {Ep,n} of modules, one for each pair of indices
p, n ∈ Z. A differential d : E → E of bidegree (−r, r − 1) is a family of homomorphisms
{d : Ep,n → Ep−r,n+r−1}, one for each p, n, with d2 = 0. Then H(E) = H(E, d) is the bigraded
module {Hp,n(E)} defined as

Hp,n(E) = Ker(d : Ep,n → Ep−r,n+r−1)/d(Ep+r,n−r+1).

If E is made into a Z-graded module E = {Em} with total degree m by Em =
∑

p+n=m Ep,n,
d induces a differential d : Em → Em−1 with the usual degree -1 and H({Em}, d) is the graded
module obtained from Hp,n(E) as Hm =

∑
p+n=m Hp,n.

Definition 10.1 ( Spectral Sequence ) :

A spectral sequence E = {Er, dr} is a sequence E2, E3, ... of Z-bigraded modules, each with
a differential dr : Ep,n

r → Ep−r,n+r−1
r, r = 2, 3, ... of bidegree (−r, r− 1) and with isomorphism

H(Er, dr) ∼= Er+1, r = 2, 3, ...

Each Er+1 is the bigraded homology module of the preceding (Er, dr), that is,

Ep,n
r+1 = Kerdr/dr(Ep+r,n−r+1

r).

Definition 10.2 ( Filtration ) :

A filtration Fp = FpC∗ of chain complexes (C∗, ∂) of R-modules is given by
0 ⊆ F0C∗ ⊆ F1C∗ ⊆ ... ⊆ FpC∗ ⊆ ... ⊆ C∗, where R is a commutative ring with unit.
This filtration is always assumed to be finite in each degree. Then we may give a definition of
an associated spectral sequence of a filtration.
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Definition 10.3 ( Associated Spectral Sequence ) :

Assume we have have a filtration Fp = FpC∗ as in the definition above. Then there is an
associated spectral sequence {Ep,n

r}, r = 0, 1, ...,∞, which is a sequence of bigraded chain
complexes with differentials

dr : Ep,n
r → Ep−r,n+r−1

r such that Ep,n
r+1 = Kerdr/dr(Ep+r,n−r+1

r),

where p, n ≥ 0 and if for each k there exists a t such that FtCi = Ci for i ≤ k then dp,n
r = 0

for r > t and p + n ≤ k, so that Ep,n
t+1 = Ep,n

t+2 = ... = Ep,n
∞. In particular

Ep,n
1 = Hp+n(Fp/Fp−1)

and d1 : Ep,n
1 → Ep−1,n

1 is the boundary map in the exact sequence

0 → Fp−1/Fp−2 → Fp/Fp−2 → Fp/Fp−1 → 0.

Moreover Er converges to H(C∗), that is, there is an induced filtration

Fp(H(C∗)) = Im(H(Fp,∗) → H(C∗))

such that
0 ⊆ F0H(C∗) ⊆ F1H(C∗) ⊆ ... ⊆ FpH(C∗) ⊆ ... ⊆ H(C∗)

and there is a canonical isomorphism

Ep,n
∞ ∼= FpHp+n/Fp−1Hp+n.

We have given the total complex C∗(PS) before. This chain complex has two filtrations

′FpCm =
⊕

k≤p

Ck,m−k and ′′FnCm =
⊕

k≤n

Cm−k,k,

associated spectral sequences {′Ep,n
r, ′dr} and {′′En,p

r, ′′dr} both converging to H(C∗). Here

′Ep,n
1 = Hn(Cp,∗, ∂′′), ′′En,p

1 = Hp(C∗,n, ∂′). (10.1)

and

′Ep,n
2 = Hp(Hn(C∗,∗, ∂′′), ∂′), ′′En,p

2 = Hn(Hp(C∗,∗, ∂′), ∂′′). (10.2)

Proposition 10.4 :

Suppose Hp(C∗,n) = 0 for p > 0 and n = 0, 1, .... Let C−1,n = coker(∂′ : C1,n → C0,n). Then
the edge map e induced by the projection Cm → C0,m → C−1,m is a homology isomorphism
e∗ : H(C∗) → H(C−1,∗, ∂′′).

Proof :

By using ( 10.2 ), we get

′′En,p
2 =

{
0 : p > 0

Hn(C−1,∗) : p = 0,
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and for r ≥ 2, ′′En,p
2 = ′′En,p

r. On the other hand for p = 0

Em,0
∞ ∼= FmHm/Fm−1Hm = Hm(C∗).

Thus Hm(C∗) ∼= Em,0
∞ ∼= Hm(C−1,∗), where m = n + p. ¤

Before giving the following proposition, let’s recall some notations we are going to use. We
have ‖ |S| ‖ = ‖∆∞‖ × |S.| where ‖∆∞‖ =

⊔
p≥0 ∆p/ ∼ and we know that |P.S| and |S| are

homeomorphic under l. The chain complex C∗(∆∞) is the chain group with only one generator
ιp in each degree and the boundary operator ∂ is defined as before in ( 9.2 ).

Proposition 10.5 :
H∗(C∗(PS), ∂) ∼= H∗(C∗(S)).

Proof :

There is a map between two bicomplexes

aw0 : C∗(∆∞)⊗ C∗(S) → C∗(PS) (10.3)

We have showed that aw0 ◦ ∂′′ = ∂′′ ◦ aw0 in the previous chapter. On the left hand side we
have a double complex and the differential ∂′ is identity on C∗(S) and for this double complex
we have ′Ep,n

1 = Hn(Cp,∗, ∂′′) independent of p since in ( 10.3 ) ′Ep,∗
1 is the same for ∀p. By

( 10.2 ), we have

′Ep,n
2 =

{
0 : p > 0

Hn(C∗(S)) : p = 0,

Geometrically, H∗(C∗(PS), ∂) ∼= H∗(|PS|, ∂′′) follows from the definition.
H∗(|PS|, ∂) ∼= H∗(|S|) since l is a homeomorhism. Thus H∗(C∗(PS)) ∼= H∗(C∗(S)). ¤

Proposition 10.6 :

We have for the double complex ′′En,p
1 = Hp(C∗,n(PS), ∂′)

′′En,p
1 =

{
0 : n > 0

Hp(C∗(S)) : n = 0,

Proof :

Before giving the proof, let’s explain some notations:

We have given the double complex of PS in the chapter before as

Cp,n(PS) =
⊕

q0+...+qp=n
Z[PpSq0,...,qp ] =

⊕
q0+...+qp=n

ZSn+p(q0,...,qp).

So when we take S as a standard m-simplex, Sm = ∆[m], the elements in the double complex
are denoted by the following partition (i0, ..., iq0 , iq0+1, ..., iq0+q1+1, ....), where n + p = m, here
there are p + 1 groupings.
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One can easily show that H1(C∗,0(PS)) = H(C∗(S)) since Cp,0(PS) =
⊕p

i=0 Sp. On the
other hand, one can also easily show that H1(C∗,1(PS)) = 0. We have Cp,1(PS) =

⊕p
i=0Sp+1.

An element in this chain complex is denoted by (0, ..., 1, ..., 0)︸ ︷︷ ︸
p+1−times

, where 1 is in the i-th place.

Now we prove the proposition by introducing a filtration Fp = FpC∗(PS) of the total complex
C∗(PS) which is given by 0 ⊆ F0C∗(PS) ⊆ F1C∗(PS) ⊆ ... ⊆ FpC∗(PS) ⊆ ... ⊆ C∗(PS). F0(S)
is given by the partitions of form (0, ..., 0, 1),

S1(1) S2(0,1)ε0

oo S3(0,0,1)ε0−ε1

oo S4(0,0,0,1)ε0−ε1+ε2

oo

By the chain contraction η0 we get H(F0(S)) = 0. On the other hand F1(S)/F0(S) is given
by the partitions of the form (0, ..., 1, 0), i.e., the complex F1(S) is given by

S1(1) ← S2(0,1) ← S3(0,0,1) ← S4(0,0,0,1)...

S2(1,0) ← S3(0,1,0) ← S4(0,0,1,0)...

F0(S) is a sub-complex of F1(S) and by the quotient group F1(S)/F0(S), we have a short
exact sequence

0 → F0(S) → F1(S) → F1(S)/F0(S) → 0.

The quotient gives us

S2(1,0) ← S3(0,1,0) ← S4(0,0,1,0) ← ...

and by the contraction η0 we get H(F1(S)/F0(S)) = 0. Thus H(F1(S)) = 0.

In order to make the characterization of the filtration clear, we need some notations:

Let the type of elements in PpSq0,...,qp , where q0 + ...qp = 1, be denoted by (q0, ..., qp). Fi(S)
will be characterized by putting at most i zeros after 1 in the sequence, i.e., at most one is
1 and the remainders are 0. Thus one can see H(C∗(PS)) = 0 by using an induction on the
filtration, since Cn(PS) =

⊔∞
i=0 FiCn(PS) and H(C∗(PS)) =

⊕
i H(Fi(C∗(PS)). Therefore

H(C∗,1(PS)) = 0.

We can also show that H(C∗,2(PS)) = 0. Although H(C∗,n(PS)) = 0 for n > 2, it is quite
complicated to write the filtration. Therefore, we will also show that this result is true when
n = 2 and one can follow the same idea for n > 2 .

We know that Cp,2(PS) =
⊕∞

p=0 Sp+2 = Cp,2(PS) = C(2)(PS)⊕C(1,1)(PS), here we have two

different types of elements (0, ..., 2, ...0) and (0, ..., 0, 1, 1) come from C(2)(PS) and C(1,1)(PS),
respectively. For the first type of elements, we will exactly follow the same idea as before when
n = 1. The filtration Fi(S) will be characterized by putting at most i zeros after 2 in the
sequence. The rest follows from the case when n = 1. Thus H(C(2)(PS)) = 0. For the second
type of elements C(1,1)(PS), let’s start with F0(S) given by the partition of the forms (0, ..., 1, 1)
as

S3(1,1) S4(0,1,1)ε0

oo S5(0,0,1,1)ε0−ε1

oo S6(0,0,0,1,1),ε0−ε1+ε2

oo
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here the chain contraction is η0 so we get H(F0(S)) = 0. On the other hand F1(S)/F0(S) is
given by the partitions (0, ..., 1, 0, 1) and (0, ..., 0, 1, 1, 0) then F1(S) is

S3(1,1) ← S4(0,1,1) ← S5(0,0,1,1) ← S6(0,0,0,1,1)...

S4(1,0,1) ← S5(0,1,0,1) ← S6(0,0,1,0,1)...

S4(1,1,0) ← S5(0,1,1,0) ← S6(0,0,1,1,0)...

By the same idea as before H(F1(S)/F0(S)) = 0 and H(F0(S)) = 0 then by the short
exact sequence we get H(F1(S)) = 0. By using an induction on i in FiS, one can see that
H(FiC

(1,1)(PS)) = 0.

In general we can determine the filtration FiS by putting at most

i zeros after 1 in the q0 − th, 0 zero after 1 in the qi+1 − st

i− 1 zeros after 1 in the q0 − th, 1 zero after 1 in the qi − th

i− 2 zeros after 1 in the q0 − th, 2 zeros after 1 in the qi−1 − st

i− 3 zeros after 1 in the q0 − th, 3 zeros after 1 in the qi−2 − nd

...,

...,

...,

3 zeros after 1 in the q0 − th, i− 3 zeros after 1 in the q4 − rd

2 zeros after 1 in the q0 − th, i− 2 zeros after 1 in the q3 − rd

1 zero after 1 in the q0 − th, i− 1 zeros after 1 in the q2 − nd

0 zero after 1 in the q0 − th, i zeros after 1 in the q1 − st

places in FiS/Fi−1S, respectively. Thus we get H(C(1,1)(PS)) = 0.

We already know Cp,2(PS) = C(2)(PS) ⊕ C(1,1)(PS) and
H(C∗,2(PS) = H(C(2)(PS))⊕H(C(1,1)(PS)) = 0.

By using the same idea for the filtration, one can see H(C∗,n(PS)) = 0 for n > 2. ¤

We would like to close this chapter with one interesting remark.

Remark :

One can try to compute the same thing for C∗,n(P̄S). This computation is quite complicated
but one can give an idea as follows;

S1

ε0

²²

−η2η1 //
S3

²²

µ(0)−µ(1)

oo
S̃ //

S5

²²

oo

S0

η0

OO

S1

OO

oo S2

OO

roo

The first diagram commutes;

(ε0 − ε1)(ε ◦ ε2) = ε0ε0ε2 − ε1ε0ε2

= ε0ε0ε1 − ε0ε2ε3

= ε0ε0ε2 − ε1ε0ε2

= ε0(ε0ε1 − ε2ε3).
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There are various ways of defining the map S1 → S3 which are η0η0, η2η0 and η1η1. The
chain homotopy between id and η0ε0 is −η1

2. That is, (10.4)

(ε0ε1 − ε2ε3)(−η1
2) = id− η0ε0.

It is not so clear what the chain homotopy S̃ is. H(S) is the direct sum of H(C(P̄S))
but Hp(C∗,0(P̄S)) could be likely larger then H(S) since Hp(C∗,0(P̄S)) = Hp(S) + Kerε. Let’s
denote H(C1) for the homology for the first sequence and H(C2) for the second sequence. Let’s
take an element y ∈ H(C1) and y′ = y − ηεy ∈ Kerε since ε(y − ηεy) = εy − εy = 0. We have
Kerε → H(C0) → H(C1). So y = y′ + ηεy and η is injective. We know that E∞ = H(S)/Kerε
and E∞ = H(S) so H0(C∗,0(P̄S) = H(S) = H0.Then some of the homologies may be killed by
some for n > 0.



Chapter 11

THE LIFTING PROBLEM

We are going to give the lifting problem explicitly and by considering the diagram (5.1), we
will examine the lift of u0. First we need a motivation for this.

Let C∗ and C̃∗ be chain complexes and suppose that there is a chain complex D∗ and chain
maps u0, u1 : D∗ → C∗ in the following diagram:

C̃∗
f

²²
D∗

ũ1

>>}}}}}}}} u1 //
u0

// C∗

such that u1 lifts to ũ1 and such that a sequence of homomorphisms si : Di → Ci+1 is the chain
homotopy, i.e., ∂ ◦ s + s ◦ ∂ = u1 − u0.

Lemma 11.1 :

Suppose f is surjective and D∗ is a free chain complex in each degree. Then s and u0 lift
to s̃ and ũ0, respectively. In fact, lift s to s̃ : Di → C̃i+1 arbitrarily such that f ◦ s̃ = s. Define
ũ0 = ũ1 − (∂ ◦ s̃ + s̃ ◦ ∂). Then ũ0 is a chain map and ∂ ◦ s̃ + s̃ ◦ ∂ = ũ1 − ũ0.

Proof :

Define ũ0 = ũ1− (∂ ◦ s̃ + s̃ ◦ ∂). Let’s show that ũ0 is a chain map and f ◦ ũ0 = u0. For the
first one, we need to see that ∂ ◦ ũ0 = ũ0 ◦ ∂.

∂ ◦ ũ0 = ∂ ◦ ũ1 − ∂ ◦ s̃ ◦ ∂

ũ0 ◦ ∂ = ũ1 ◦ ∂ − ∂ ◦ s̃ ◦ ∂

It follows from that ũ1 is a chain map. For the second part of the proof, we have

f ◦ ũ0 = f ◦ ũ1 − (f ◦ ∂ ◦ s̃ + f ◦ s̃ ◦ ∂)

= u1 − (∂ ◦ f ◦ s̃ + s ◦ ∂)

= u1 − (∂ ◦ s + s ◦ ∂)

= u1 − (u1 − u0)

= u0

¤

76
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Now let’s recall some of the remarks in the chapter 9;

Remark :

Let S be an arbitrary simplicial set. Suppose S = ∆[m] and x ∈ Sm, then there is a
simplicial map fx : ∆[m] → S defined as fx(0, ...,m) = x for a generator ιm = (0, ..., m) ∈ ∆[m],
that is, fx(0, ..., î, ...,m) = εix and fx(0, ..., i, i, ..., m) = ηix.

Remark :

By using the previous remark it is enough to construct a chain homotopy for the case of S
as a standard simplex. Let’s take S as a standard m-simplex, Sm = ∆[m] and we can define
the chain maps u0, u1 by u0 : Sp → P0(Sq0)p = Sm = Sp and u1 : Sp → Pp(S0,...,0) = Sm = Sp

( in this case p = m), where m = n+p, n = q0+...+qp. In general, the elements in PpSq0,...,qp are
denoted by (i0, ..., iq0 , iq0+1, ..., iq0+q1+1, ...) (increasing sequence). Thus u0 and u1 are defined as

u0(0, ..., m) = (0, 1, ...,m) and u1(0, ..., m) = (0, 1, ....,m), respectively.

Proposition 11.2 :

Let u0 and u1 be given as above. Then these chain maps u0 and u1 are chain homotopic.

Proof :

We can define sm : Cm(S) → Cm+1(PS) arbitrarily.

For m = 0, u0 = u1 : S0 → ZS0 = C0(PS). Let’s find the chain homotopy sm in general.
We have PpSq0,...,qp , where q0 + ... + qp = n, and the elements in PpSq0,...,qp are denoted by
(i0, ..., iq0 , iq0+1, ..., iq0+q1+1, ...). Now, let’s define

s0(0) = (0, 0) ∈ P1S0,0

s1(0, 1) = (0, 0, 1)− (0, 1, 1) ∈ P2S0,0,0 − P1S1,0

∂s0(0) = (∂′ + ∂′′)s0(0) = (ε0 − ε1 + 0)(0, 0) = (0)− (0) = 0

s0∂(0, 1) = s0(1− 0) = s0(1)− s0(0)

= (1, 1)− (0, 0)

∂s1(0, 1) = (∂′ + ∂′′)s1(0, 1) = (ε0 − ε1 + ε2 + 0)(0, 0, 1)− (ε2 + ε0 − ε1)(0, 1, 1)

= (0, 1)− (0, 1) + (0, 0)− (0, 1)− (1, 1) + (0, 1)

= −s0∂(0, 1) + u1(0, 1)− u0(0, 1)

Thus

∂s1(0, 1) + s0∂(0, 1) = u1(0, 1)− u0(0, 1).
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Let’s do this one more step;

∂(0, 1, 2) = (1, 2)− (0, 2) + (0, 1)

s1∂(0, 1, 2) = s1(1, 2)− s1(0, 2) + s1(0, 1)

= (1, 1, 2)− (1, 2, 2)− (0, 0, 2) + (0, 2, 2) + (0, 0, 1)− (0, 1, 1)

s2(0, 1, 2) = (0, 0, 1, 2)− (0, 11, 2) + (0, 1, 2, 2) ∈ P3S0,0,0,0 − P2S1,0,0 + P1S2,0

∂s2(0, 1, 2) = (∂′ + ∂′′)s2(0, 1, 2)

= (ε0 − ε1 + ε2 − ε3 + 0)(0, 0, 1, 2)− (ε2 − ε3 + ε0 − ε1)(0, 1, 1, 2) +

(−ε3 + ε0 − ε1 + ε2)(0, 1, 2, 2)

= (0, 1, 2)− (0, 1, 2) + (0, 0, 2)− (0, 0, 1)−
(0, 1, 2) + (0, 1, 1)− (1, 1, 2) + (0, 1, 2)−
(0, 1, 2) + (1, 2, 2)− (0, 2, 2) + (0, 1, 2)

Thus
(s1∂ + ∂s2)(0, 1, 2) = (0, 1, 2)− (0, 1, 2) = u1(0, 1, 2)− u0(0, 1, 2).

One can write a general formula for the chain homotopy sm as;

sm(0, 1, ...., m) =
m∑

i=0

(−1)i(0, 1, ..., i, i, ...,m).

One can easily check that sm∂ + ∂sm+1 = u1 − u0;

sm∂(0, 1, ..., m + 1) =
m+1∑
j=0

(−1)jsm(0, ..., ĵ, ..., m + 1)

=
m+1∑
j=0

[
∑

0≤i<j

(−1)i+j(0, ..., i, i, ....., ĵ, ...., m + 1) +

∑
j<i≤m+1

(−1)i+j−1(0, ..., ĵ, ..., i, i, .....,m + 1)]

∂sm+1(0, 1, ....,m + 1) =
m+1∑
i=0

(−1)i∂(0, 1, ..., i, i, ....,m + 1)

=
m+1∑
i=0

[(
∑

0≤j≤i

(−1)i+j(0, ..., ĵ, ..., i, i, ...., m + 1) +

∑
i≤j≤m+1

(−1)i+j+1(0, ..., ..., i, i, ...., ĵ, ..., m + 1)]

So

(sm∂ + ∂sm+1)(0, ...., m + 1) =
m+1∑
i=0

(0, ..., i− 1, i, ...,m + 1)− (0, ..., i, i + 1, ..., m + 1)

= (0, 1, ..., m + 1)− (0, ..., m + 1)

= u1(0, ..., m + 1)− u0(0, ..., m + 1).
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Thus, for a general S the formula is (11.1)

sm(x) =
m∑

i=0

(−1)iηi(x)(i,0,...,0) ∈ Pm−i+1S(i,0,...,0)

where sm : Cm(S) → Cm+1(PS), m = n + p, (p = m− i + 1).

Then

sm∂ + ∂sm+1 = u1 − u0 : Cm+1(S) → Cm+1(PS).

¤

Note : The formula (11.1) for a general S will be used in the future references.

Proposition 11.3 :

In the following diagram

C∗(P̄S)

f

²²
C∗(S)

u0 //

ũ0

99

C∗(PS)

one can find a lift for u0.

Proof :

By using Lemma 11.1 for an arbitrary lift to s such that f ◦ s̃ = s one can find a lift ũ0

by defining ũ0 = ũ1 − (∂ ◦ s̃ + s̃ ◦ ∂). One can find a lifting s̃ with the following computation.
Although after the projection on C∗(PS), we get the same components, s̃ may not cover the
elements coming from s. For instance, look at the following case:

s̃0(0) = (0, 0, 0, 0) ∈ P̄1S0,0

s̃1(0, 1) = (0, 0, 0, 0, 1, 1)− (0, 1, 1, 1, 1) ∈ P̄2S0,0,0 − P̄1S1,0

∂s̃1(0, 1) = (∂′ + ∂′′)s̃1(0, 1) = (ε0 − ε1 + ε2 + 0)(0, 0, 0, 0, 1, 1)− (ε0 − ε1 + ε2)(0, 1, 1, 1, 1)

= (0, 0, 1, 1)− (0, 0, 1, 1) + (0, 0, 0, 0)− (1, 1, 1, 1) + (0, 1, 1, 1)− (0, 1, 1)

= −s̃0∂(0, 1)− (0, 1, 1) + (0, 1, 1, 1).

In the last line, one should get (0, 0, 1, 1) instead of (0, 1, 1, 1). Although when we apply
ε1, we have (0, 1) but (0, 0, 1, 1) 6= (0, 1, 1, 1). One should consider a difference to get the right
covering as follows;

∂s̃1(0, 1) + s̃0∂(0, 1) = (0, 1, 1, 1)− (0, 1, 1) + (0, 0, 1, 1)− (0, 0, 1, 1)

= ũ1(0, 1)− [(0, 0, 1, 1)− (0, 1, 1, 1) + (0, 1, 1)]
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Thus ũ0(0, 1) = (0, 0, 1, 1)− (0, 1, 1, 1) + (0, 1, 1) = ũ1(0, 1)− (∂s̃1(0, 1) + s̃0∂(0, 1)).

s̃2(0, 1, 2) = (0, 0, 0, 0, 1, 1, 2, 2)− (0, 1, 1, 1, 1, 2, 2) + (0, 1, 2, 2, 2, 2) ∈
P̄3S0,0,0,0 − P̄2S1,0,0 + P̄1S2,0

∂s̃2(0, 1, 2) = (∂′ + ∂′′)s̃2(0, 1, 2)

= (ε0 − ε1 + ε2 − ε3 + 0)(0, 0, 0, 0, 1, 1, 2, 2)−
(ε2 − ε3 + ε0 + ε1)(0, 1, 1, 1, 1, 2, 2) +

(−ε3 + ε0 − ε1 + ε2)(0, 1, 2, 2, 2, 2)

= (0, 0, 1, 1, 2, 2)− (0, 0, 1, 1, 2, 2) + (0, 0, 0, 0, 2, 2)−
(0, 0, 0, 0, 1, 1)− (0, 1, 1, 2, 2) + (0, 1, 1, 1, 1)−
(1, 1, 1, 1, 2, 2) + (0, 1, 1, 1, 2, 2)− (0, 1, 2, 2) +

(1, 2, 2, 2, 2)− (0, 2, 2, 2, 2) + (0, 1, 2, 2, 2)

∂(0, 1, 2) = (1, 2)− (0, 2) + (0, 1)

s̃1∂(0, 1, 2) = (1, 1, 1, 1, 2, 2)− (1, 2, 2, 2, 2)− (0, 0, 0, 0, 2, 2) +

(0, 2, 2, 2, 2) + (0, 0, 0, 0, 1, 1)− (0, 1, 1, 1, 1)

∂s̃2(0, 1, 2) + s̃1∂(0, 1, 2) = (0, 1, 1, 1, 2, 2)− (0, 1, 1, 2, 2) + (0, 1, 2, 2, 2)− (0, 1, 2, 2)

= ũ1(0, 1, 2)− [(0, 0, 1, 1, 2, 2)− (0, 1, 1, 1, 2, 2) +

(0, 1, 1, 2, 2)− (0, 1, 2, 2, 2) + (0, 1, 2, 2)]

Thus

ũ0(0, 1, 2) = (0, 0, 1, 1, 2, 2)− (0, 1, 1, 1, 2, 2) + (0, 1, 1, 2, 2)− (0, 1, 2, 2, 2) + (0, 1, 2, 2)

= ũ1(0, 1, 2)− (∂s̃2(0, 1, 2) + s̃1∂(0, 1, 2)).

If we do it one more step, we will get

ũ0(0, 1, 2, 3) = (0, 0, 1, 1, 2, 2, 3, 3)− (0, 1, 1, 1, 2, 2, 3, 3) + (0, 1, 1, 2, 2, 3, 3)−
(0, 1, 2, 2, 2, 3, 3) + (0, 1, 2, 2, 3, 3)− (0, 1, 2, 3, 3, 3) + (0, 1, 2, 3, 3)

= ũ1(0, 1, 2, 3)− (∂s̃3(0, 1, 2, 3) + s̃2∂(0, 1, 2, 3)).

We can write a formula for the lifting as

s̃m(0, ..., m) =
m∑

i=0

(−1)i(0, 1, ...., i, i, i, i, ..., m, m).
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One can check that s̃m∂ + ∂s̃m+1 = ũ1 − ũ0;

s̃m∂(0, 1, ..., m + 1) =
m+1∑
j=0

(−1)j s̃m(0, ..., ĵ, ...,m + 1)

=
m+1∑
j=0

[
∑

0≤i<j

(−1)i+j(0, 1, ..., i, i, i, i, ....., ˆj, j, ...., m + 1,m + 1) +

∑
j<i≤m+1

(−1)i+j−1(0, ..., ĵ, ..., i, i, i, i, ....., m + 1,m + 1)]

∂s̃m+1(0, 1, ...., m + 1) =
m+1∑
i=0

(−1)i∂(0, 1, ..., i, i, i, i, ...., m + 1,m + 1)

=
m+1∑
i=0

[(
∑

0≤j≤i

(−1)i+j(0, ..., ĵ, ..., i, i, i, i, ...., m + 1,m + 1) +

∑
i≤j≤m+1

(−1)i+j+1(0, ..., ..., i, i, i, i, ...., ˆj, j, ..., m + 1,m + 1)]

So

(s̃m∂ + ∂s̃m+1)(0, ...., m + 1) =
m+1∑
i=0

[(0, ..., i− 1, i, i, i, ...,m + 1, m + 1)−

(0, ..., i, i, i + 1, i + 1, ..., m + 1,m + 1)]

= (0, 0, 1, 1, ...,m + 1,m + 1)− (0, 0, 1, 1, ..., m + 1,m + 1) +

(0, 1, 1, 1, ...,m + 1,m + 1)− (0, 1, 1, 2, 2, ..., m + 1,m + 1),

, ..., +

(0, 1, ..., m− 1,m,m, m,m + 1,m + 1)−
(0, ..., m, m,m + 1,m + 1) +

(0, ..., m, m + 1,m + 1,m + 1)− (0, ..., m + 1,m + 1)

= ũ1(0, ...,m + 1)− [ũ1(0, ..., m + 1)− (s̃m∂ + ∂s̃m+1)(0, ...., m + 1)].

where

ũ1(0, ..., m + 1) = (0, 0, 1, 1, ..., m + 1,m + 1)− (0, 1, 1, 1, ..., m + 1,m + 1) +

(0, 1, 1, 2, 2, ..., m + 1,m + 1), ...,−(0, 1, ..., m− 1,m,m, m,m + 1,m + 1) +

(0, ..., m,m,m + 1, m + 1)− (0, ..., m, m + 1,m + 1,m + 1) +

(0, ..., m + 1,m + 1)

So

ũ0(0, ..., m) =
m∑

i=0

(0, ..., i, i, i + 1, i + 1, ..., m,m)− (0, ..., i, i + 1, i + 1, i + 1, ..., m, m)

These can be written in terms of degeneracy operators as follows;

s̃m(x) =
m∑

i=0

(−1)iηi
2 ◦ ηi ◦ ηi+1 ◦ ... ◦ ηm(x)(i,0,...,0) ∈ P̄m−i+1S(i,0,...,0)
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and

ũ0(x) =
m∑

i=0

[ηi ◦ ... ◦ ηm − ηi+1
2 ◦ ... ◦ ηm](x)(i,0,...,0) ∈ P̄m−iS(i,0,...,0)

and

ũ1(x) = η0 ◦ ... ◦ ηm(x)(0,0,...,0) ∈ P̄mS(0,...,0)

¤



Chapter 12

THE CHAIN HOMOTOPY T AND THE REQUIRED LIFTING ˜aw0

So far we have considered the following diagram

‖ |P̄.S.| ‖
f

²²
‖S‖ u0 //

ũ0

::ttttttttt
‖ |P.S.| ‖

and found the lift of u0. Moreover, we found the extensions aw0 and aw1 of u0 and u1 on the
chain level, respectively. Now look at the diagram

C∗,∗(P̄S)

f

²²
C∗(∆∞)⊗ C∗(S)

aw //

ãw
66

C∗,∗(PS)
L
oo

on the chain level, we look for the required lifting ãw.

Proposition 12.1 :

There is a chain homotopy T

T (ιp ⊗ x) =

{
aw0(ι1 ⊗ x)− aw1(ι1 ⊗ x) + s(x) ∈ Cn+1(PS) : p = 0

(−1)p[aw0(ιp+1 ⊗ x)− aw1(ιp+1 ⊗ x)] ∈ Cn+p+1(PS) : p > 0.
(12.1)

between aw1 and aw0 which can be found as a composition of two chain homotopies.

In order to make this statement clear, we will examine this into some steps:

Lemma 12.2 :

The chain map ε : C∗(∆∞) → C∗(∆∞) is the augmentation which is zero for p > 0 and
id otherwise. Then in C∗(∆∞) there is a chain homotopy D between ε and id such that
∂D + D∂ = ε− id.

Proof :

We have C∗(∆∞) → C∗(∆∞). D is defined by D(ιp) = (−1)pιp+1. One can easily check that

83
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this gives us a chain homotopy:

(∂D + D∂)(ιp) = ∂((−1)pιp+1) + D(∂ιp)

= (−1)p
p+1∑
i=0

(−1)iιp + D(

p∑
i=0

(−1)iιp−1)

=

p+1∑
i=0

(−1)i(−1)pιp +

p∑
i=0

(−1)i(−1)p−1ιp.

If p > 0 then

(∂D + D∂)(ιp) = (−1)pιp + (−1)p−1ιp + ... + (−1)p(−1)pιp + (−1)p(−1)p−1ιp + (−1)p+1(−1)pιp

= −ιp.

If p = 0 then

(∂D + D∂)(ι0) = (∂D)(ι0) + (D∂)(ι0)

= ∂(Dι0) + D(∂ι0)

= ∂(−1)0ι1

=
1∑

i=0

(1)iι0

= ι0 − ι0 = 0.

So if p > 0 then ε(ιp) = 0, that is, ∂D + D∂ = −id, and if p = 0 then

(∂D + D∂)(ι0) = ε(ι0)⊗ id(ι0)− (id⊗ id)(ι0)

= (id⊗ id− id⊗ id)(ι0)

= 0.

Thus D is a chain homotopy between ε and id. ¤

Now, we want to get a chain homotopy s̄ between v0 and id via D.

Lemma 12.3 :

There is a chain homotopy s̄ : C∗(∆∞) ⊗ C∗(S) → C∗+1(∆
∞)⊗ C∗(S) which is defined by

D ⊗ id such that ∂s̄ + s̄∂ = id⊗ id− (id⊗ id ◦ ε⊗ id) = id⊗ id− ε⊗ id.

Proof :

One can directly check that ∂s̄ + s̄∂ = id⊗ id− ε⊗ id.

∂s̄ + s̄∂ = (∂ ⊗ id + id⊗ ∂)(D ⊗ id) + (D ⊗ id)(∂ ⊗ id + id⊗ ∂)

= (−1)0∂D ⊗ id + (−1)1.−1D ⊗ ∂ + (−1)0D∂ ⊗ id + (−1)0D ⊗ ∂

= (∂D + D∂)⊗ id (D is a chain homotopy)

= (id− ε)⊗ id

= id⊗ id− ε⊗ id.
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¤

Now we can explicitly give the chain homotopies T1, T2 which are used for the chain homo-
topy T between aw1 and aw0.

Proof of Proposition 12.1 :

By using the chain homotopy T1 between (aw0 − aw1) ◦ id and (aw0 − aw1) ◦ v0 by the
composition of s̄ with aw0 − aw1:

T1 := (aw0 − aw1) ◦ s̄ : C∗(∆∞)⊗ C∗(S) → C∗+1(∆
∞)⊗ C∗(S) → C∗+1(PS).

So

T1(ιp ⊗ x) = ((aw0 − aw1) ◦ s̄)(ιp ⊗ x)

= (aw0 − aw1)(D(ιp)⊗ x)

= (−1)p[aw0(ιp+1 ⊗ x)− aw1(ιp+1 ⊗ x)].

We have
aw0 − aw1 = (aw0 − aw1) ◦ id

T1∼ (aw0 − aw1) ◦ v0,

and
C∗(∆∞)⊗ C∗(S)

pr

²²
C∗(S)

i

OO

and v0 = i◦pr := (id⊗id)◦(ε⊗ id) = ε⊗id and ε induces a homomorphism ε∗ : H0(C∗(∆∞)) → Z
and ∆∞ is contractible.

From the diagram above, we have v0 = i ◦ pr and aw0 ◦ i ◦ pr = u0 ◦ pr. In the previous
chapter we have defined the chain homotopy s : C∗(S) → C∗+1(PS) between u0 and u1. Then
by using the same idea as above, we can find a chain homotopy T2 between u0 ◦ pr and u1 ◦ pr
as follows:

T2 := s ◦ pr : C∗(∆∞)⊗ C∗(S) → C∗(S) → C∗+1(PS)

which is defined by

T2(ιp ⊗ x) = (s ◦ pr)(ιp ⊗ x) =

{
s(x) ∈ Cn+1(PS) : p = 0

0 : p > 0.

Finally, we end up by getting the composition of these two chain homotopies T1 and T2 in
order to find the chain homotopy T . T is defined by T = T1 + T2 which is the chain homotopy
between aw0 and aw1 and we get

T (ιp ⊗ x) =

{
aw0(ι1 ⊗ x)− aw1(ι1 ⊗ x) + s(x) ∈ Cn+1(PS) : p = 0

(−1)p[aw0(ιp+1 ⊗ x)− aw1(ιp+1 ⊗ x)] ∈ Cn+p+1(PS) : p > 0.

If we take S = ∆[n], x ∈ S,

T (ιp ⊗ (0, ..., n)) =

{
aw0(ι1 ⊗ (0, ...n))− aw1(ι1 ⊗ (0, ..., n) + s(0, ..., n) ∈ Cn+1(PS) : p = 0

(−1)p[aw0(ιp+1 ⊗ (0, ..., n))− aw1(ιp+1 ⊗ 0, ..., n)] ∈ Cn+p+1(PS) : p > 0.
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Now, let’s show that T is a chain homotopy between aw1 and aw0, i.e., there exists T such
that

∂T + T∂ = aw1 − aw0.

For p = 0, S = ∆[1], we have

T (ι0 ⊗ (0, 1)) = aw0(ι1 ⊗ (0, 1))− aw1(ι1 ⊗ (0, 1)) + s(0, 1)

= (0, 0, 1)− 2(0, 1, 1) + (0, 1, 1)

∂T (ι0 ⊗ (0, 1)) = (0, 0)− (1, 1) + (0, 1)− (0, 1)

On the other hand

T∂(ι0 ⊗ (0, 1)) = T (ι0 ⊗ (1− 0))

= aw0(ι1 ⊗ ((1)− (0)))− aw1(ι1 ⊗ ((1)− (0))) + s(1)− s(0)

= (1, 1)− (0, 0).

Then

(∂T + T∂)(ι0 ⊗ (0, 1)) = (0, 1)− (0, 1) = u1(0, 1)− u0(0, 1)

= aw1(ι0 ⊗ (0, 1))− aw0(ι0 ⊗ (0, 1)).

For p = 0 and n > 0, one can easily show the same equality as follows;

∂T (ι0 ⊗ x) = ∂aw0(ι1 ⊗ x)− ∂aw1(ι1 ⊗ x) + ∂s(x)

T∂(ι0 ⊗ x) = T (ι0 ⊗ ∂x)

= aw0(ι1 ⊗ ∂x)− aw1(ι1 ⊗ ∂x) + s(∂x)

(∂T + T∂)(ι0 ⊗ x) = ∂aw0(ι1 ⊗ x)− ∂aw1(ι1 ⊗ x) + aw0(ι1 ⊗ ∂x)− aw1(ι1 ⊗ ∂x) +

∂s(x) + s∂x

= aw0∂(ι1 ⊗ x)− aw1∂(ι1 ⊗ x) + aw0(ι1 ⊗ ∂x)− aw1(ι1 ⊗ ∂x) +

(aw1 − aw0)(ι0 ⊗ x)

= −aw0(ι1 ⊗ ∂x) + aw1(ι1 ⊗ ∂x) + aw0(ι1 ⊗ ∂x)− aw1(ι1 ⊗ ∂x) +

(aw1 − aw0)(ι0 ⊗ x)

= aw1(ι0 ⊗ x)− aw0(ι0 ⊗ x).

For p > 0, one can show the same result as follows;

(∂T + T∂)(ιp ⊗ x) = ∂[(−1)p(aw0(ιp+1 ⊗ x)− aw1(ιp+1 ⊗ x))] + T (∂ιp ⊗ x + (−1)pιp ⊗ ∂x)

= (−1)paw0(∂ιp+1 ⊗ x) + (−1)2p+1aw0(∂ιp+1 ⊗ x)− (−1)paw1(∂ιp+1 ⊗ x)−
(−1)2p+1aw1(ιp+1 ⊗ ∂x) + T (∂ιp ⊗ x) +

(−1)2p[aw0(ιp+1 ⊗ ∂x)− aw1(ιp+1 ⊗ ∂x)]

= aw1(ιp ⊗ x)− aw0(ιp ⊗ x)

since when p is odd ∂ιp = 0 and ∂ιp+1 = ιp, and when p is even ∂ιp = ιp−1 and ∂ιp+1 = 0. ¤
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Corollary 12.4 :

There is a lift ˜aw0 in the diagram

C∗(P̄S)|
f

²²
C∗(∆∞)⊗ C∗(S)

˜aw0

66mmmmmmmmmmmm
aw0 // C∗(PS)

Proof :

f is surjective and aw1 has a lift. Then by lemma 11.1, T and aw0 lift to T̃ and ˜aw0,
respectively. In fact, lift T to T̃ : C∗(∆∞)⊗C∗(S) → C∗+1(P̄S) arbitrarily such that f ◦ T̃ = T .
Define ˜aw0 = ˜aw1 − (∂T̃ + T̃ ∂). Then ˜aw0 is a chain map and

∂T̃ + T̃ ∂ = ˜aw1 − ˜aw0,

follows from lemma 11.1. ¤



Chapter 13

SIMPLICIAL CURRENTS

In this chapter, we will start giving the definition of a dual complex to the de Rham complex
on a simplicial set as in Dupont [11]. We aim to give the definition f a complex Ω∗‖X‖ of
simplicial currents as in Dupont-Just [13] on a simplicial manifold X, with similar properties
to the complex of currents on a manifold. Let’s start with the definition of a dual simplicial
complex. (A∗(∆q), d) is the usual de Rham complex on ∆q. Then the simplicial de Rham
complex (A∗(S), d) consists in degree k of the simplicial k- forms, i.e., φ = {φσ}, σ ∈ ⊔

p Sp,
such that

i) φσ ∈ Ak(∆p) for σ ∈ ⊔
p Sp and

ii) φεiσ = (εi)
∗
φσ, i = 0, ..., p, σ ∈ Sp, p = 1, ....

Furthermore (dφ)σ = dφσ.

Definition 13.1 :

Let S be a simplicial set. A dual complex to the de Rham complex S is defined by

An(S) =
∞⊕

p=0

Ap(∆n+p)⊗ Cn+p(S), (13.1)

where Cn+p(S) is the usual n + p-th chain group of S, with the boundary operator

∂ : An(S) → An−1(S)

defined by

∂(w ⊗ σ) = (−1)ndw ⊗ σ +

n+p∑
i=0

(−1)i(εi)
∗
w ⊗ εiσ,

88
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where w ∈ Ap(∆n+p), σ ∈ Sn+p. One can easily check that ∂ ◦ ∂ = 0 as follows;

∂ ◦ ∂(w ⊗ σ) = ∂[(−1)ndw ⊗ σ +

n+p∑
i=0

(−1)i(ε)∗w ⊗ εiσ]

= (−1)n−1(−1)nddw ⊗ σ + (−1)n
n+p∑
i=0

(−1)i(εi)
∗
dw ⊗ εiσ +

(−1)n−1
n+p∑
i=0

(−1)id((εi)
∗
w)⊗ εiσ +

n+p∑
i=0

(−1)i(εi)
∗
w ⊗ εi ◦ εiσ

= (−1)n
n+p∑
i=0

(−1)i(εi)
∗
dw ⊗ εiσ(1− 1)

= 0

¤

Lemma 13.2 :

The natural inclusion I∗ : C∗(S) → A∗(S) given by I∗(σ) = 1⊗ σ, σ ∈ Sn, is a chain map.
It induces an isomorphism in homology. We have chain maps

I∗ : An(S) → Cn(S) , E∗ : Cn(S) → An(S)

given by I∗(ϕ)σ =
∫

∆n ϕσ, ϕ ∈ An(S), σ ∈ Sn. We have a pairing

An(S)⊗ An(S) → R

given by < φ, w ⊗ σ >=
∫

∆n+p φσ ∧w, where φ ∈ An(S), w ∈ Ap(∆n+p), σ ∈ Sn+p. The second
chain map is given by E∗(c)σ = n!

∑
|I|=n wI .cµI(σ), σ ∈ Sp, c ∈ Cn(S), where

I = (i0, ..., in) with i ≤ i0 < i1 < ... < in ≤ p, µI : Sp → Sn is the face operator
corresponding to the inclusion µI : ∆n → ∆p onto the n-dimensional face spanned by {ei0 , ..., ein},
and wI =

∑n
s=0 (−1)stisdti0 ∧ ... ∧ dt̂is ∧ ... ∧ dtin .

Lemma 13.3 :

There is a chain map
E∗ : A∗(S) → C∗(S)

defined by

E∗(w ⊗ σ) = n!
∑

|I|=n

[ ∫

∆n+p

wI ∧ w

]
µI(σ),

where w ∈ Ap(∆n+p), σ ∈ Sn+p. This induces an isomorphism in homology

E∗ : H(A∗(S)) → H(C∗(S))

which is inverse to I∗.
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Lemma 13.4 :

A simplicial map f : S → S ′ induces a chain map f∗ : An(S) → An(S ′) given by
f∗(w ⊗ σ) = w ⊗ f(σ), w ∈ Ap(∆n+p), σ ∈ Sn+p. Its dual

f ∗ : An(S ′) → An(S)

is given by (f ∗φ)σ = φf(σ), that is, < f ∗φ, T >=< φ, f∗T >, φ ∈ An(S ′), T ∈ An(S).

After this preparation, we can give the definition of simplicial currents and some necessary
facts. The space Ω∗‖X‖ will correspond to the dual space of the complex A∗‖X‖ of simplicial
differential forms which is an associative, graded commutative algebra. In this case the de
Rham theorem gives a quasi-isomorphism from the complex C∗(X) of singular chains on X
to the complex Ω∗(X) of compactly supported currents on X. One needs to equip the space
A∗‖X‖ with a natural Frechét topology in order to give a definition of the simplicial currents.
One can see the monograph [31] for the theory of Frechét spaces. (p. 85).

Definition 13.5:

The simplicial n-forms have been defined in definition 1.9 as the space

An‖X‖ = {φ ∈ ΠkA
n(∆k ×Xk) | (εi × id)∗φ(k) = (id× εi)φ

(k−1)}.

The space of simplicial n-currents is the dual space

Ωn‖X‖ = An‖X‖′

with the necessary topology.

Remark : Another construction of a complex of simplicial currents follows from the defi-
nition 13.1, in the case of a discrete simplicial set. This complex embeds in Ω∗‖X‖ as a dense
sub-complex with the same homology. The extended complex of ( 13.1 ) to general simplicial
manifolds gives a complex formula (13.2)

An(X) =
⊕

k=0

⊕

l=0

Ak−l(∆k)⊗ Ωn−l(Xk)

with differential

∂(w ⊗ T ) = (−1)ldw ⊗ T +
k∑

i=0

(−1)i(εi)
∗
w ⊗ (εi)∗T + (−1)lw ⊗ ∂T

In order to see ( 13.1 ), we take k = n + p, n = l in ( 13.2 ), then

An(S) =
∞⊕

p=0

Ap(∆n+p)⊗ Ω0(S)

=
∞⊕

p=0

Ap(∆n+p)⊗ Cn+p(S).
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For the future reference when we take Xk = ∆∞, it gives

An(∆∞) =
∞⊕

k=0

Ak−n(∆k)⊗ C0(∆
∞).

We give the simplicial de Rham theorem for currents as follows:

Corollary 13.6 :

There is a natural isomorphism

H(Ω∗‖X‖) ∼= H∗(‖X‖).

We can give another definition of Ω∗‖X‖ as follows:

Definition 13.7 :

There is an alternative definition of Ωn‖X‖ as the following quotient space

Ω̃∗‖X‖ =
⊕

k

Ω∗(∆k ×Xk)/spanC{(εi × id)∗U − (id× εi)∗U | U ∈ Ωn(∆k−1 ×Xk)}.

Theorem 13.8 :

There is a natural, continuous isomorphism

Ω∗‖X‖ ∼= Ω̃∗‖X‖.

Theorem 13.9 :

There is a quasi-isomorphism
A∗(X) → Ω∗‖X‖,

where A∗(X) is embedded as a dense subspace and Ω∗‖X‖ is regarded as a completion of A∗(X)
with a suitable topology.

Before giving the following corollary, let’s observe bicomplexes A∗,∗‖X‖ and Ω∗,∗‖X‖. Let

A∗,∗‖X‖ = (ΠkA
p,q(∆k ×Xk))

⋂
An‖X‖,

Ωp,q‖X‖ = Ap,q‖X‖′ = {U ∈ Ωn‖X‖ | U(Ar,s‖X‖) = 0 unless (r, s) = (p, q)}. We get bicom-
plexes (A∗,∗‖X‖, d∆, dx) and (Ω∗,∗‖X‖, ∂′∆, ∂′′Ω) with total complexes (A∗‖X‖, d) and (Ω∗‖X‖, ∂Ω).
We can also give the simplicial deRham theorem for currents for a simplicial manifold X.

Corollary 13.10 :

For each q the chain complexes (Ω∗,q‖X‖, ∂Ω
′) and (C∗,q(X), ∂′) are naturally chain

homotopy equivalent. In fact there are natural maps of bicomplexes

I ′ : C∗,∗(X) → Ω∗,∗‖X‖, E ′ : Ω∗,∗‖X‖ → C∗,∗(X)



92 BEDIA AKYAR

such that E ′ ◦ I ′ = id, and chain homotopies

s′ : Ωp,q‖X‖ → Ωp+1,q‖X‖

such that
I ′ ◦ E ′ − id = s′∂Ω

′ + ∂Ω
′s′, s′∂Ω

′′ = ∂Ω
′′s′,

here

I ′(T ) = 1∆p × T , T ∈ Cp,q(X)

E ′(T ) = p!
∑

|I|=p

(µI)∗(T ∧ αI), , T ∈ Ωp,q(∆
k ×Xk), k ≥ p

s′(T ) =
∑

0≤|I|≤p

|I|!hI
′(T ∧ αI).

We will always consider the dual to the Poincaré lemma operator hj
′ which increase the

degree by k + 1, I = (i0, i1, ..., i|I|) denotes a sequence of integers such that
0 ≤ i0 < i1 < ... < i|I| ≤ k,

αI =

|I|∑
j=0

(−1)jtijdti0 ∧ ... ∧ dt̂ij ∧ ... ∧ dti|I| .

We have the following isomorphisms

H∗(‖X‖) ∼= H(A∗‖X‖, d)

H∗(‖X‖) ∼= H(Ω∗‖X‖, ∂).

Now, we are ready to find the extensions awΩ
0 and awΩ

1 of aw0 and aw1, respectively, in
the simplicial currents.



Chapter 14

EXTENSIONS OF aw0 AND aw1

We have defined the maps aw0 and aw1 in the chapter 9 on the chain level. In this chapter we
want to extend them to the simplicial currents. So (9.1) becomes

Ω∗,∗(P̄S)

fΩ

²²
Ω∗(∆∞)⊗ C∗(S)

awΩ //

66

Ω∗,∗(PS)

Now we are going to define the chain maps awΩ
0 and awΩ

1.

Lemma 14.1 :

Let S be a simplicial set. There exists a map of bicomplexes;

awΩ
0 : Ω∗(∆∞)⊗ C∗(S) → Ω∗,∗(PS)

defined for S = ∆[n] by

awΩ
0(U⊗(0, ..., n)) =

∑
q0+...+qp+l=n

(−1)(p+l)q0+...+qp+l−1U×1∆q0×...×∆
qp+l⊗(0, ..., i0, i0, ..., i1, ..., ...., n),

where U ∈ Ωp(∆
∞), that is, U : Ap(∆p+l) → R, 1∆q0×...×∆

qp+l ∈ Ωn(PS).

Proof :

For simplicity, let’s take p = 1, l = 0, n = 1 and show that

∂Ω
′awΩ

0 = awΩ
0∂Ω

′ and ∂Ω
′′awΩ

0 = awΩ
0∂Ω

′′.

awΩ
0(U ⊗ (0, 1)) =

∑
q0+q1=1

(−1)q0U × 1∆q0×∆q1 ⊗ (0, ..., i0, i0, ..., 1)

= U × 1∆0×∆1 ⊗ (0, 0, 1)− U × 1∆1×∆0 ⊗ (0, 1, 1)

∂Ω
′awΩ

0(U ⊗ (0, 1)) = ∂U × 1∆0×∆1 ⊗ (0, 0, 1)− ∂U × 1∆1×∆0 ⊗ (0, 1, 1).
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On the other hand,

∂Ω
′(U ⊗ (0, 1)) = ∂U ⊗ (0, 1)

awΩ
0(∂Ω

′(U ⊗ (0, 1))) = awΩ
0(∂U ⊗ (0, 1))

=
∑

q0+q1=1

(−1)q0∂U × 1∆q0×∆q1 ⊗ (0, ..., i0, i0, ..., 1)

= ∂U × 1∆0×∆1 ⊗ (0, 0, 1)− ∂U × 1∆1×∆0 ⊗ (0, 1, 1).

Then
∂Ω

′awΩ
0 = awΩ

0∂Ω
′.

For the second equality, we have

∂Ω
′′awΩ

0(U ⊗ (0, 1)) = U × 1∂(∆0×∆1) ⊗ (0, 0, 1)− U × 1∂(∆1×∆0) ⊗ (0, 1, 1)

= −U × 1∆0×∂∆1 ⊗ (0, 0, 1)− U × 1∂∆1×∆0 ⊗ (0, 1, 1)

∼ −U × 1∆0×∆0 ⊗ (0, 1) + U × 1∆0×∆0 ⊗ (0, 0)−
U × 1∆0×∆0 ⊗ (1, 1) + U × 1∆0×∆0 ⊗ (0, 1)

= U × 1∆0×∆0 ⊗ (0, 0)− U × 1∆0×∆0 ⊗ (1, 1).

On the other hand

awΩ
0∂Ω

′′(U ⊗ (0, 1)) = awΩ
0(U ⊗−(1− 0))

= −awΩ
0(U ⊗ (1)) + awΩ

0(U ⊗ (0))

= −U × 1∆0×∆0 ⊗ (1, 1) + U × 1∆0×∆0 ⊗ (0, 0).

So
awΩ

0∂Ω
′′ = awΩ

0∂Ω
′′.

In general,

∂Ω
′awΩ

0(U ⊗ (0, ..., n)) =
∑

q0+...+qp+l=n

(−1)(p+l)q0+...+qp+l−1∂U × 1∆q0×...×∆
qp+l ⊗ (0, ..., i0, ..., ...., n)

= awΩ
0(∂U ⊗ (0, ..., n))

= awΩ
0∂Ω

′(U ⊗ (0, ..., n)).

and

∂Ω
′′awΩ

0(U ⊗ (0, ..., n)) =
∑

q0+...+qp+l=n

(−1)(p+l)q0+...+qp+l−1U × ∂(1∆q0×...×∆
qp+l )⊗ (0, ..., i0, ..., ...., n)

∼
∑

q0+...+qp+l=n

(−1)(p+l)q0+...+qp+l−1U × 1∆q0×...×∆
qp+l ⊗ ∂′′(0, ..., i0, ..., ...., n)

= awΩ
0(U ⊗ ∂(0, ..., n))

= awΩ
0∂Ω

′′(U ⊗ (0, ..., n)).

¤
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Before giving the following lemma, we need some preparation for this. We have a
homeomorphism

l : ∆p+l ×∆q0 × ...×∆qp+l → ∆p+l+n

which gives a map between the spaces of differential forms

l∗ : Ap+n(∆p+l+n) → Ap+n(∆p+l ×∆q0 × ...×∆qp+l).

By duality, this induces a map between the simplicial currents

l∗ : Ωp+n(∆p+l ×∆q0 × ...×∆qp+l) → Ωp+n(∆p+l+n).

Let U ∈ Ωp(∆
∞), i.e., U : Ap(∆p+l) → R, and U×1∆q0×...×∆

qp+l ∈ Ωp+n(∆p+l ×∆q0 × ...×∆qp+l)
then l∗(U × 1∆q0×...×∆

qp+l ) ∈ Ωp+n(∆p+l+n), where 1∆q0×...×∆
qp+l ∈ Ωn(∆q0 × ...×∆qp+l).

Lemma 14.2 :

Let S be a simplicial set. There exists a chain map,

awΩ
1 : Ω∗(∆∞)⊗ C∗(S) → Ω∗,0(PS)

defined for S = ∆[n] by

awΩ
1(U ⊗ (0, ..., n)) =

∑
q0+...+qp+l=n

(−1)(p+l)q0+...+qp+l−1l∗(U × 1∆q0×...×∆
qp+l )⊗ (0, ..., i0, i0, ..., n).

Proof :

We will show that

∂ΩawΩ
1 = awΩ

1∂Ω.

The proof of this statement is much more complicated than the proof of the previous lemma
so let’s take p = 1, n = 2 and l = 0.

awΩ
1(U ⊗ (0, 1, 2)) = l∗(U × 1∆0×∆2)⊗ (0, 0, 1, 2)− l∗(U × 1∆1×∆1)⊗ (0, 1, 1, 2) +

l∗(U × 1∆2×∆0)⊗ (0, 1, 2, 2)

∂awΩ
1(U ⊗ (0, 1, 2)) = l∗(∂U × 1∆0×∆2 + (−1)2U × 1∂∆0×∆2 + (−1)3U × 1∆0×∂∆2)⊗ (0, 0, 1, 2)−

l∗(∂U × 1∆1×∆1 + (−1)2U × 1∂∆1×∆1 + (−1)4U × 1∆1×∂∆1)⊗ (0, 1, 1, 2) +

l∗(∂U × 1∆2×∆0 + (−1)2U × 1∂∆2×∆0 + (−1)5U × 1∆2×∂∆0)⊗ (0, 1, 2, 2)

= l∗(∂U × 1∆0×∆2)⊗ (0, 0, 1, 2)− l∗(∂U × 1∆1×∆1)⊗ (0, 1, 1, 2) +

l∗(∂U × 1∆2×∆0)⊗ (0, 1, 2, 2) +

l∗(U × 1∆0×∆1)⊗ (0, 0, 2)− l∗(U × 1∆0×∆1)⊗ (0, 0, 1)−
l∗(U × 1∆0×∆1)⊗ (1, 1, 2) + l∗(U × 1∆1×∆0)⊗ (0, 1, 1) +

l∗(U × 1∆1×∆0)⊗ (1, 2, 2)− l∗(U × 1∆1×∆0)⊗ (0, 2, 2).
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On the other hand

awΩ
1(∂(U ⊗ (0, 1, 2)) = awΩ

1(∂U ⊗ (0, 1, 2)− U ⊗ (1, 2) + U ⊗ (0, 2)− U ⊗ (0, 1))

= l∗(∂U × 1∆0×∆2)⊗ (0, 0, 1, 2)− l∗(∂U × 1∆1×∆1)⊗ (0, 1, 1, 2) +

l∗(∂U × 1∆2×∆0)⊗ (0, 1, 2, 2)− l∗(U × 1∆0×∆1)⊗ (1, 1, 2) +

l∗(U × 1∆1×∆0)⊗ (1, 2, 2) + l∗(U × 1∆0×∆1)⊗ (0, 0, 2)−
l∗(U × 1∆1×∆0)⊗ (0, 2, 2)− l∗(U × 1∆0×∆1)⊗ (0, 0, 1) +

l∗(U × 1∆1×∆0)⊗ (0, 1, 1)

= ∂awΩ
1(U ⊗ (0, 1, 2)).

Thus
∂awΩ

1 = awΩ
1∂.

We can however show this equality for general p, n, l;

awΩ
1∂Ω(U ⊗ (0, ..., n)) = awΩ

1((∂′ + ∂′′)(U ⊗ (0, ..., n)))

= awΩ
1(∂U ⊗ (0, ..., n) + (−1)pU ⊗ ∂(0, ..., n))

On the other hand

∂ΩawΩ
1(U ⊗ (0, ..., n)) = ∂Ω

′awΩ
1(U ⊗ (0, ..., n))

=
∑

q0+...+qp+l=n

(−1)(p+l)q0+....+qp+l−1∂l∗(U × 1∆q0×...×∆
qp+l )⊗ (0, ..., i0, i0, ..., n)

=
∑

q0+...+qp+l=n

(−1)(p+l)q0+....+qp+l−1l∗(∂(U × 1∆q0×...×∆
qp+l ))⊗ (0, ..., i0, i0, ..., n)

=
∑

q0+...+qp+l=n

(−1)(p+l)q0+....+qp+l−1
[
l∗(∂U × 1∆q0×...×∆

qp+l +

(−1)p+1U × 1∂∆q0×...×∆
qp+l + (−1)p+q0+2U × 1∆q0×∂∆q1×...×∆

qp+l +

... +

(−1)p+q0+...+qp+l−2+p+lU × 1∆q0×...×∂∆
qp+l )

]⊗ (0, ..., i0, i0, ..., n)

= awΩ
1(∂U ⊗ (0, ..., n) + (−1)pU ⊗ ∂(0, ..., n)).

¤

Now, we can show that these two maps are homotopic via sΩ
′.

Proposition 14.3 :

There is a homotopy sΩ
′ between awΩ

1 and awΩ
0 defined by

sΩ
′ = (awΩ

1 − awΩ
0) ◦ s′,

and
sΩ

′ : Ωp(∆
∞)⊗ Cn(S) → Ωp+1(∆

∞)⊗ Cn(S) → Ωn+p+1(PS)

such that the formula (14.1)

∂ΩsΩ
′ + sΩ

′∂Ω = awΩ
0 − awΩ

1.



BEDIA AKYAR 97

Proof :

We can show that sΩ
′ is a homotopy such that (16.1) holds as follows;

(∂ΩsΩ
′ + sΩ

′∂Ω)(U ⊗ x) = ∂Ω(awΩ
1 − awΩ

0)s′(U ⊗ x) + (awΩ
1 − awΩ

0)s′∂Ω(U ⊗ x)
(1)
= (awΩ

1∂Ω − awΩ
0∂Ω)s′(U ⊗ x) + (awΩ

1 − awΩ
0)s′∂Ω(U ⊗ x)

= (awΩ
1 − awΩ

0)∂Ωs′(U ⊗ x) + (awΩ
1 − awΩ

0)s′∂Ω(U ⊗ x)

= (awΩ
1 − awΩ

0)(∂Ωs′ + s′∂Ω)(U ⊗ x)
(2)
= (awΩ

1 − awΩ
0)(I ′ ◦ E ′ − id)(U ⊗ x)

(3)
= (I ′ ◦ aw1 ◦ E ′ − I ′ ◦ aw0 ◦ E ′)(I ′ ◦ E ′ − id)(U ⊗ x)
(4)
=

[I ′(aw1 − aw0)E ′ − (awΩ
1 − awΩ

0)
]
(U ⊗ x)

(5)
= (−awΩ

1 + awΩ
0)(U ⊗ x).

where (1) follows from lemma 14.1 and lemma 14.2, (2) follows from that s′ is a chain homotopy
between I ′ ◦ E ′ and id, (3) follows from the following diagram

Cp(∆
∞)⊗ Cn(S)

I′
²²

aw0

aw1

// Cp,n(PS)

I′
²²

Ωp(∆
∞)⊗ Cn(S)

E ′
OO

awΩ
0

awΩ
1

// Ωp,n(PS)

E ′
OO

(4) follows from corollary 14.4 and (5) follows from that aw0
T∼ aw1.

Thus awΩ
0 sΩ

′∼ awΩ
1. ¤

Corollary 14.4 :

There is a lift ãw0
Ω follows from corollary 12.4 in the following diagram

Ω∗,∗(P̄S)

fΩ

²²
Ω∗(∆∞)⊗ C∗(S)

awΩ //

ãw0
Ω

66

Ω∗,∗(PS).



Chapter 15

CHARACTERISTIC CLASSES AND CHERN-SIMONS THEORY

In this chapter, we want to mention Chern-Weil Theory for a differentiable principal
G-bundle, G a Lie group. First let’s start by giving the Chern-Weil construction as in Dupont
[10] (chapter 4).

Let G be a lie group with lie algebra g and Sk(g∗) be the set of k-linear symmetric forms.
Suppose P : g× ...×g → R is a k-linear symmetric form. It is determined by the corresponding
homogeneous polynomial of degree k:

X → P (X, ..., X)

g → R

is the polynomial function. Then the adjoint representation induces an action of G on Sk(g∗)
for ∀k:

(gP )(X1, ..., Xk) = P (Ad(g−1)X1, ..., Ad(g−1)Xk),

∀X1, ..., Xk ∈ g, g ∈ G. Let Ik(G) be the G-invariant part of Sk(g∗). I∗(G) =
⊕

k Ik(G) is a
ring with unit 1∈ I0(G) = R.

For a principal G-bundle ξ = (E, π, M) with connection ω, where M is a differentiable
manifold, Fω

k ∈ A2k(E, g
N

k) is the curvature of the connection ω, P (Fω
k) ∈ A2k(M). P (Fω

k)
is horizontal (i.e., R∗

gP (Fω
k) = P (Fω

k)) since Fω
k is horizontal and P (Fω

k) is an invariant
horizontal (i.e., Fω

k(X,Y ) = 0 for ∀X vertical) 2k-form since Fω
k is equivariant and P is

invariant.

Theorem 15.1 :

i) P (Fω
k) is basic, i.e., the pullback of a unique 2k-form is also denoted by P (Fω

k) ∈ A2k(M).

ii) For a bundle map (f̄ , f) : E ′ → E and ω is a connection in ξ = (E, π, M), ω′ = f̄ ∗ω is a
connection in ξ′ = (E ′, π′,M ′) and P (Fω′

k) = f ∗P (Fω
k).

Corollary 15.2 :

Let wE(P ) ∈ H2k(A∗(M)) be the corresponding cohomology class for P ∈ Ik(G). This
defines a multiplicative homomorphism

wE : I∗(G) → H(A∗(M))

called the Chern-Weil homomorphism.

98
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Definition 15.3 : (Characteristic Class)

For P ∈ I∗(G), wE(P ) is called the characteristic class of E corresponding to P . That is
w(P ) = [P (Fω

k)].

P (Fω
k) is the integrand and notice that the de Rham isomorphism to singular cohomology

I : H∗
DR(M) → H∗(M,R)

is induced by the integration map

I : A∗(M) → C∗(M,R)

defined by < I(α), c >=
∫

c
α, where c ∈ C∗(M) is a singular chain. That is

< I([P (Fω
k)]), c >=

∫

c

P (Fω
k).

Definition 15.4 :

Let’s consider the category of topological principal G-bundles and bundle maps for a fixed
lie group and let H∗(−,R) be the real singular cohomology functor for a given coefficient ring
R. A characteristic class c(−) with coefficients in R associates to every topological principal
G-bundle ξ = (E, π, X) a cohomology class c(ξ) ∈ H∗(M,R) which is natural with respect to
bundle maps, i.e.,

E ′

π′
²²

// E

π

²²
M ′ f // M

then c(ξ′) = f ∗c(ξ).

Now if we want to give Chern-Weil theory for a differentiable principal G-bundle, G a lie
group, we will observe that BG is the realization of a simplicial manifold and if ξ = (E, π, M)
is a differentiable principal G-bundle, Ē./G is a simplicial manifold, where Ēp = E × ...× E︸ ︷︷ ︸

p+1−times

.

Let’s establish the de Rham theorem for a simplicial manifold M . Let An(M) denote
the set of compatible simplicial n-forms. Since the exterior differential preserves compati-
ble forms then we have a de Rham complex A∗(M) for M . The usual singular cohomology
H∗(‖ M ‖, R) ∼= H(C∗(M, R)), where C∗(M., R) = Tot(C∗,∗(M., R)),
Cp,q(M.) = Cq(Mp, R), where C∗(Mp, R) is the cochain complex based on smooth singular
simplices and the horizontal differential is δ′ =

∑
(−1)iεi

∗. Now A∗(M.) is a double complex,
i.e., A(M.) =

⊕
k+l=n Ak,l(M.) with respect to the product ∆p×Mp and we have an integration

map
I : Ap,q(M.) → Cp,q(M.)

defined by I(α)σ =
∫
∆p×∆q(id × σ)∗α, α ∈ Map(∆q,Mp). I induces an isomorphism of

cohomology rings HDR
∗(M.) = H(A∗(M.)) ∼= H∗(‖ M. ‖,R).
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Example : ( The Pontrjagin Classes )

Let’s take the group of non-singular n × n matrices, G = Gl(n,R) with its lie algebra
g = gl(n,R) = Hom(Rn,Rn) of all matrices with lie bracket [A,B] = AB − BA. For
∀A ∈ gl(n,R) and g ∈ G, we have Ad(g)(A) = gAg−1. Let Pk/2 be the homogeneous polynomial
of degree k ∈ Z+ which is the coefficient of λn−k in the polynomial in λ

det(λ.1− 1

2π
A) =

∑

k

Pk/2(A, ..., A)λn−k,

where A ∈ gl(n,R). Pk/2 ∈ Ik(Gl(n,R)) and it is called the k/2-th Pontrjagin polynomial and
the Chern-Weil images wE(Pk/2) are called the Pontrjagin classes.

Example : ( The Chern Classes )

If we take G = Gl(n,C) with its lie algebra g = gl(n,C) = Hom(Cn,Cn) and consider the
complex valued invariant polynomials ck which are the coefficients to λn−k in the polynomial λ

det(λ.1− 1

2πi
A) =

∑

k

Ck(A, ..., A)λn−k,

where A is an n× n matrix of complex numbers. The Chern-Weil image of these polynomials
wE(Ck) gives the characteristic classes with complex coefficients as called the Chern classes.
Ck |gl(n,R) satisfy ikCk(A, ..., A) = Pk/2(A, ..., A), A ∈ gl(n,R). It follows that the l-th Pontrjagin

class of a Gl(n,R)-bundle is (−1)l times the 2l-th Chern class of the complexification.

Now, let M be a manifold and π : E → M be a principal G-bundle. We are going to give a
definition of Chern-Simons form on the total space E.

Corollary 15.5 :

For P ∈ I∗(G), w(P ) = w(P )(γ) ∈ H∗(BG,R) defines a characteristic class such that for
any G-bundle ξ = (E, π, M) with connection ω, the class

w(P )(ξ) = I[P (Fω
k)] ∈ H2k(M,R),

where I : HDR
∗(M) → H∗(M,R), is the characteristic class for ξ corresponding to w(P ). It is

independent of the connection and depends only on the topological G-bundle ξ.

If π : E → M is an ordinary differentiable G-bundle then the usual Chern-Weil
homomorphism is w : I∗(G) → H∗(BG,R) such that P ∈ Ik(G), w(P ) is represented in
A2k(NG) by P (Fω

k), where Fω
k is the curvature form of ω defined by ω = t0

′ω0 + ... + tp
′ωp,

where t0
′, ..., tp′ are the barycentric coordinates in ∆p. The structural equation states that

dω = Fω − 1
2
[ω, ω]. For P ∈ Ik(G), w(P )(.) is the corresponding characteristic class.

Definition 15.6 ( Chern-Simons Form ) :

Let π : E → M be a principal G-bundle and ω be a g-valued 1-form on E. When G = SU(2),
the real valued 4-form p̃ on E given by

p̃ =
1

8π2
Tr(Fω ∧ Fω),
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where Fω is the curvature of ω and Tr : g
⊗

g → R, is the lift of a unique 4-form p on M , that
is, π∗(p) = p̃.

TP (ω) =
1

8π2
Tr(ω ∧ Fω − 1

3
ω ∧ ω ∧ ω)

is called the Chern-Simons form.

In Chern-Simons [7] the authors considered the forms TP defined in E by

TP (ω) = k

∫ 1

0

P (ω ∧ ϕk−1
t )dt,

where P ∈ Ik(G), ϕt = tFω + 1
2
(t2 − t)[ω, ω]. TP is a real-valued invariant (2k-1)-form on the

total space E.

Corollary 15.7 :

Let π : E → M be a principal G-bundle as given in the previous definition. The form p
represents the second Chern class of the bundle.

Proof :

It can be shown as follows:

Let’s take G = SU(2) and denote P (Fω) = p which is called as “the topological charge
density” of the gauge field or the second Chern class of ξ when dim M=4. Therefore (ξ, ω) is
an SU(2)-valued gauge field on a manifold M of dimension ≥ 3. It means that ξ = (E,M, ω)
is a principal SU(2)-bundle and ω is an su(2)-valued 1-form on E satisfying the connection
conditions. Define the real-valued 4-form p̃ on E by

p̃ =
1

8π2
Tr(Fω ∧ Fω),

where Fω is the curvature of ω, is the lift of a unique 4-form p on M ; that is, π∗(p) = p̃ and
Tr : g

⊗
g → R given by Tr(B, A) = TrBA. Tr is a real-valued map since TrBA = TrBA. One

can show this as follows:

TrBA = TrB̄Ā = TrBtAt = Tr(AB)t = TrBA.

Now, let’s show that the form p represents the second Chern class of ξ(ω):

G = SU(2) ⊆ Gl(2,C). Let’s take an element g from SU(2), that is, g−1 = gt = ḡt, since
SU(2) = {g ∈ Gl(2,C)|ggt = I}. Let su(2) denote the lie algebra of SU(2) and it is defined by

su(2) = {A ∈ gl(2,C)|A + Āt = 0 or TrA = 0}

where su(2) ⊆ M(2,C) = gl(2,C) and gl(2,C) is the lie algebra of Gl(2,C).

Therefore det(λ.1− 1
2πi

A) =
∑

Ck(A, ..., A)λn−k where A is defined by

A =

(
a11 a12

a21 a22

)
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since in general; G = Gl(n,C) has the lie algebra gl(n,C) = Hom(Cn,Cn). The complex valued
invariant polynomials Ck which are the coefficients to λn−k in the formula (15.1)

det(λ.1− 1

2πi
A) =

∑

k

Ck(A, ..., A)λn−k,

where A is an n× n matrix of complex numbers. The Chern-Weil image of these polynomials
give characteristic classes with complex coefficients and they are called the Chern classes given
in this chapter before. ck|gl(n,R) satisfies

ikCk(A, ..., A) = Pk/2(A, ..., A) , A ∈ gl(n,R).

After diagonalizing A, it becomes

A =

(
µ1 0
0 µ2

)

We know that A∈ su(2) so µ1 + µ2 = 0 then

det(λ1− 1

2πi
A) = det(

(
λ 0
0 λ

)
− 1

2πi

(
µ1 0
0 µ2

)
)

= det(

(
λ− µ1

2πi
0

0 λ− µ2

2πi

)
)

= (λ− µ1

2πi
)(λ− µ2

2πi
)

= λ2 − λ(
µ1 + µ2

2πi
)− µ1µ2

4π2
.

By using (15.1) we get

2∑

k=0

Ck(ξ)λ
n−k = C0(ξ)λ

2 + C1(ξ)λ + C2(ξ),

and

C0(ξ) = 1 , C1(ξ) = 0 , C2(ξ) =
µ2

1

4π2
since − µ2 = µ1.

We want to show that
C2(ξ) = p̃.

It can be shown as follows;

C2(ξ) =
1

8π2
Tr(A2)

=
1

8π2
Tr(

(
µ2

1 0
0 µ2

2

)

=
1

8π2
(µ2

1 + µ2
2)

=
µ2

1

4π2
.
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Thus C2(ξ) = p̃ = 1
8π2 Tr(Fω ∧ Fω) as required. ¤

Corollary 15.8 :

The term p̃ is always (locally) exact, no matter what the bundle ξ may be. In fact, a simple
calculation shows that it is the coboundary of the 3-form TP (ω) defined on E by

TP (ω) =
1

8π2
Tr(ω ∧ Fω − 1

3
ω ∧ ω ∧ ω).

Proof :

By Poincare’s lemma, the closed form Tr(Fω ∧ Fω) is locally exact with d : C3 → C4 given
by

δTP (ω) = p̃ =
1

8π2
Tr(Fω ∧ Fω),

since

δTP (ω) =
1

8π2
dTr(ω ∧ Fω − 1

3
ω ∧ ω ∧ ω)

=
1

8π2
d(Tr(ωdω +

2

3
ω3)),

by using Fω = dω + ω ∧ ω, we get

Tr(ω ∧ dω + ω ∧ ω ∧ ω − 1

3
ω ∧ ω ∧ ω) = Tr(ω ∧ dω +

2

3
ω ∧ ω ∧ ω).

We can show that δTP (ω) = p̃ , that is, we show that

1

8π2
dTr(ωdω +

2

3
ω3) =

1

8π2
Tr(Fω ∧ Fω),

as follows;

δTP (ω) =
1

8π2
Tr[(dω)2 +

2

3
(dωω2 − ωdωω + ω2dω)]

=
1

8π2
Tr[(Fω − ω2)2 +

2

3
{(Fω − ω2)ω2 − ω(Fω − ω2)ω + ω2(Fω − ω2)}]

where Fω = dω + ω ∧ ω = dω + ω2 since [ω, ω] = 2(ω ∧ ω) and then

δTP (ω) =
1

8π2
Tr[F 2

ω − ω2Fω − Fωω2 + ω4 +
2

3
(Fωω2 − ωFωω + ω2Fω − ω4)].

We know that Trω4 = 0 and TrωFωω = −Trω2Fω = −TrFωω2. Therefore we get

δTP (ω) =
1

8π2
Tr(F 2

ω − ω2Fω − Fωω2 +
2

3
(Fωω2 +

1

2
(Fωω2 + ω2Fω) + ω2Fω)]

=
1

8π2
Tr(F 2

ω)

=
1

8π2
Tr(Fω ∧ Fω)

= p̃.
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¤

Now we need some preparation for the next chapter. In order to compute a related for-
mula for the variation of Chern-Simons class for a given bundle F → |S.| with a connection
ω, we need to find the difference Chern-Simons form as a difference of the characters. In
the following definition, we study on a certain graded ring Ĥ∗(M) for a smooth manifold M .
This is the ring of differential characters on M . If Λ ⊂ R is a proper subgroup, a differen-
tial character (mod Λ) is a homomorphism f from the group of smooth singular k-cycles to
R/Λ, whose coboundary is the modΛ reduction of some ( necessarily closed ) differential form
w ∈ Ak+1(M). One can see that f uniquely determines not only w, but a class u ∈ Hk+1(M, Λ)
whose real image is cohomologous to the de Rham class of w.

One can give the Chern-Simons form as a differential character by using a lift of Weil
homomorphism due to Cheeger-Simons [6].

Definition 15.9 :

Let ξ = (E, M, ω) be a principal G-bundle, where G is a lie group. Let ε(G) be the category
of these objects which are triples ξ with morphisms being connection-preserving bundle maps,
i.e., if ξ = (E, M, ω) and ξ̂ = (Ê, M̂ , ω̂) are two bundles and ϕ : {E, M} → {Ê, M̂} is a
bundle map then ϕ : ξ → ξ̂ is a morphism if ϕ∗(ω̂) = ω. Let Acl

∗(M) denote the set of closed
forms. The Weil homomorphism constructs a homomorphism w : Ik(G) → H2k(BG,R) and
a natural transformation W : Ik(G) → A2k(M) such that the following diagram of natural
transformation commutes,

I∗(G)

W
²²

w // H∗(BG,R)

CR
²²

H∗(BG, Λ)

CΛ

²²

roo

Acl
∗(M) DR // H∗(M,R) H∗(M, Λ)roo

here CΛ, CR are provided by the theory of characteristic classes and DR is the de Rham
homomorphism. If P ∈ Ik(G), u ∈ H∗(BG, Λ) and Fω is the curvature form of ξ ∈ ε then
W (P ) = P (Fω, ..., Fω︸ ︷︷ ︸

k

), and CΛ(u) = u(ξ), is the characteristic class. Set

K2k(G, Λ) = {(P, u) ∈ Ik(G)×H2k(BG, Λ) | w(P ) = r(u)}.

Set

Rk(M, Λ) = {(w, u) ∈ A0
k ×Hk(M, Λ) | r(u) = [w]}

and R∗(M, Λ) =
⊕

Rk(M, Λ). Here r : Hk(M, Λ) → Hk(M,R) and [w] is the de Rham class
of w and A0

k is written for the closed k-forms with periods lying in Λ. R(M) has an obvious
ring structure (u,w).(v, φ) = (u ∪ v, w ∧ φ).

K∗(G, Λ) =
⊕

K2k(G, Λ) forms a graded ring. The previous diagram induces
W × CΛ : K∗(G, Λ) → R∗(M, Λ).

On the other hand we have a ring which is given by

Ĥk(M,R/Λ) = {f ∈ Hom(Zk,R/Λ) | f ◦ ∂ ∈ Ak+1}.
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We set Ĥ−1(M, Λ) = Λ. Ĥ∗(M,R/Λ) =
⊕

Ĥk(M,R/Λ) is a graded Λ-module whose objects
are called differential characters. So the result can be expressed as saying that there exists
a unique natural transformation

S : K∗(G, Λ) → Ĥ∗(M, Λ)

such that the diagram

Ĥ∗(M,R/Λ)

δ1,δ2
²²

K∗(G, Λ)

S
77ooooooooooo

W×CΛ // R∗(M, Λ)

commutes. SP,u ∈ Ĥ2k−1(M,R/Λ) is called the Chern-Simons character.

Theorem 15.10 :

Let (P, u) ∈ K2k(G, Λ). For each ξ ∈ ε(G) there exists a unique SP,u ∈ Ĥ2k−1(M,R/Λ)
satisfying;

1)δ1(SP,u(ω)) = P (Fω)

2)δ2(SP,u(ω)) = u(ξ)

3)If ξ̂ ∈ ε(G) and φ : ξ → ξ̂ is a morphism then φ∗(SP,u(ω̂)) = SP,u(ω).

For a pair ([P ], u), we construct the Chern-Simons classes for ξ = (E, M,ω) with Fω
k+1 = 0.

Corollary 15.11 : (Dupont-Kamber [12])

Suppose P (Fω) = 0. Then

1)SP,u(ω) ∈ H2k−1(M,R/Λ) is the Chern-Simons class.

2)B(SP,u(ω)) = −u(ξ), where B : Hk−1(M,R/Λ) → Hk(M, Λ) is the Bockstein-homomorphism.
u(ξ) = ψ∗(u) is the characteristic class associated to ξ.

Proof : Let us look at the following diagram of simplicial bundles

E

²²

ψ̄ // Ē.

²²

Ḡ.

²²

η̄oo

M
ψ // Ē./G BG

ηoo

and consider Ē./G is approximately BG, where ψ : M → BG is the classifying map. Let
ū ∈ C2k(Ē./G,Z) be a cochain represents (η∗)−1u. Then J (P(Fω̄)) − r ū = δs̄ (*) for some
cochain s̄ ∈ C2k−1(Ē./G,R). The reduction mod Z of the cochain ψ∗s̄ ∈ C2k−1(M,R) is a
cocycle. Here ψ∗s̄ ∈ C2k−1(M,R/Z) is called the Chern-Simons character. In fact it
defines a cohomology class

δψ∗s̄ = ψ∗δs̄ = ψ∗(J (P(Fω̄))− r ū)

= J (P(Fω))− rψ∗ū

= −rψ∗ū ≡ 0 mod Z,
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since P (Fω) = 0 when Fω
2k+1 = 0. Therefore ψ∗s̄ mod Z defines a cohomology class in

H2k−1(M,R/Z) which is called the Chern-Simons class and denoted by SP,u(ω). ¤

Proposition 15.12 : (Dupont-Kamber [12])

SP,u(ω) = [ψ∗s̄] ∈ H2k−1(M,R/Z).

1) SP,u(ω) is well-defined.

2) SP,u(ω) is natural with respect to bundle maps preserving connections.

3) SP,u(ωMC) = 0.

Proof :

1) Suppose J (Fω̄)− r ū1 = δ(̄s1 ) is another choice then ū1 − ū = δt for t ∈ C2k−1(Ē./G,Z)
and by using both choices, that is (*) and the one given above, we get δ(s̄− s̄1 + rt) = 0, i.e.,
s̄− s̄1 + rt = c, so that s̄− s̄1 + rt represents an element [c] ∈ H2k−1(Ē./G,R) ∼= H2k−1(BG,R).
Therefore ψ∗s̄− ψ∗s̄1 ≡ ψ∗(s̄− s̄1 + rt) mod Z represents ψ∗c ∈ H2k−1(M,R/Z) since

ψ∗(s̄− s̄1 + rt)
ψ∗linear

= ψ∗s̄− ψ∗s̄1 + rψ∗(t)
t∈Z
= ψ∗s̄− ψ∗s̄1

≡ ψ∗c.

[c] ∈ H2k−1(BG,R) = 0 then ψ∗s̄− ψ∗s̄1
∼= ψ∗c ∼ 0.

2) follows from the previous diagram.

3) follows from 2) since ωMC is induced from G → ∗.

Proposition 15.13 :

We can give more geometric definition for the Chern-Simons class. Suppose M2k−1 = ∂W 2k

oriented and ξ extends to ξ̂ over W . Let ω̂ be any extension of ω to a connection in Ê. Setting
ξ̂ = {Ê, W, ω̂} and we have the morphism ξ → ξ̂. Thus SP,u(ω̂)|M2k−1 = SP,u(ω). Moreover

< SP,u(ω), [M ] >=

∫

W

P (Fω̂) mod Z.

Proof :

If we replace E by Ê in the last diagram, we get

< SP,u(ω), [M ] > = < ψ∗s̄, [M ] >

= < ψ∗s̄, [∂W ] >

= < δψ∗s̄, [W ] >

= < J (P(Fω̂)), [W ] >

=

∫

W

P (Fω̂)

Here P (Fω̂) is the difference form, that is the Chern-Simons form. ¤
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Corollary 15.14 :

For two given connections ω1 and ω2 in a bundle E → M , we have ω̃ = (1 − t)ω1 + tω2

in M × [0, 1] = W 2k. The difference of the characters must be the reduction of a form. In
other words, the difference of the evaluations of the Chern-Simon classes on a cycle is given as
a difference form (15.2),

< SP,u(ω2), [M ] > − < SP,u(ω1), [M ] >=

∫

W

P (Fω̃) =

∫

M

TP (ω1, ω2),

where TP (ω1, ω2) =
∫ 1

0
id/dtP (Fω̃)dt. On the other hand

.

ω̃= ω2 − ω1, for fix t
dω̃
dt

= (1− t)dω1 + tdω2. So we can find the curvature Fω̃ = dω̃
dt

+ 1
2
[ω̃, ω̃]. Then

SP,u(ω2)− SP,u(ω1) = k

∫ 1

0

P (
.

ω̃ ∧Fω̃
k−1)|Z2k−1

(M) = TP (ω1, ω2).

P is a polynomial of the two connections ω1, ω2.

Example :

Suppose E = M×G and assume M = M2k−1 closed oriented P ∈ Ik(G). Put W = M×[0, 1].
For any connection ω in E and ωMC we write

ω̃ = (1− t)ωMC + tω = ωMC + tA

connection in Ẽ = W ×G where A = ω − ωMC . By the previous proposition

< SP,u(ω), [M ] > − < SP,u(ωMC), [M ] >=

∫

M×[0,1]

P (Fω̃)

since SP,u(ωMC) = 0. Hence

< SP,u(ω), [M ] >=

∫

M

TP (A),

where TP (A)
def
=

∫ 1

0
id/dtP (Fω̃)dt, id/dt is the usual interior product in the t-variable. TP (A) is

an algebraic expression in A, for example for k = 2, TP (A) = P (A ∧ dA + 1
3
A ∧ [A,A]).

In the chapter 8, we started giving the background for finding a lifting in order to find
the relation with Chern-Simons theory. Although one can define the Chern-Simons form on
m∗EG → ‖ |P̄.S.| ‖ by pulling back the canonical one on the universal bundle, we can not define
the Chern-Simons form in the same way on the bundle defined over ‖S‖. In the following chapter
we will see this with the details.



Chapter 16

APPLICATIONS TO THE GAUGE FIELD

In this chapter, we give the variation of a Chern-Simons class for a given bundle F → |S| with
a connection ω induced by the canonical connection ω∆ via k̃∗. We will consider the evaluation
of a difference of Chern-Simons classes for two connections on a cycle defined on Ω∗,∗(P̄S). In
other words, we consider the evaluation of a Chern-Simons class for a given bundle with the
connection ω on the difference of two cycles on Ω∗,∗(P̄S). So do to this, we use the difference
Chern-Simons form given in the previous chapter. On the other hand the Chern-Simons class
is related in an appropriate way to the second Chern class of the bundle. When we pull down
the Chern-Simons form on the total space of a principal bundle with its connection to the base
space, they give rise to the Chern-Simons class.

We will also give a definition of a connection in a simplicial bundle due to Dupont [9] and
a corresponding Chern-Simons form. By starting with a canonical connection ω∆ in the total
space of a universal G-bundle π∆ : EG → BG, one can write the corresponding canonical
Chern-Simons form. After this by pulling back the canonical connection via m̃ defined by
trivialization and the classifying map m : ‖ |P̄.S.| ‖ → BG, one can get the Chern-Simons form
on the total space of the bundle m∗EG → ‖ |P̄.S.| ‖. Since we can not define a section in our
case, we can not use the definition for the Chern-Simons character given by global section but
instead we can use the other definition given by differential forms and cohomology class. We
have already given this definition at the end of the previous chapter and we are going to apply
this to the gauge field in this chapter.

Let S be a simplicial set and F → |S| be a simplicial bundle. We have given the definition
of a simplicial bundle as a sequence of bundles over ∆p × σ for all p, where σ ∈ Sp with some
commutative diagrams (6.1), (6.2) and the compatibility conditions (6.3), (6.4) and (6.5) given
in chapter 6. Now, let’s give the definition of a connection in a simplicial bundle.

Definition 16.1 :

A connection in F → |S| is a family of 1-forms θ = {θσ | σ ∈ Sp} on Fσ with coefficients
in g such that θ|Fσ

is a connection in the usual sense in the bundle Fσ → ∆p × σ, σ ∈ Sp such
that

Fεiσ

²²

ε̄i
// Fσ

²²
∆p−1 × εiσ

εi
// ∆p × σ

θεiσ = ε̄i∗θσ, i = 0, ..., p.

108
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Remark :

There is a similar definition of a simplicial bundle and connection over simplicial mani-
folds which includes the case of EG → BG, (cf. chapter 17) where the p-th total space is
EG(p) = ∆p × NḠ(p). In the definition of a simplicial bundle given in chapter 6, in
Fσ → ∆p × σ, Fσ can not canonically be written in general as a product of ∆p with some-
thing as in the case of the universal bundle. Thus let G be a lie group and consider the
simplicial space NḠ(p) = G× ...×G (p + 1- times). In NḠ

εi(g0, ..., gp) = (g0, ..., ĝi, ..., gp) and ηi(g0, ..., gp) = (g0, ..., gi, gi, ..., gp), i = 0, ..., p.

By the definition

EG = ‖ NḠ(p) ‖ =
⊔

∆p ×Gp+1/∼ and BG = EG/G = ‖ NG(p) ‖ =
⊔

∆p ×Gp/∼.

If we take the simplicial G-bundle γ : NḠ → NG, we get the universal bundle
γG : EG → BG. Let’s give the construction of a canonical connection in this bundle.

Let ω0 be the Maurer-Cartan connection in the bundle G → pt and qi : ∆p ×NḠ(p) → G
be the projection onto the i-th factor in Gp+1, i = 0, ..., p, and let ωi = qi

∗ω0. Then ω is given
over ∆p ×NḠ(p) by

ω = t0
′ω0 + t1

′ω1 + ... + tp
′ωp,

where t0
′, ..., tp′ are the barycentric coordinates in ∆p such that

∑p
i=0 ti

′ = 1. Any convex com-
bination of connections is again a connection. So ω|∆p×NḠ(p)

is a connection in the usual sense in

∆p×NḠ(p) → ∆p ×G and the universal connection ω∆ =
∑p

i=0 ti
′xi

−1dxi ∈ A1(∆p ×Gp+1, g),
where xi

−1dxi denotes the pullback of the Maurer-Cartan form by the projection onto the i-th
coordinate of Gp+1.

We have a diagram

(m ◦ ũ1)
∗EG

²²

// F̃

²²

m̃ // EG

²²‖S‖ ũ1 // ‖ |P̄.S.| ‖ m // BG

where F̃ = {(t, s, f) ∈ ∆p ×∆q0+1 × ...×∆qp+1 × F|∆n+2p+1×Sn+2p+1
| πy(f) = (lp(t)(s), y)} and

t ∈ ∆p, s ∈ ∆q0+1 × ...×∆qp+1, f ∈ Fy, y ∈ Sn+2p+1.

One can write the connection ω̃∆ in F̃ → ‖ |P̄.S.| ‖ via the connection ω∆ in the universal
bundle as follows;

ω̃∆ = m̃∗(ω∆) = m̃∗(
p∑

i=0

ti
′xi

−1(t, s, f̃)dxi(t, s, f̃))

=

p∑
i=0

ti
′xi

−1(t, s, g)dxi(t, s, g)

by setting ϕ̄y(f̃) = g. Here f̃ := (l(t)(s), y) ∈ Fy, y ∈ Sn+2p+1.
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The right action on EG is given by

EG×G → EG.

(x0, ..., xp, x) → (x0x, ..., xpx)

On the other hand by using ( 7.2 ) we have γ(x0, ..., xp) = (x0x1
−1, ..., xp−1xp

−1) corresponds
to (g1, ..., gp). By setting xp = g = ϕ̄y(f̃) (fixing the last trivialization), we get

xp−1xp
−1 = gp ⇒ xp−1 = gpg

xp−2xp−1
−1 = gp−1 ⇒ xp−2 = gp−1gpg

. = .

. = .

. = .

x0x
−1
1 = g1 ⇒ x0 = g1...gpg.

We can also write xi’s in EG in terms of g’s and transition functions as

(g1...gpg, g2...gpg, ..., gp−1gpg, g) ∈ EG.

We have defined m̃ in the proposition 7.3 with ( 7.1 ) so

xp = g = ϕ̄y(f̃)

xp−1 = gpg = vy,µ̂(p)y(ρ
(p)l(t)(s)−1ϕ̄y(f̃)

. = .

. = .

. = .

x0 = g1...gpg
cocycle condition

= vy,µ̃(p)y(ρ
(1)l(t)(s)−1ϕ̄y(f̃).

Thus the required connection is (16.1)

ω̃∆ = t0
′[(vy,µ̃(p)y(ρ

(1)l(t)(s))−1g)−1d(vy,µ̃(p)y(ρ
(1)l(t)(s))−1g)] +

t1
′[(vy,µ̃(p−1)y(ρ

(2)l(t)(s))−1g)−1d(vy,µ̃(p−1)y(ρ
(2)l(t)(s))−1g)] +

... +

tp−1
′[(vy,µ̂(p)y(ρ

(p)l(t)(s))−1g)−1d(vy,µ̂(p)y(ρ
(p)l(t)(s))−1g)] +

tp
′g−1dg.

Since ρ(i)l(t)(s) = ηq0+...+qi−1+2i−1 ◦ ... ◦ ηn+2p, i = 1, ..., p, then
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ω̃∆ = t0
′[Adg−1(vy,µ̃(p)y(s

0, t1)dy,µ̃(p)y(s
0, t1)

−1) + g−1dg] +

... +

tp−2
′[Adg−1(vy,µ̃(2)y(s

0, ..., sp−2, t1, ..., tp−1)dy,µ̃(2)y(s
0, ..., sp−2, t1, ..., tp−1)

−1) + g−1dg] +

tp−1
′[Adg−1(vy,µ̂(p)y(s

0, ..., sp−1, t1, ..., tp)dy,µ̂(p)y(s
0, ..., sp−1, t1, ..., tp)

−1) + g−1dg] +

tp
′g−1dg.

Now, we will give the evaluation of a difference of Chern-Simons classes for two connections
on a cycle defined on ‖ |P̄.S.| ‖. In other words, we consider the evaluation of Chern-Simons
class for the given bundle with a connection on the difference of two cycles on ‖ |P̄.S.| ‖.

Let F → |S| be given with a connection ω. In the gauge theory, the aim is to start with a
connection and deform it. For, example, we can start with the connection over |S.| and deform
it on ∆∞ × |S.| with respect to t variables. When t is close to the one of the end points then
the connection in this bundle corresponds to the one comes from ũ1, that is, ω̃ũ1 = m̃∗(ωũ1).
We evaluate this at the vertices of the triangulation. We have

∆∞ × |P.S.|
↓≈ l

∆∞ × |S.|.

We want to find the variation of the Chern-Simons class for the bundle F → |S| by
using prismatic subdivision. Although we have a homeomorphism l, there is no a well-defined
map ‖ |P.S.| ‖ → BG. Therefore we had to construct ‖ |P̄.S.| ‖ and define a well-defined map
m : ‖ |P̄.S.| ‖ → BG. So we can use ‖ |P̄.S.| ‖ instead for the required variation for the Chern-
Simons class. There is a family of connections over |P̄.S.|. For ∀t ∈ ∆p, the connections over
|P.S.| are changed. This follows that the Chern-Simons class for F → |S| is deformed by vary-
ing t’s, since for ∀t ∈ ∆p, there are trivializations on |S.| in ‖ |P.S.| ‖. The aim is to vary the
Chern-Simons class for the bundle over |S| and it can be done by varying the connections de-
fined over ‖ |P̄.S.| ‖. In other words, the bundle over ‖ |P.S.| ‖ enables us to find the variation
of the Chern-Simons class for the bundle over |S| by using the bundle over ‖ |P̄.S.| ‖.

The reason why we are studying on the simplicial currents level is that we can only increase
p up til n on the chain level but by using the simplicial currents, one can take arbitrary large
p. By making enough subdivisions, we approximate the given connection by piecewise flat
connections.
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Remark :

Now we have to find the two connections over ‖ |P̄.S.| ‖ by using the following diagram
(16.2):

||S.|| ũ1 //

%%JJJ
JJJ

JJJ
J

¾¾8
88

88
88

88
88

88
88

88

ºº0
00

00
00

00
00

00
00

00
00

00
00

00
‖ |P̄.S.| ‖

f

²²

m // BG

‖ |P.S.| ‖
≈L

²²
‖ |S.| ‖

pr

²²
|S.|

GG²²²²²²²²²²²²²²²²²²²²²²²²²

here the big diagram commutes and the right side of it is commutative up to homotopy, since
S is a deformation retract of |P̄.S.|. There is a unique way of defining the lift for u1. On the
other hand, there is no way to pull back ũ0 to ‖S‖ as connection. ũ0 depends on the choice
of lifting, i.e., there is no any canonical way to do that. As done in proposition 11.3, we can
find ũ0 for an arbitrary lift s̃ to s. ũ0 and ũ1 are chain maps and there exists a simplicial map
which induces ũ1. On the other hand if we think the same thing for ũ0, this does not give the
same conclusion. Since when p = 0, |P̄0S| is going to be contractible and its image under f
composed with L will go to a point, then the map ‖S.‖ → |S.| is supposed to take an element
to a point but the canonical map doesn’t go to a point. In other words, these two maps are
supposed to be homotopic. The canonical map is not homotopic to a point. Then there is no
a simplicial map which induces ũ0. Therefore there is no way to pull back a connection by ũ0.

We are going to compare the connections on the bundle m∗EG → ‖ |P̄.S.| ‖. The first
connection comes from by pulling back the canonical connection on the universal bundle, let’s
denote it by ω̃∆ = m̃∗(ω∆) in ( 16.1 ). The second one comes from by pulling back the connection
over |S.| via L ◦ f . A connection over ‖S.‖ induces a connection over |S.| but this is not true in
general. Let’s explain this with the following remark;

Remark :

When we consider a bundle over ‖S.‖ and a connection ω1 in this bundle, ε̄i∗ω1σ = ω1εiσ ,
i = 0, ..., p, follows from definition 18.1. In our case one can see that

η̄i∗ω1σ = ω1ηiσ ,

i = 0, ..., p, which follows from k : ‖S‖ → BG given as ( 7.3 ). So this connection induces a
connection in the bundle over |S.|, that is, k̃∗(ω∆) = ω.

One can show that k(ηit, x) ∼ k(t, ηix), i = 0, ..., p, where t ∈ ∆p+1, x ∈ Sp, as follows. We
do it only for i = 0 and i = p:

For i = 0;

k(η0t, x) = (η0t, [vε2...εpx(η
0t1)]

−1, [vε3...εpx(η
0(t1, t2))]

−1, ..., [vεpx(η
p−1ηpη0t)]−1, [vx(η

pη0t)]−1)

∼ (t, 1, [vε2...εpx(0)]−1, [vε3...εpx(t2)]
−1, ..., vεpx(t2, ..., tp−1)]

−1, vx(t2, ..., tp)]
−1).
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On the other hand,

k(t, η0x) = (t, [vε2...εp+1η0x(0)]−1, [vε3...εp+1η0x(t1)]
−1, [vε4...εp+1η0x(t1, t2)]

−1, ...,

[vεp+1η0x(t1, ..., tp−1)]
−1, [vη0x(t1, ..., tp)]

−1)

= (t, [vη0ε1...εpx(0)]−1, [vη0ε2...εpx(t1)]
−1, [vη0ε3...εpx(t1, t2)]

−1, ...,

[vη0εpx(t1, ..., tp−1)]
−1, [vx(t2, ..., tp)]

−1)

= (t, [vε1...εpx(0)]−1, [vε2...εpx(0)]−1, [vε3...εpx(t2)]
−1, ...,

[vεpx(t2, ..., tp−1)]
−1, [vx(t2, ..., tp)]

−1)

= k(η0t, x),

since vε1...εpx(0) = 1.

For i = p, the same result follows from vηpx(t) = 1. So the other cases for i can be shown
similarly. The connection pulled back of the canonical connection over BG is the same as the
one pulled back along the bundle over ‖S.‖ → |S.| → BG which preserves the degeneracy
operators. Therefore the connection over ‖S.‖ is induced by the one over |S.|. In other words,
admissible trivialization and the map k follow that k̃∗(ω∆) = ω.

The following lemma will help us to see the required connections.

Lemma 16.2 :

We have the diagram (16.2 ), let’s call Ũ1 := ũ1 ◦ pr ◦ L ◦ f and id‖ |P̄.S.| ‖. So there exists a
chain homotopy

s̄ : C∗(P̄S) → C∗+1(P̄S)

such that ∂s̄ + s̄∂ = Ũ1 − id.

Corollary 16.3 :

Let F → |S| be given with a connection ω ∈ A1(F,G). By extending the lemma above to the
currents we can define two connections over ‖ |P̄.S.| ‖, namely ω̃∆ and

Ũ1
∗(ω̃∆) = (ũ1 ◦ pr ◦ L ◦ f)

∗
(ω), where

Ũ1(m
∗EG)

Ũ1 //

&&NNNNNNNNNNN
m∗EG

²²
‖ |P̄.S.| ‖

Now we can continue with the simplicial currents and we have already found the extensions
awΩ

0 and awΩ
1.
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Note :

We point out that u0 is only used to extend the chain complexes to the simplicial currents
and to find the chain homotopy T . It does not have a direct role in the evaluation of Chern-
Simons classes. We have the diagram

Ω∗,∗(P̄S)

²²
Ω∗(∆∞)⊗ C∗(S)

66mmmmmmmmmmmmm
// Ω∗,∗(PS).

We used the lift of awΩ
1 in order to get the lift of awΩ

0. After getting this lift, we can give
the evaluation of the Chern-Simons classes in terms of l-subdivisions.

Lemma 16.4 :

Let z be a cycle on Cn(S) and f ∈ A0(∆l), vl = dt1 ∧ ... ∧ dtl ∈ Al(∆l). Let us call a
monomorphism

U : Al(∆l) → Ω0(∆
l)

defined by Uvl
(f) =

∫
∆l fvl. Then l!Uvl

⊗ z will be a cycle on Ω0(∆
∞)⊗ Cn(S).

Proof :

z is a cycle on Cn(S) then ∂z = 0. We need to show that (16.3)

∂(l!Uvl
⊗ z) = 0.

∂(l!Uvl
⊗ z) = l!Udvl

⊗ z + (−1)0l!Uvl
⊗ ∂z

= 0.

¤

Note : Let z̃l be a cycle on Ω∗,∗(P̄S). It covers the cycle awΩ
0(l!Uvl

⊗z). So as an example,
we can take z̃l = ãw0

Ω(l!Uvl
⊗ z). Both ãw0

Ω(l!Uvl
⊗ z) and ãw1

Ω(l!Uvl
⊗ z) cover the cycle

z ∈ Cn(S).

Definition 16.5 :

The variation of a Chern-Simons class S(ω) for a given bundle F → |S| with a
connection ω is given by

< S(ω), z > − < S(ω̃∆), z̃l >,

where ω̃∆ is the connection on m∗EG → ‖ |P̄.S.| ‖ which is pull back of the canonical connection
on the universal bundle, z is a cycle on C∗(S) and z̃l is a cycle on Ω∗,∗(P̄S).
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Theorem 16.6 :

Let F → |S| be given with a connection ω and let z ∈ C∗(S) be a cycle, z̃l ∈ Ω∗,∗(P̄S) be
a cycle covers the cycle z ∈ C∗(S). Then one can compute the variation of Chern-Simons class
for the bundle F → |S| with ω in the following ways;

i) < S(ω), z > − < S(ω̃∆), z̃l >=< S(Ũ1
∗(ω̃∆)), z̃l > − < S(ω̃∆), z̃l >=

∫
z̃l

TP (Ũf
∗(ω), ω̃∆),

ii) < S(ω), z > − < S(ω̃∆), z̃l >=< S(ω̃∆), Ũ1(z̃l)− z̃l >, where Ũf := pr ◦ L ◦ f .

Proof :

i) The evaluation of the difference of the Chern-Simons classes for the bundle with two
connections can be computed on a cycle which covers z as follows;

From the corollary 16.3, there are two connections in the bundle F̃ → ‖ |P̄.S.| ‖ which are

ω̃∆ and Ũ1
∗(ω̃∆). Let

(ω̃∆, Ũ1
∗(ω̃∆)) = (1− t)(ω̃∆) + tŨ1

∗(ω̃∆)

be the linear combination of these two connections. z̃l is a cycle on Ω∗,∗(P̄S) then by ( 15.2 )

< S(Ũ1
∗(ω̃∆))− S(ω̃∆), z̃l > = < S(Ũ1

∗(ω∆)), z̃l > − < S(ω̃∆), z̃l >

=

∫

z̃l

TP (Ũf
∗(ω), ω̃∆),

where S(−) stands for the Chern-Simons class for the bundle and TP (−) stands for the
difference form.

This formula can be written in terms of given connection ω and the cycle z since

< S(Ũ1
∗(ω̃∆)), z̃l > = < S((ũ1 ◦ pr ◦ L ◦ f)∗(ω̃∆)), z̃l >

= < S(ũ1 ◦ Ũf
∗(ω̃∆)), z̃l >

= < S(ũ1
∗(ω̃∆)), Ũf (z̃l) >

= < S(ω), z >,

where (pr∗ ◦ L∗ ◦ f∗)z̃l = z, since z̃l covers z and ũ1
∗(ω̃∆) = ω since the connection over ‖S.‖

induces a connection over |S.|. We substitute this in the formula above so we get by using the
definition 16.5

< S(ω), z > − < S(ω̃∆), z̃l >=

∫

z̃l

TP (Ũf
∗(ω), ω̃∆).

ii) One can compute the evaluation of the Chern-Simons class for the bundle with the
canonical connection on the difference of two different cycles which cover z. For this we can
use the formula shown in i) and the variation of the Chern-Simons class for the bundle with
the canonical connection on the difference of the two cycles is given by

< (Ũ1
∗ − id)S(ω̃∆), z̃l > = < S(ω̃∆), (Ũ1 − id)z̃l >

= < S(ω̃∆), Ũ1(z̃l)− z̃l >

= < S(ω̃∆), Ũ1(z̃l) > − < S(ω̃∆), z̃l >

=

∫

z̃l

TP (Ũf
∗(ω), ω∆).

¤
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Example :

As an example, one can take z̃l = ãw0
Ω(l!Uvl

(f) ⊗ z) and give the variation as in i) and ii)
in the theorem 16.6. By using the canonical lifting ãw1

Ω and choosing a lift s̃′Ω, we find a lift
ãw0

Ω. The images ãw1
Ω(l!Uvl

⊗ z), ãw0
Ω(l!Uvl

⊗ z) will give two cycles on Ω∗,∗(P̄S). Finally we
can take Ũ1(z̃l) = ãw1

Ω(l!Uvl
⊗ z) and give the variation as in i) and ii) in terms of l-subdivision.

The first formula becomes

< S(ω), z > − < S(ω̃∆), ãw0
Ω(l!Uvl

⊗ z) > = < (Ũ1
∗ − id)S(ω̃∆), ãw0

Ω(l!Uvl
⊗ z) >

= < S(Ũ1
∗(ω̃∆))− S(ω̃∆), ãw0

Ω(l!Uvl
⊗ z) >

=

∫

z̃l

TP (Ũf
∗(ω), ω̃∆).

The second formula becomes (16.4)

< S(ω), z > − < S(ω̃∆), ãw0
Ω(l!Uvl

⊗ z) > = < S(ω̃∆), ãw1
Ω(l!Uvl

⊗ z)− ãw0
Ω(l!Uvl

⊗ z) >

= < S(ω̃∆), (Ũ1 − id)z̃l >

=

∫

z̃l

TP (Ũf
∗(ω), ω̃∆).

Corollary 16.7 :

The variation is

< S(ω), z > − < S(ω̃∆), ãw0
Ω(l!Uvl

⊗ z) >=< P (Fω̃∆
), s̃′Ω(l!Uvl

⊗ z) >,

when z̃l = ãw0
Ω(l!Uvl

⊗ z).

Proof :

One can find the evaluation of the Chern form δS(ω̃∆) for the bundle with the canonical
connection on the cycle defined on Ω∗,∗(P̄S).

Moreover we can replace the difference as ãw1
Ω− ãw0

Ω = ∂s̃′Ω + s̃′Ω∂ since ãw1
Ω ∼ ãw0

Ω. Then

< S(ω), z > − < S(ω̃∆), ãw0
Ω(l!Uvl

⊗ z) >
ii)16.6
= < S(ω̃∆), Ũ1(z̃l)− z̃l >

(16.4)
= < S(ω̃∆), (ãw1

Ω − ãw0
Ω)(l!Uvl

⊗ z) >

= < S(ω̃∆), (∂s̃′Ω + s̃′Ω∂)(l!Uvl
⊗ z) >

(18.3)
= < S(ω̃∆), ∂s̃′Ω(l!Uvl

⊗ z) >

= < δS(ω̃∆), s̃′Ω(l!Uvl
⊗ z) >

= < P (Fω̃∆
), s̃′Ω(l!Uvl

⊗ z) >

is the evaluation of the Chern form δS(ω̃∆) for the bundle with the canonical connection on
the cycle defined on Ω∗,∗(P̄S). ¤
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