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Abstract

Let X be a space and write LX for its free loop space equipped with the action
of the circle group T given by dilation. We compute the equivariant cohomology
H∗(LXhT; Z/p) as a module over H∗(BT; Z/p) when X = CPr for any positive
integer r and any prime number p. The computation implies that the associated
mod p Serre spectral sequence collapses from the E3-page. MSC: 55N91; 58E05;
55P35; 18G50

1 Introduction

Let LX be the space of maps from the circle to a space X. The circle acts on itself by
rotation, and this action induces an action of the circle group T = S1 = SO(2) on LX.
(The action extends to an O(2)-action, but we will not consider the extended action
in this paper). The homotopy orbit under the circle action is the space ET ×T LX,
which we will also write as LXhT. The purpose of this paper is to compute the T Borel
cohomology with Fp coefficients of the free loop space on CPr, that is H∗(LCPr

hT
; Fp).

There are several motivations for studying this question. In differential topology one
studies the spectrum TC(M), which is related to the diffeomorphisms of the manifold
M . There is a long exact sequence for the spectrum cohomology of TC(M), where the
other terms are given by the cohomology and the Borel cohomology of the free loop space
on M . So this result gets us closer to understanding TC(CPr).

The theory of Chas and Sullivan [CS] constructs algebraic operations on groups re-
lated to the free loop space. Part of this structure has been computed in the case
M = CPr [CJY]. It would be interesting to write down as much as possible of the
Chas-Sullivan structure for the particularly simple example M = CPr. Since one of the

∗The main part of I. Ottosen’s work was done at the University of Aarhus. A smaller part was done
at the Institute Mittag-Leffler, Sweden and at the University of Aalborg.
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groups carrying the structure is the Borel cohomology of the free loops space, a first step
is to compute this group.

The usual cohomology of the free loop space has been used to study the existence of
closed geodesics [GM], [K1], [SV]. The main problem studied is to decide whether any
Riemannian manifold has infinitely many geometrically distinct closed geodesics. This
method works better the bigger the cohomology of the free loop space is. For general
metrics on CPr one has not succeeded. It is a far out possibility that the knowledge of
the equivariant cohomology could possibly be of some help.

We should point out that our computation does not give us much more than the
cohomology groups as groups. One can ask for product structure, cohomology operations
and higher torsion. We are working on these questions.

The method we use is convoluted, so we should try to give an overview of the com-
putation here.

We know several different spectral sequences that converges to H∗(LCPr
hT

; Fp). The
first is the Serre spectral sequence for LCPr → LCPr

hT
→ BT. Since the cohomology of

LCPr is known, we know the E2 page of this spectral sequence. The d2 differential is
given if you can compute the action map T×LCPr → LCPr in the ordinary cohomology
of the free loop space. We are able to compute this directly, using methods from [BO2],
so we can compute the E3 page of the Serre spectral sequence. It is a consequence
of our final result that there are no further non-trivial differentials, so that the Serre
spectral sequence collapses from the E3 page. One could argue that this is the simplest
formulation of our main result. We have no clue as to how to prove this directly using
only the Serre spectral sequence.

The second spectral sequence is derived from infinite dimensional Morse theory. For
a compact Riemannian manifold M , the energy function E : LM → R is a T-equivariant
map, so we get an equivariant filtration of LM by energy levels.

For M = CPr with the symmetric space (Fubini–Study) metric, the energy function
is a Morse–Bott function. The filtration defines a spectral sequence. We have enough
knowledge of the critical manifolds to write down the spectral sequence. This method
has previously been used by Klingenberg in [K2] to compute H∗(EO(2)×O(2) LCPr; F2).
In this case, Klingenberg proves that the spectral sequence collapses.

In our case, the spectral sequence will eventually collapse, but not from the E1 page,
but only from the Ep-page. There are definitely non-trivial differentials in the Morse
spectral sequence. Not all of these differentials start at the T fixed points, that is at the
space of constant curves.

The non-triviality of the differentials can be interpreted as a geometrical statement
about n-fold iterated geodesics. It is a consequence of our calculation that on CPr with
the standard metric for any n there is always a curve close to an n-fold geodesic, such
that if the curve moves according to the dynamics given by the gradient of the energy
function E, then it will eventually approximate an n − 1-fold iterated geodesic.

We study the Morse filtration spectral sequence using localization methods from
equivariant homotopy theory. The p-fold iteration map induces a map

H∗(LMhT; Fp) → H∗(LM
(p)
hT

; Fp)

where the superscript (p) means that we have twisted the T-action. This map is compat-
ible with the Morse filtration, so it induces a map of spectral sequences. The localization
methods prove that under certain technical conditions, after inverting the generator u
of H∗(BT; Fp) this map induces an isomorphism of spectral sequences. It turns out that
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the Morse spectral sequence for the twisted action collapses, so this isomorphism puts
strong conditions on the original spectral sequence.

We apply this to our special case. After some brute calculation in the Morse spectral
sequence we obtain the collapse from the Ep page.

So we have to contend with the first differentials. We know that there are some non-
trivial differentials, because the E1 page of the Morse spectral sequence is strictly bigger
than the E3 term of the Serre spectral sequence. To play these two spectral sequences
out against each other, we study the T-transfer. This is a degree −1 endomorphism on
H∗(X) defined for any T-space X. What makes it interesting is that we can compute it
using homotopy theoretical methods, but it seems hard to calculate the transfer directly
in the Morse theory context, primarily because the transfer will not respect the splitting
of H∗(LCPr; Fp) into summands corresponding to the quotients of the Morse filtration.
So you can translate information about the T-transfer into information about how the
Morse strata fit together, that is information about the heteroclinic trajectories of the
flow on LCPr defined by the gradient of the energy function.

A third spectral sequence converging to H∗(LCPr
hT

; Fp) is the spectral sequence that
we developed in [BO2] and [BO3]. For any space X the E2 term of this spectral se-
quence is algebraically described as non-abelian higher derived functors. If X is simply
connected, it converges towards H∗(LXhT; Fp). For general X it seems to be a hard alge-
braic problem to compute the E2 page explicitly, but we can handle the algebra for CPr.
Preliminary computations show that the size of the E2 term of this spectral sequence
agrees with the size of the Morse spectral sequence, which means that it collapses from
the E2 page.

The individual sections are organized as follows. In sections 2 and 3 we study the
space of geodesics on CPr. Except for the constant “geodesics”, this space consists
of an infinite number of homeomorphic components. We compute its cohomology by
comparing to the cohomology of Grassmann spaces. The Fp-cohomology of any T-space
is a module over H∗(BT; Fp) ∼= Fp[u], and we determine these module structures. This
is very closely related to Klingenberg’s work in [K2]. The main difference is that we are
interested in the circle action, while he studies the action of the group O(2) ⊃ T.

In section 4 we compute the equivariant (Borel) cohomology of the spaces of geodesics.
The action of T is different on the different homeomorphic components. The equivariant
cohomology can distinguish at least some of them.

In section 5 we recall some facts about equivariant cohomology theory, in particular
the localization theorem, which shows that the relative equivariant cohomology of XCp ⊂
X is annihilated by u.

In section 6 we study the following abstract construction. If X is a T space, then
the fixed points XCp is a T ∼= T/Cp space. We show that the equivariant cohomology of
XCp with coefficients in Fp does not depend on the action. It is just the tensor product
of the ordinary cohomology of X with Fp[u].

In section 7 we apply the general theory of the two previous section to the free loop
space of a manifold. The idea is that the iteration map, which maps a loop to the same
loop run through p times, is really the inclusion of the Cp fixed points, so that it induces
an isomorphism of localized equivariant cohomology and by the results of 6 it is easy to
compute this equivariant cohomology.

The localization theorem needs a finite dimensionality condition. This condition is
not just technical, but essential. Since the free loop space is infinite dimensional, we have
to reduce the situation to a finite dimensional situation. We do this step using Morse
theory on the Hilbert manifold version of the free loop space.
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In section 8 we analyze how the theory from section 7 influences the Morse spectral
sequence. We show that under certain (strong) conditions, the localization of the Morse
spectral sequence for equivariant cohomology is a functor in the non-equivariant Morse
spectral sequence.

In section 9 we specialize to CPr. We use the results from the sections 3 and 4 to
explicitly write down the E1 page of the Morse spectral sequence, in both the equivariant
and the non-equivariant case.

For this space we do know that the non-equivariant spectral sequence collapses, and
it follows from section 7 that the localization of the Morse spectral sequence collapses.
This does not imply that the un-localized Morse spectral sequence for the equivariant
cohomology collapses from the E1 page, but it is sufficient to prove collapsing from the
Ep page.

Now there is a change of scene to homotopy theoretical methods. In section 11 we
compute the T transfer map. We do this in the slightly greater generality of spaces whose
cohomology are truncated polynomial algebras on one generator. To do the computation,
we use the homological methods we developed in [BO2]. The central computation is a
computation in non-abelian homological algebra, which we do in section 10.

Even if it is not necessary for the proof of our main result, we study the Serre spectral
sequence converging to Borel homology in section 12. In particular we show that our
main result implies that the Serre spectral sequence collapses from the E3 page. We also
obtain some information about the product structure in H∗(LCPr

hT
; Fp), which seems

hard to get using only the Morse theory approach.
In section 13 we show how the transfer map forces the existence of non-trivial differ-

entials in the Morse spectral sequence. It seems to be hard to pinpoint these differentials
exactly, but we obtain sufficient information to compute the E∞ term as a module over
Fp[u].

Notation: We fix a prime p. Cohomology groups will always have coefficients in the
field Fp, unless we explicitly state otherwise. We state otherwise mainly in section 3.
The group T is the circle group. Spaces are supposed to be homotopy equivalent to
CW-complexes, and T spaces are supposed homotopy equivalent to T CW-complexes.

2 Geodesics on CPr

Let us fix some notation and recall some basic facts. Consider Cr+1 with the usual
Hermitian inner product 〈 , 〉

C
, and write 〈 , 〉 for its real part. Thus 〈 , 〉 is the standard

inner product on R2r+2 ∼= Cr+1.
Let S2r+1 be the unit sphere in Cr+1. Since the left action of T on S2r+1 given by

(z, v) 7→ zv is a free proper action, the Hopf map

Q : S2r+1 → S2r+1/T = CPr

is a smooth submersion. We equip CPr with the Fubini Study Hermitian metric. This
means that for any x ∈ S2r+1 the map

ax : (Cx)⊥ ⊆ Tx(S
2r+1)

TxQ−−→ TQ(x)(CPr) (1)

is a C-linear isometry, where (Cx)⊥ = {v ∈ Cr+1|〈v, x〉
C

= 0}. Note that the following
identity holds

azx(zv) = ax(v) for z ∈ S1. (2)
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See for example lemma [MT, 14.4] for these facts.
We equip S2r+1 with the Riemannian metric coming from 〈 , 〉 and use the real part

of the Fubini Study metric as Riemannian metric on CPr. Let Hx be the horizontal
subspace ie. the orthogonal complement of ker(TxQ) = Rix in Tx(S

2r+1). Since

Hx = {v ∈ Cr+1|〈v, x〉 = 〈v, ix〉 = 0} = (Cx)⊥

we see that ax : Hx → TQ(x)(CPr) is an R-linear isometry. So the Hopf map Q is a
Riemannian submersion [GHL, Ch. 2].

We use the Levi–Civita connection corresponding to the standard metrics on S2r+1

and CPr. Let B1(CPr) denote the set of primitive closed geodesics f : [0, 1] → CPr and
let Bq(CPr) for integer q ≥ 1 be the set of geodesics of the form f(qt) for f ∈ B1(CPr).
Note that a geodesic in Bq(CPr) has length qπ and energy q2π2. The free loop space
LCPr defined as the set of closed curves g : [0, 1] → CPr of class H1 is a Hilbert
manifold modeled on L(R2r) [K3, §1] and by [K2, §1.4] we have that Bq(CPr) is a
(critical) submanifold of LCPr.

The left T action on LCPr restricts to an action on Bq(CPr). We view an element
in Bq(CPr) as a periodic geodesic and then

T × Bq(CPr) → Bq(CPr); (e2πiθ ∗ f)(t) = f(t − θ), θ ∈ R.

We will now give an alternative description of Bq(CPr). The description can be
found in [K2, §1], but we will write down some explicit maps and add information on
the T-action. Write V2(C

r+1) for the Stiefel manifold of complex orthonormal 2-frames
in Cr+1. We can rotate a 2-frame (x, v) by an angle ω ∈ R as follows:

R(ω)(x, v) = (cos(ω)x + sin(ω)v,− sin(ω)x + cos(ω)v).

Write PV2(C
r+1) for the complex projective Stiefel manifold V2(C

r+1)/diag2(U(1)).

Definition 2.1. For integer q ≥ 1 we let PV
(q)
2 (Cr+1) denote PV2(C

r+1) equipped with
the well-defined T-action

T × PV2(C
r+1) → PV2(C

r+1); e2πiθ ∗ [x, v] = [R(−qπθ)(x, v)], θ ∈ R.

Proposition 2.2. There is a diffeomorphism φq : PV
(q)
2 (Cr+1) → Bq(CPr) defined by

φq([x, v]) = Q ◦ c(q, x, v) where

c(q, x, v)(t) = cos(qπt)x + sin(qπt)v, 0 ≤ t ≤ 1.

Furthermore, φq is a T-equivariant map.

Proof. By [GHL, 2.109 and 2.110] the map φq is a bijection. A direct computation using
the trigonometric addition formulas shows that φq is T-equivariant.

Note that the geodesics Q ◦ c(q, x, v) can easily be extended from [0, 1] to the open
interval (−ǫ, 1 + ǫ) for ǫ > 0.

Lemma 2.3. There is a T-equivariant diffeomorphism

σq : PV
(q)
2 (Cr+1) → P̃V

(q)

2 (Cr+1); [x, v] 7→
[x + iv√

2
,
x − iv√

2

]
,

where P̃V
(q)

2 (Cr+1) = PV2(C
r+1) equipped with the well-defined T-action

e2πiθ ⋆ [a, b] = [e−πqiθa, eπqiθb].
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Proof. We have an automorphism σ of V2(C
r+1) as follows:

σ(x, v) =
1√
2
(x + iv, x − iv) , σ−1(a, b) =

1√
2
(a + b,−i(a − b)).

This automorphism respects the diagonal U(1) action. Furthermore,

σ(R(ω)(x, v)) =
1√
2
(e−iω(x + iv), eiω(x − iv)).

The result follows.

Note that the T-action on P̃V
(1)

2 (Cr+1) is free so by the lemma the T-action on

PV
(1)
2 (Cr+1) is also free.

We have yet another interpretation of the space of primitive geodesics. Let η :
S(τ(CPr)) → CPr denote the sphere bundle of the tangent bundle.

Proposition 2.4. There is a diffeomorphism ψ : PV2(C
r+1) → S(τ(CPr)) defined by

ψ([x, v]) = (ax(v))Q(x).

The composition of η ◦ ψ is projection on the first factor [x, v] 7→ [x].

Proof. The map ψ is well-defined by (2) and has the inverse ψ−1(vQ(x)) = [x, a−1
x (v)].

Both ψ and ψ−1 are smooth maps.

We equip S(τ(CPr)) with the T-action which makes ψ an equivariant map. There is

a fiber bundle sequence PV
(1)
2 (C2) → PV

(1)
2 (Cr+1) → G2(C

r+1) since the Grassmannian
is the quotient of the Stiefel manifold by the group U(2). Equivalently, we have a fiber
bundle

S(τ(CP1)) → S(τ(CPr)) → G2(C
r+1).

The action of T on the total space is free and preserves the fibers. After dividing by it,
we get another fiber bundle

∆o(CP1) → ∆o(CPr) → G2(C
r+1). (3)

Note that we may view a point in ∆o(CPr) as the trace of a simple geodesics together
with an orientation. Klingenberg [K2] does not consider ∆o(CPr). He divides out by
the entire O(2) action instead and denote the resulting quotient space by ∆(CPr).

Example 2.5. In the case r = 1 we have that CP1 is the standard round sphere S2 with
radius 1

2
. A tangent vector w ∈ Tv(S

2) is part of a unique ordered basis (v, w, v × w).
There is a unique A ∈ SO(3) so that v = Ae1, w = Ae2, v×w = Ae3. This establishes a
diffeomorphism between SO(3) and S(τ(S2)). The induced action of eiθ ∈ S1 on SO(3)
is given by right multiplication A 7→ Aρ(θ) where ρ(θ) is the rotation matrix by angle θ
around the axis e3. The map A 7→ Ae3 is invariant under the action. It defines a map
∆o(CP1) → S2 which is a diffeomorphism.
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The example combines with the fibrations to show that we have a diagram of fibration
sequences

T T ∗

SO(3) S(τ(CPr))
q

q′

G2(C
r+1)

S2 ∆o(CPr)
q

G2(C
r+1)

(4)

Let γ2 be the canonical complex 2-dimensional vector bundle over G2(C
r+1) and let

P(γ2) be the associated projective bundle. A point in the total space of P(γ2) is a flag
V1 ⊂ V2 ⊂ Cr+1 where Vi has complex dimension i.

Lemma 2.6. The fiber bundle S2 → ∆o(CPr) → G2(C
r+1) is isomorphic to the fiber

bundle CP1 → P(γ2) → G2(C
n+1).

Proof. It is enough to show that there is a bundle map P̃V
(1)

2 (Cr+1)/T → P(γ2) which
is a fiber wise diffeomorphism. We have a smooth map

f : V2(C
r+1) → P(γ2) ; (a, b) 7→ (C{a} ⊂ C{a, b} ⊂ Cr+1),

which factors through P̃V
(1)

2 (Cr+1)/T since multiplying the generators by units does not

change a linear span. It suffices to see that f : P̃V
(1)

2 (Cr+1)/T → P(γ2) is a diffeomor-
phism when restricted to the fibers over C2 ⊂ Cr+1 since we can then get the result for

a general fiber by changing basis. The map of fibers is P̃V
(1)

2 (C2) → CP1 which under
the standard identification U(2)/(U(1)×U(1)) ∼= CP1 corresponds to the quotient map

(
U(2)

diag2(U(1))

) /
T → U(2)

U(1) × U(1)
.

This map is a diffeomorphism because of the following identity of 2×2 diagonal matrices:

D(e2πiα, e2πiβ) = D(eπi(α+β), eπi(α+β))D(eπi(α−β), eπi(β−α)); α, β ∈ R.

3 The cohomology of spaces of geodesics

The purpose of this section is to compute the cohomology of ∆o(CPr) and S(τ(CPr)).
It turns out to be convenient to do this computations for cohomology with coefficients
in the integers. We first determine the cohomology of the base Grassmann manifold.

Theorem 3.1. Let c1, c2 be the two first Chern classes of the canonical bundle γ2 over
G2(C

r+1). Then one has

H∗(G2(C
r+1); Z) ∼= Z[c1, c2]/(φr, φr+1),

where φi ∈ Z[c1, c2] is the polynomial defined inductively by

φ0 = 1; φ1 = −c1; φi = −c1φi−1 − c2φi−2.

7



Proof. According to [B], proposition 31.1, we have an isomorphism

H∗(Gn(Cn+m); Z) ∼= Z[x1, . . . , xn]Σn ⊗ Z[xn+1, . . . , xn+m]Σm

(Z[x1, . . . , xn+m]Σn+m)+
(5)

Here the degree of xi is 2 for all i and Σk denotes the symmetric group. The plus sign
means forming the ideal generated by elements in positive degrees. By [B], 30.2 one sees
that this isomorphism comes from the fibration

U(n + m)

U(n) × U(m)
→ EU(n + m)

U(n) × U(m)
→ EU(n + m)

U(n + m)
,

or equivalently the fibration

Gn(Cn+m)
jn,m−−→ BU(n) × BU(m)

Bρn,m−−−→ BU(n + m),

where ρn,m : U(n) × U(m) → U(n + m) is the usual block matrix inclusion. The
isomorphism above appears as the factorization of j∗n,m through the positive degree part
of the image of (Bρn,m)∗.

One can describe jn,m as the composite map

jn,m : Gn(Cn+m) → Gn(Cn+m) × Gm(Cn+m) → Gn(C∞) × Gm(C∞),

where the first map is given by V 7→ (V, V ⊥). Using the fact that the pullback of the
canonical bundle γm along the map Gn(Cn+m) → Gm(Cn+m), V 7→ V ⊥ is the orthogonal
complement γ⊥

n , one sees that the Chern classes maps as follows:

j∗n,m(ci(γn(C∞))) = ci(γn) , j∗n,m(ci(γm(C∞))) = ci(γ
⊥
n ).

Put ci = ci(γn) and c̄j = cj(γ
⊥
n ). By the dimension of the bundles we have that ci = 0

for i > n and c̄j = 0 for j > m. Since γn ⊕ γ⊥
n
∼= ǫn+m we also have that

∑
i+j=k cic̄j = 0

for k > 0. This gives us a quotient map into the cohomology of the Grassman manifold,
which by (5) is an isomorphism

H∗(Gn(Cn+m); Z) ∼= Z[ci, c̄j|i, j > 0]/(ci|i > n) + (c̄j|j > m) + (
∑

i+j=k

cic̄j|k > 0).

In the special case n = 2 and m = r − 1 we have that

Z[ci, c̄j|i, j > 0]/(ci|i > 2) +
( ∑

i+j=k

cic̄j|k > 0
)

∼= Z[c1, c2, c̄1, c̄2, . . . ]/(c̄k − φk(c1, c2)|k > 0)

Dividing by (c̄j|j > r − 1) we see that

H∗(G2(C
r+1); Z) ∼= Z[c1, c2]/(φi|i ≥ r).

However, it follows from the inductive definition that the φi is contained in the ideal
generated by φr, φr+1 for i ≥ r and this finishes the proof.

We now turn to the projective bundle over the Grassmann space.
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Theorem 3.2. Let π : P(γ2) → G2(C
r+1) be the projective bundle of the canonical

bundle γ2. There is an isomorphism

H∗(P(γ2); Z) ∼= Z[x1, x2]/(Qr, Qr+1),

where x1 and x2 have degree 2 and

Qk(x1, x2) =
k∑

i=0

xi
1x

k−i
2 ∈ Z[x1, x2].

We also have that π∗(c1(γ2)) = x1 + x2 and π∗(c2(γ2)) = x1x2.

Proof. We use [H], 17.2.5 and 17.2.6. Let λ → P(γ2) be the sub bundle of the pullback
π∗(γ2) defined such that a point in the total space of λ is a pair ({V1 ⊂ V2 ⊂ Cr+1}, v)
where the complex dimension of Vi is i and v ∈ V1. Let λ̄ be the conjugate bundle of λ.
Then, we have

H∗(P(γ2); Z) ∼= H∗(G2(C
r+1); Z)[c1(λ̄)]/(c1(λ̄)2 + c1(γ2)c1(λ̄) + c2(γ2)).

Combining this with theorem 3.1 we see that H∗(P(γ2); Z) is generated by the three
classes π∗(c1(γ2)), π∗(c2(γ2)) and c1(λ) with the three relations

φr

(
π∗(c1(γ2)), π

∗(c2(γ2))
)

= 0,

φr+1

(
π∗(c1(γ2)), π

∗(c2(γ2))
)

= 0,

π∗(c2(γ2)) = c1(λ)π∗(c1(γ2)) − c1(λ)2.

Define x1 = c1(λ) and x2 = π∗(c1(γ2))− c1(λ). Using the last of the above equations
to eliminate π∗(c2(γ2)), we get that H∗(P(γ2); Z) is generated by the classes x1 and x2

subject to the relations we get by substituting π∗(c1(γ2)) and π∗(c2(γ2)) expressed by x1

and x2 into φr and φr+1. Note that π∗(c1(γ2)) = x1 + x2 and that

π∗c2(γ2) = c1(λ)π∗(c1(γ2)) − c1(λ)2 = x1(x1 + x2) − x2
1 = x1x2.

So we put Qr(x1, x2) = (−1)rφr(x1 + x2, x1x2). The two relations are polynomials
Qr, Qr+1 in x1 and x2. The polynomials Qi are given inductively by substituting into
the inductive definition of φi. The inductive formula becomes

Q0 = 1, Q1 = x1 + x2, Qi = (x1 + x2)Qi−1 − x1x2Qi−2.

It is easy to check that the polynomials

Qi(x1, x2) =
i∑

j=0

xj
1x

i−j
2 = (xi+1

1 − xi+1
2 )/(x1 − x2)

satisfy this inductive definition.

Because of lemma 2.6 we have the following result:

Corollary 3.3. There is an isomorphism H∗(∆o(CPr); Z) ∼= Z[x1, x2]/{Qr, Qr+1}. The
induced of the stabilization map ∆o(CPr) →֒ ∆o(CPr+1) maps x1 and x2 in H∗(∆o(CPr+1); Z)
to the classes with the same names in H∗(∆o(CPr); Z).
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Proof. The statement about the stability of the classes x1 and x2 follows from the fact
that they are defined using Chern classes of the bundles γ2 and λ. These bundles pull
back to bundles with the same names.

We note that it is very easy to check whether a polynomial is in the ideal generated
by Qr and Qr+1.

Lemma 3.4. Let P =
∑m

i=0 pix
i
1x

m−i
2 be a homogeneous polynomial of degree m. Then

P is contained in the ideal I = (Qr, Qr+1) if and only if pi = pj for all i, j such that
m − r ≤ i ≤ r and m − r ≤ j ≤ r.

Proof. Since xr+1
1 = Qr+1 − x1Qr, and similarly for xr

2, the monomials xi
1x

m−i
2 are con-

tained in I if 0 ≤ i ≤ m − r − 1 or r + 1 ≤ i ≤ m. It follows that P ∈ I if and only if∑
m−r≤i≤r pix

i
1x

m−i
2 ∈ I. If pm−r = pm−r+1 = · · · = pr, we see that P is congruent to Qm

modulo I, and P ∈ I.

To see that this condition also is necessary, let J ⊂ I be the ideal generated by xr+1
1

and xr+1
2 . Then x1Qk = x2Qk = Qk+1 mod J , so I is generated as an abelian group by

J together with Qk for k ≥ r. So for any homogeneous polynomial P ∈ I of degree m,
there is a λ ∈ Z such that P − λQm ∈ J . This completes the proof.

Next we consider the space of parametrized geodesics S(τ(CPr)). We consider two
fibration, namely the middle horizontal fibration in (4) and the obvious spherical fibra-
tion:

SO(3) → S(τ(CPr))
q−→ G2(C

r+1), S2r−1 → S(τ(CPr))
η−→ CPr.

Let γ1 be the canonical bundle over CPr, so that

H∗(CPr; Z) = Z[c1(γ1)]/(c1(γ1)
r+1).

We have the following result (compare with the remark in the introduction of [AGMP]):

Lemma 3.5. Put t = η∗(c1(γ1)). There is a class σ̄ ∈ H2r+1(S(τ(CPr)); Z) such that

H∗(S(τ(CPr)); Z) = Z[t, σ̄]/(tr+1, σ̄2, (r + 1)tr, trσ̄).

Furthermore, q∗(c1(γ2)) = 2t and q∗(c2(γ2)) = t2.

Proof. We consider the Serre spectral sequence for the spherical fibration η:

E∗∗
2 = Z[c1(γ1), σ]/(c1(γ1)

r+1, σ2) ⇒ H∗(S(τ(CPr)); Z),

where deg(σ) = 2r−1. For dimensional reasons, the only possibly non-trivial differential
is d2r(σ) which is given by the Euler characteristic of CPr. d2r(σ) = e(η) = (r+1)c1(γ1)

r.
For this, cf [MiSt] corollary 11.12 and theorem 12.2. Let σ̄ be a class representing c1(γ1)σ.
There cannot be either further differentials nor extensions for dimensional reasons. This
finishes the cohomology computation.

Claim: There is a bundle isomorphism q∗(γ2) ∼= η∗(γ1) ⊕ η∗(γ1).
To prove the claim, we use the diffeomorphism φ from lemma 2.4. We have a commutative
diagram
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CPr

PV2(C
r+1)

φ

∼=

pr1

p

S(τ(CPr))

η

q

G2(C
r+1),

where p is the canonical projection and pr1 is given by projection on the first factor. We
also have the projection on the second factor pr2 and pr∗1(γ1) ∼= pr∗2(γ1). So it suffices to
show that p∗(γ2) ∼= pr∗1(γ1) ⊕ pr∗2(γ1). But this isomorphism is obvious.

We can now compute the total Chern class as follows:

1 + c1(q
∗(γ2)) + c2(q

∗(γ2)) = (1 + c1(η
∗(γ1)))

2 = 1 + 2c1(η
∗(γ1)) + (c1(η

∗(γ1)))
2.

The final statement of the lemma follows from the naturality of the Chern classes.

Remark 3.6. Similar to the integral computation we can compute cohomology with co-
efficients in Fp = Z/p for p prime. Let x be the mod p reduction of t. If p | (r +1), there
is a class σ ∈ H2r−1(S(τ(CPr)); Fp) such that

H∗(S(τ(CPr)); Fp) ∼= Fp[x, σ]/(xr+1, σ2).

Similarly, if p ∤ (r + 1), there is a class σ̄ ∈ H2r+1(S(τ(CPr)); Fp) such that

H∗(S(τ(CPr)); Fp) ∼= Fp[x, σ̄]/(xr, σ̄2).

Corollary 3.7. The composition S(τ(CPr))
q′−→ ∆o(CPr)

ψ−→ P(γ2) of the quotient map
with the diffeomorphism satisfies

(ψ ◦ q′)∗(x1) = (ψ ◦ q′)∗(x2) = η∗(c1(γ1)).

The kernel of the map (ψ ◦ q′)∗ is a copy of the integers, generated by x1 − x2.

Proof. Put f = ψ ◦ q′ and consider the composition

S(τ(CPr))
f−→ P(γ2)

π−→ G2(C
r+1),

which equals the map q from (4). By lemma 3.5 we have that

(π ◦ f)∗(c1(γ2)) = 2t , (π ◦ f)∗(c2(γ2)) = t2,

where t = η∗(c1(γ1)). According to 3.2 we also have that π∗(c1(γ2)) = x1 + x2 and
π∗(c2(γ2)) = x1x2. So we conclude that

f ∗(x1) + f ∗(x2) = 2t , f∗(x1)f
∗(x2) = t2.

If r ≥ 3 one has H i(S(τ(CPr)); Z) ∼= Z for i = 2, 4 generated by t and t2 respectively.
So these equations have the unique solution f ∗(x1) = f ∗(x2) = t which proves the
corollary in this case. If i ≤ 2, we use the standard inclusion Ci ⊂ C3 together with
naturality to get the desired result.
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4 Borel cohomology of spaces of geodesics

We consider the space of parametrized geodesics S(τ(CPr)) with the free T-action. Let
S(τ(CPr))(n) denote S(τ(CPr)) where we have twisted the T-action by composing it
with the nth power map λn : T → T; z 7→ zn. Write Cn ⊆ T for the cyclic group of order
n. The map λn passes to an isomorphism T/Cn → T with inverse Rn given by sending
z to an nth root of z. We write BCn for ET/Cn with T-action through Rn : T → T/Cn.

The action of Cn on S(τ(CPr))(n) is trivial. This makes it possible to consider
S(τ(CPr))(n) as a T/Cn space. We get homeomorphisms as follows:

ET ×T S(τ(CPr))(n) ∼= ET/Cn ×T/Cn
S(τ(CPr))(n) ∼= BCn ×T S(τ(CPr)).

We can write T → S(τ(CPr)) → ∆o(CPr) as a pullback of the universal T-bundle
T → ET → BT along a map f : ∆o(CPr) → BT. By this pullback diagram we get a
map of associated fibration sequences:

BCn BCn ×T S(τ(CPr))
ρ

∆o(CPr)

f

BCn BT BT.

(6)

Note that we have used the homotopy equivalence pr1 : BCn×T ET
≃−→ BT in the middle

of the lower part of the diagram. We can now compute the cohomology of the homotopy
orbit spaces.

Theorem 4.1. For any prime p one has

H∗(ET ×T S(τ(CPr))(n)) ∼=





Fp[x1, x2]/(Qr, Qr+1), p ∤ n,

Fp[u, x, σ]/(xr+1, σ2), p | n, p | (r + 1),

Fp[u, x, σ̄]/(xr, σ̄2), p | n, p ∤ (r + 1),

where u, x, x1, x2 have degree 2 and deg(σ) = 2r − 1, deg(σ̄) = 2r + 1.

Proof. If p does not divide n, then the mod p cohomology of BCn equals that of a
point, and by an obvious spectral sequence argument the projection map ρ induces an
isomorphism in Fp cohomology. The result follows by corollary 3.3.

Now assume that p does divide n. Then one has H∗(BCn) ∼= Fp[v, w]/In,p where In,p

is the ideal defined by In,p = (v2 − w) if p = 2 and 4 ∤ n and In,p = (v2) otherwise. The
degrees are deg(v) = 1 and deg(w) = 2.

The two fibrations of diagram (6) each give a spectral sequences, and the vertical
maps induce a map of spectral sequences. Let us denote the spectral sequence derived
from the lower row of the diagram by Er(I), the one derived from the upper row by
Er(II) and the map by f ∗ : Er(I) → Er(II).

We have that E2(I) = Fp[u] ⊗ Fp[v, w]/In,p where the only non-trivial differential is
d2, which is determined by d2w = 0, d2v = u and the product structure. This follows
since the inclusion of the fiber BCn → BT is given by the inclusion Cn ⊆ T and the
spectral sequence converges to H∗(BT) such that E∞(I) = Fp[w].

We compute the E2 page of the other spectral sequence:

E2(II) ∼= H∗(∆o(CPr)) ⊗ Fp[v, w]/In,p ⇒ H∗(BCn ×T S(τ(CPr))).
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The class w is a permanent cycle, since it is the image of a permanent cycle in the
spectral sequence Er(I). The whole spectral sequence is generated by the permanent
cycle w together with the classes in E∗,0

2 (II) and E∗,1
2 (II).

But this implies, for formal reasons, that the only possible non-trivial differential is d2.
Using the product structure we also see that this non-trivial differential is determined
by d2(v), which by naturality equals the image f ∗(d2(v)) = f ∗(u).

We claim that f ∗(u) = λ(x1 −x2) for some λ ∈ Fp \ {0}. To see this, we consider the
fibration sequence

S(τ(CPr)) ∆o(CPr)
f

BT.

We have already investigated the involved spaces. According to lemma 3.5 and corol-
lary 3.3, the corresponding spectral sequence for integral cohomology has the form

E2 = Z[u] ⊗ Z[t, σ̄]/J ⇒ Z[x1, x2]/(Qr, Qr+1),

where J = (tr+1, σ̄2, (r + 1)tr, trσ̄). In the notation, we do not distinguish between the

classes x1, x2 ∈ H2(P(γ2); Z) and their pull–backs under ψ : ∆o(CPr)
ψ−→ P(γ2)

Consider the case r ≥ 2 first. We have a short exact sequence

0 H2(BT; Z)
f∗

H2(∆o(CPr); Z)
(q′)∗

H2(S(τ(CPr)); Z) 0.

According to corollary 3.7 the kernel of of (q′)∗ is the free group generated by x1 −x2. It
follows that f ∗(u) = ±(x1−x2). Using naturality on the canonical inclusion ∆o(CP1) ⊂
∆o(CP2), which is a T-map, we see that this formula is also true for r = 1. So we have
proved the claim.

We return to cohomology with Fp coefficients. Let Kr and Cr be the kernel and the
cokernel of multiplication by the element x1 − x2 on H∗(∆o(CPr)). Then

E3(II) = (Fp[w] ⊗ Cr) ⊕ (Fp[w] ⊗ vKr),

and the spectral sequence collapses from the E3-page.
By theorem 3.2 and the equation Qk(x1, x1) = (k + 1)xk

1 we see that

Cr =

{
Fp[x1]/x

r+1
1 , p | (r + 1),

Fp[x1]/x
r
1, p ∤ (r + 1).

The dimension of the cokernel agrees with the dimension of the kernel. So the kernel of
multiplication by x1 − x2 is a vector space over Fp of dimension r + 1 if p | (r + 1), and
dimension r if p ∤ (r + 1).

We need more precise information about the kernel, since we want to compute the
multiplicative structure of the spectral sequence Er(II). To determine the kernel, it is
enough to exhibit as many linearly independent elements in the kernel as it’s known
dimension. So it suffices to find r + 1 non-trivial elements in pairwise different degrees
if p | (r + 1), and r non trivial elements in pairwise different degrees if p ∤ (r + 1).

Consider the following homogeneous polynomial

ak = xk
1

r−1∑

i=0

(i + 1)xi
1x

r−1−i
2 .
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A computation shows that (x2 − x1)ak = xk
1(Qr(x1, x2) − (r + 1)xr

1). So if p | (r + 1),
the elements ak for k ≥ 0 are all in the kernel of multiplication by x1 − x2. If p ∤ (r + 1)
then ak is in the kernel if k ≥ 1, since xr+1

1 = Qr+1 − x2Qr.
To show that the kernel is generated by these classes, we have to check that each ak

is non-trivial in Fp[x1, x2]/(Qr, Qr+1), as long as k ≤ r. We use lemma 3.4 to do so. In
ak, the coefficient of xk−1

1 xr
2 is 0 and the coefficient of xk

1x
r−1
2 is 1. Furthermore, both

k− 1 and k lies between (k + r− 1)− r = k− 1 and r so by the lemma we conclude that
ak /∈ (Qr, Qr+1) for k ≤ r as desired.

It follows that if p | (r + 1) then the r + 1 elements a0, a1, . . . , ar form a basis for the
kernel and if p ∤ (r + 1) then the r elements a1, a2, . . . , ar form a basis for the kernel.

By the explicit formula for ak, we see that the kernel has basis a0, x1a0, . . . , x
r
1a0 when

p | (r + 1) and a1, x1a1, . . . , x
r−1
1 a1 when p ∤ (r + 1). Let σ represent a0 when p | (r + 1)

and and let σ̄ represent a1 when p ∤ (r + 1).
We obtain the E3 term

E3(II) =

{
Fp[w, x1, σ]/(xr+1

1 , σ2), p | (r + 1),

Fp[w, x1, σ̄]/(xr
1, σ̄

2), p ∤ (r + 1).

We already noted that there can be no nontrivial differentials beyond the second one, so
E3(II) = E∞(II).

Corollary 4.2. If p divides n, then the mod p cohomology Serre spectral sequence for
the fibration

S(τ(CPr))(n) i
ET ×T S(τ(CPr))(n) pr1

BT

collapses at the E2 page. If p does not divide n, the inclusion i of the fiber induces a
surjection in even degrees

i∗ : H2∗(ET ×T S(τ(CPr))(n)) ։ H2∗(S(τ(CPr))).

Proof. Assume that p divides n. We can compute the E2 page by remark 3.6 and
we have just computed the cohomology of the total space. It turns out that the E2

page is isomorphic to the cohomology of the total space. So there is not room for any
differentials.

Assume that p does not divide n. We only have to check that the classes xj are in
the image of i∗. But by the homeomorphisms we used for computing the cohomology of
the Borel construction and corollary 3.7 we have that i∗(x1) = x and i∗(x2) = x so the
result follows.

5 Equivariant vector bundles

In this section we collect results about the homotopy theory of T-vector bundles which
we will need later. For greater clarity, the level of generality will be greater than strictly
necessary.

We are interested in the cohomology of the Borel construction on Thom spaces.
Let G be a compact Lie group (we will only need the case G = T). Assume that
ξ = (p : E → X) is a G-vector-bundle over X in the sense of [tD, I.9].
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Lemma 5.1. The map EG ×G p : EG ×G E → EG ×G X is the projection of a vector
bundle which we denote ξhG. There is a homeomorphism Th(ξhG) ∼= EG+ ∧G Th(ξ).
Moreover, if G is connected, then ξhG is oriented if and only if ξ is oriented when viewed
as an ordinary vector bundle.

Proof. We have that EG × X is a free G-space. If this G-space is also strongly locally
trivial, then proposition [tD, I.9.4] gives us that ξhG is a vector bundle. So we must show
that EG × X has a tube around all of its point [tD, page 46].

For (e, x) ∈ EG × X we have that G/G(e,x) = G. The universal principal G-bundle
π : EG → BG is locally trivial, so we have a neighborhood V around π(e) and a

trivialization φ : π−1(V )
∼=−→ V × G. We get a tube around (e, x) as follows:

π−1(V ) × X
pr1

π−1(V )
φ

V × G
pr1

G.

Thus ξhG is a vector bundle as stated.
We may assume that there is a Riemannian metric on ξ which is invariant under the

G action. We get a Riemannian metric on ξhG such that D(ξhG) = EG ×G D(ξ) and
S(ξhG) = EG ×G S(ξ). So we have

Th(ξhG) = EG ×G D(ξ)/EG ×G S(ξ) ∼= EG+ ∧G (D(ξ)/S(ξ))

= EG+ ∧G Th(ξ).

Regarding orientability, consider the fibration G → EG × X
π−→ EG ×G X. It is

the pullback of G → EG → BG along pr1 : EG ×G X → BG. Furthermore, BG is
1-connected since G is connected so we have trivial coefficients in the E2 pages of the
Serre spectral sequences for π. Thus H1(EG ×G X; F2) → H1(X; F2) is injective. The
vector bundle ξhG is the pullback of ξ along X → EG ×G X. Since orientability is
equivalent to the vanishing of the first Stiefel Whitney class the result follows.

Corollary 5.2. Let η be an n-dimensional T-vector bundle over the T-space X. Assume
that η is oriented for H∗(−; Z/p). Then there is an isomorphism

H̃∗(Th(η)hT; Fp) ∼= H∗−n(XhT; Fp).

We are going to need a special case of the localization theorem for Borel cohomology.
The set up for the theorem is the following.

Definition 5.3. A based space X homotopy equivalent to a T CW complex satisfies the
localization finiteness condition if X contains only finitely many T orbit types, and X is
finite dimensional.

Let Y be any T space with a fixed base point. The space ET+∧Y is equipped with a
diagonal map ∆̃ : ET+ ∧ Y → ET+ ∧ET+ ∧ Y given by ∆̃(s, y) = (s, s, y). After taking
quotients with group actions, we obtain

∆Y : ET+ ∧T Y → (BT+) ∧ (ET+ ∧T Y ).

This map induces a product

H∗(BT) ⊗ H̃∗(ET+ ∧T Y ) → H̃∗(ET+ ∧T Y ),
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which makes H̃∗(ET+ ∧T Y ) into a module over the ring H∗(BT). A T-equivariant map
f : Y1 → Y2 induces a module map by naturality. This module structure will pervade
the whole theory.

One thing we can use it for is to localize. We invert the generator, to form the
cohomology localized away from u as follows:

H∗(XhT)

[
1

u

]
= H∗(XhT) ⊗Fp[u] Fp[u, u−1].

Theorem 5.4. If X satisfies the localization finiteness condition, the inclusion XCp ⊆ X
induces an isomorphism of localized cohomology

H∗(XhT)
[

1
u

] ∼= H∗((XCp)hT)
[

1
u

]
.

Proof. This is a special case of the localization theorem [tD, III.4.2]. The parameters
of the localization theorem, as given by tom Dieck, are chosen as follows: G = T, the
cohomology theory H∗(−) = H∗(−; Fp) and the set S ⊆ H∗(BG) = H∗(BT; Fp) is
S = {1, u, u2, . . . }. The subset A ⊆ X is the empty set.

The statement of the localization theorem is to be interpreted as follows: The family
F(S) of subgroups of T (defined in ibid after III.3.1) is the family of subgroups Cn ⊆ T
with n not divisible by p. The set X(F) ⊆ X defined in ibid I.6.1, is the complement of
the set XCp in X. But then FX = XCp , so that theorem [tD, III.4.2] indeed specializes
to our theorem.

The application we want is the following: Let X be a space, satisfying the localization
finiteness condition. Assume that the action is not effective, but that the subgroup
Cp ⊆ T acts trivially. On the other hand, we assume that all isotropy groups of points
in X are contained in Cn ⊆ T for some fixed n. Let ξ be a T-vector bundle over X. We
do not assume that the action of Cp on ξ is trivial. The fixed points of Cp forms a T
subbundle ξCp ⊆ ξ.

Theorem 5.5. The following map induces an isomorphism on mod p cohomology local-
ized away from u:

ET+ ∧T Th(ξCp) → ET+ ∧T Th(ξ).

Proof. The only possible isotropy groups of Th(ξ) are T itself (for the base point in the
Thom space), and subgroups of Cn. In particular, there are finitely many orbit types.
Since Th(ξCp) = Th(ξ)Cp , the result now follows by applying theorem 5.4 on the T-space
Th(ξ).

6 The twisted action

Let X be a T-space with action map µ : T × X → X. We can twist this action by the
power map λn : T → T; λn(z) = zn and obtain another T-space X(n). The underlying
spaces of X and X(n) are equal, but the action map for X(n) is µn : T × X(n) → X(n);
µn(z, x) = µ(λn(z), x).
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Lemma 6.1. Let X be an T-space. We have a pullback of fibration sequences which is
natural in X as follows:

BCn ET ×T X(n)
gn

ET ×T X

BCn BT
Bλn

BT.

Proof. It is convenient to consider models of ET and BT which are realizations of sim-
plicial topological abelian groups. So let ET = |ET•| and BT = |BT•|, where ETq is
the q + 1-fold Cartesian product of T by itself with

di(z0, . . . , zq) = (z0, . . . , ẑi, . . . , zq), si(z0, . . . , zq) = (z0, . . . , zi, zi, . . . , zq)

and BTq = ETq/diagq(T). The hat means that the element is left out.
We have simplicial maps E(λn)• and B(λn)• given by rising all elements in a tuple

to the nth power. Since the kernel of B(λn)q is exactly (BCn)q, the bottom row in the
diagram is the realization of a short exact sequence of simplicial abelian groups, which
means that it is a fibration. Since E(λn) is a map over B(λn) the right hand square in
the diagram commutes when we put gn([e, x]) = [E(λn)(e), x]. Note that this makes gn

well-defined since E(λn)(ez) = E(λn)(e)zn. The map of the vertical fibers is the identity
so the right hand square is a vertical pullback. It follows that it is also a horizontal
pullback.

Here is our main result on Borel cohomology of twisted actions.

Theorem 6.2. For any prime p and T-space X there is an isomorphism, natural in X:

H∗(X) ⊗ Fp[u]
∼=

H∗(ET ×T X(p)).

To prove the theorem, we first show that there exists a natural subgroup F∗
1 (X) of

H∗((X(p))hT) with the property that the statement is true if we replace H∗(X) by F∗
1 (X).

After we have constructed this subgroup, it is easy to identify it with H∗(X).
The spectral sequence derived from the fibration of lemma 6.1 defines a filtration

F∗
0 (X) ⊆ F∗

1 (X) ⊆ · · · ⊆ H∗(ET ×T X(p))

such that F∗
i (X)/F∗

i−1(X) ∼=
⊕

∗≥0 Ei,∗
∞ . Each of these filtration subgroups is a functor

on the category of T-spaces. It is well known how to interpret the first group:

F∗
0 (X) = g∗

p(H
∗(XhT))

We need to consider the next step in the filtration. This group does not have an
equally simple description.

Definition 6.3. The group of low elements F∗
1 (X) ⊆ H∗(ET ×T X(p)) is the subgroup

consisting of those classes which in the Serre spectral sequence represents elements in
E∗,0

∞ or E∗,1
∞ .

We define a reduced version of the group in the obvious way. If X is a pointed
T-space, we have inclusions of groups, natural on such spaces

g∗
n(H∗(ET ×T X,BT)) = F∗

0 (X, ∗) ⊆ F∗
1 (X, ∗) ⊆ H∗(ET ×T X(n), BT).

Here is a general fact about the low elements corresponding to p-fold twisting.
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Lemma 6.4. H∗(X
(p)
hT

) is a free module over H∗(BT) = Fp[u]. The low elements F∗
1 (X)

form a basis for it as an Fp[u] module.

Proof. The module structure on H∗(X
(p)
hT

) is given by the map pr1 : X
(p)
hT

→ BT. The
Serre spectral sequence associated to the upper fibration sequence in lemma 6.1 has the
form

En,m
2 (X) ∼= Hn(XhT) ⊗ Hm(BCp) ⇒ Hn+m(X(p)).

Remember that H∗(BCp) ∼= Fp[v, w]/Ip, where Ip is a principal ideal, generated by v2−w
if p = 2 and by v2 otherwise.

The Serre spectral sequence of the lower fibration sequence in the lemma has E∗,∗
2 =

Fp[u] ⊗ Fp[v, w]/Ip and converges towards H∗(BT) so we must have d2(v) = u and
E3(∗) = E∞(∗) = Fp[w]. Using this together with naturality in X of the spectral
sequence we get that for any X the class w ∈ E0,2

2 (X) is a permanent cycle. Furthermore,

E∗,∗
2 (X) ∼= Fp[w] ⊗ (E∗,0

2 ⊕ E∗,1
2 )

so it follows formally that E∗,∗
3 (X) ∼= Fp[w] ⊗ (E∗,0

3 ⊕ E∗,1
3 ). But then it also follows

formally that higher differentials in this spectral sequence vanish, so that

E∗,∗
∞ (X) ∼= Fp[w] ⊗ (E∗,0

∞ ⊕ E∗,1
∞ ).

The low elements are by definition a subspace of H∗(X
(p)
hT

). We can extend this
inclusion to a unique map of Fp[u]-modules

f : Fp[u] ⊗F∗
1 (X) → H∗(X

(p)
hT

).

This map sends ui ⊗ F∗
1 (X) to F∗

i (X), and the map induces an isomorphism on the
corresponding graded rings, by the above computation of E∗,j

∞ , and because u ∈ H2(BT)
represents w ∈ E0,2

∞ . It follows that f itself is an isomorphism.

Proof of theorem 6.2. We have to exhibit a natural isomorphism F∗
1 (X) → H∗(X). From

the spherical fibration

T ET × X(p) i
ET ×T X(p)

we get a long exact Gysin sequence

H∗−2(X
(p)
hT

)
·u

H∗(X
(p)
hT

)
i∗

H∗(X(p)) H∗−1(X
(p)
hT

)

(One can use the map X → ∗ to see that the Euler class is u.) Since H∗(X
(p)
hT

) is a free
Fp[u] module, multiplication by u is injective, and the long exact sequences breaks up
into short exact sequences. So via lemma 6.4 we get the short exact sequence

0 Fp[u] ⊗F∗
i (X) ·u Fp[u] ⊗F∗

i (X) i∗
H∗(X(p)) 0.

Thus, i∗ factors through
(
Fp[u]⊗F∗

i (X)
)
/im(·u) = F∗

i (X) and gives the desired isomor-
phism.
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7 The n-fold iteration map

Let M be a compact Riemannian manifold. In this chapter we are examining the Hilbert
manifold model of the free loop space. We denote this Hilbert manifold by LM . An
element in LM is a curve γ : T → M of class H1. The Hilbert manifold model is
homotopy equivalent to the usual continuous mapping space model. The energy integral

E : LM → R; E(γ) =

∫

T

|γ ′(z)|2dz

is a smooth function on LM . It’s critical points are the closed geodesics on M . We
review the main results of Morse theory in this setting. For details we refer to [K1],
especially to chapter 1.

The power map λn : T → T; λn(z) = zn gives us an an n-fold iteration map

Pn : LM → LM ; Pn(γ) = γ ◦ λn.

Just like other versions of the iteration map, this map is not equivariant with respect
to the T-action, but becomes equivariant if we twist the action. That is, the formula
defines an equivariant map Pn : (LM)(n) → LM .

The map preserves energy up to a constant factor, E(Pn(γ)) = n2E(γ). That is, it
induces an equivariant map of energy filtration F(a) = E−1(−∞, a) as follows:

Pn : (F(a))(n) → F(n2a)

We also get an equivariant map of quotients

Pn : (F(a)/F(a − ǫ))(n) → F(n2a)/F(n2a − n2ǫ).

Let TγLM denote the tangent space of LM at γ. It consists of the vector fields
along γ of class H1, and is a real Hilbert space with inner product

〈ξ, η〉1 =

∫

T

(
〈ξ(z), η(z)〉 + 〈∇ξ(z),∇η(z)〉

)
dz.

Here ∇ denotes the covariant differentiation along the curve defined by the Levi–Civita
connection of the Riemannian manifold M . The inner product defines a Riemannian
metric on the Hilbert manifold LM . One technical problem is that the iteration map is
not an (injective) isometry with respect to this metric. To study the properties of Pn it
will be convenient to consider a modified inner product on TγLM . Let

〈ξ, η〉c,1 =

∫

T

(
〈ξ(z), η(z)〉 + c〈∇ξ(z),∇η(z)〉

)
dz.

The differential of the iteration map is given by

Dγ(Pn) : TγLM → TPn(γ)LM ; Dγ(Pn)(ξ) = ξ ◦ λn.

So we have ∇(Dγ(Pn)ξ) = n∇(ξ) ◦ λn = nDγ(Pn)(∇ξ) and

〈Dγ(Pn)ξ,Dγ(Pn)η〉1 =

∫

T

〈ξ(zn), η(zn)〉 + n2〈∇(ξ)(zn),∇(η)(zn)〉dz = 〈ξ, η〉n2,1.
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This means that even if the iteration map does not preserve the inner product, it becomes
an isometry if we replace the inner product on the target by a suitably modified inner
product.

The metric on M determines an exponential map expp : TpM → M for each p ∈ M .
This induces an exponential map

exp∼
γ : TγLM → LM ; exp∼

γ (ξ)(t) = expγ(t)(ξ(t)).

This is not the exponential map derived from the Hilbert metric on LM , but it has the
advantage that it is compatible with the iteration map in the sense that the following
diagram commutes:

TγLM
Dγ(Pn)

exp∼

γ

TPn(γ)LM

exp∼

Pn(γ)

LM
Pn

LM.

The exponential map is a diffeomorphism from a neighborhood of 0 in TγLM to a
neighborhood of γ in LM .

Let γ be a closed geodesic on M . This is a critical point for the energy function E.
The Hessian of the energy function defines a quadratic form D2E(γ) on TγLM . This form
determines a self adjoint operator Aγ : TγLM → TγLM by the equation D2E(γ)(ξ, η) =
〈Aγξ, η〉1. The operator Aγ is the sum of the identity with a compact operator, so
there are at most a finite number of negative eigenvalues, each corresponding to a finite
dimensional vector space of eigenvectors of Aγ .

Obviously the operator Aγ depends not just on the Hessian of the energy integral,
but also on the metric on LM . Since we are considering modifications of the inner
product, we also have to consider the corresponding modifications of the self adjoint
operator. To emphasize this dependence, for a real vector space V with inner product
〈 , 〉α and with a quadratic form Q, we define the operator A(〈 , 〉α, Q) by the property
that Q(ξ, η) = 〈A(〈 , 〉α, Q)ξ, η〉

α
.

Now let Ka be the space of critical points of E with energy level a. The negative
bundle µ− over Ka is the vector bundle whose fiber at γ is the vector space spanned by
the eigenvectors belonging to negative eigenvalues of Aγ. Similarly, µ0 and µ+ are the
vector bundles with fibers spanned by the eigenvectors corresponding to the eigenvalue 0
and the positive eigenvalues respectively.

Using the modified inner product 〈 , 〉c,1 we obtain a modified negative bundle µ−
c

etc. This bundle is not the same as µ−. But on the other hand, the difference between
these two bundles is not so dramatic, since the orthogonal projection from µ−

c to µ− with
respect to the standard inner product defines an isomorphism of bundles.

Lemma 7.1. The iteration map induces a bijection Pn : Ka → (Kan2)Cn. The group
Cn acts on the fiber (µ−)Pnγ, and for any γ ∈ Ka the differential of the iteration map
induces an isomorphism of vector spaces

Dγ(Pn) : (µ−
n2)γ

∼=
((µ−)Pnγ)

Cn .

Proof. The property of being a geodesic is a local property of a curve, so Pnγ is a geodesic
if and only if γ is a geodesic. It follows that Pn(Ka) ⊆ (Kn2a)

Cn . On the other hand,
if θ ∈ (Kn2a)

Cn we can write θ = Pnγ for some γ ∈ LM . But γ has to be a geodesic,

20



since θ is, and E(γ) = E(Pnγ)/n2 = a, which means that γ ∈ Ka. Thus, Pn induces a
bijection as stated.

Now we look at the tangent map. We first claim that this map induces an isomor-
phism

Dγ(Pn) : TγLM
∼=

(TPnγLM)Cn .

This is clear, since Pnγ is periodic of period n, and any n-periodic vector field along Pnγ
is the image under the differential of the iteration map of a vector field on γ.

We must show that this isomorphism restricts to an isomorphism as stated. The
groups Cn acts on V = TPnγLM , let us say that a generator σ ∈ Cn acts by

(σξ)(z) = ξ(zζn) ∈ TPnγ(zζn)M = TPnγ(z)M ; ζn = e2πi/n.

Let N ∈ C[Cn] be the sum 1
n

∑n−1
k=0 σk. This N acts as an idempotent on V , and so

does Id − N . The inner product is manifestly invariant under the action on Cn, so a
simple calculation shows that N is self adjoint such that N and Id − N are orthogonal
idempotents. Moreover, the idempotents commute with the action of the group Cn. So
V splits as a Cn representation into an orthogonal sum NV ⊕ (Id − N)V .

The energy function is also invariant under the group action, so by the same argument
as we just used for the inner product, the quadratic form (V,D2

Pnγ(E) splits as a direct
sum (NV,D2

Pnγ(E)) ⊕ ((Id − N)V,D2
Pnγ(E)).

Let A = A(〈 , 〉1, D2
Pnγ(E)). Since both the inner product and the quadratic form

split as direct sums, the linear endomorphism A : V → V is a direct sum of two self
adjoint endomorphisms

A|NV : NV → NV, A|(Id−N)V : (Id − N)V → (Id − N)V.

It follows that the subspace of V generated by negative eigenvectors equals the direct
sum of the negative eigenvector spaces of A|NV and A|(Id−N)V .

We claim that NV = V Cn and ((Id − N)V )Cn = 0. This follows since σN = N so
that NV ⊆ V Cn and if σ(Id − N)ξ = (Id − N)ξ then σξ = ξ so that (Id − N)ξ = 0.

To finish the proof, we have to show that Dγ(Pn)(µ−
n2)γ equals the negative eigenvector

space of A|NV .

But Dγ(Pn) is an isometry (with respect to the modified inner product), and it
preserves D2E up to multiplication by n2. So have a commutative diagram

TγLM
DγPn

n2A(〈 , 〉
n2,1,D2

γE)

TPnγLM

A(〈 , 〉1,D2
Pnγ

E)

TγLM
DγPn

TPnγLM

by which we get the desired result.

Assume that Na ⊆ LM is a nondegenerate critical manifold of energy a. Also assume
that Pp(Na) ⊆ Np2a is a non-degenerate critical manifold, and that there are no other
critical points at energy levels in the intervals (a − ǫ, a) and (p2(a − ǫ), p2a).

The Whitney sum µ = µ− ⊕ µ+ is the normal bundle of the submanifold Na ⊆ LM
because we are assuming that Na satisfies Bott’s non-degeneracy condition.
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Theorem 7.2. The p-fold iteration map induces an isomorphism in cohomology localized
away from u as follows:

H̃∗((F(a)/F(a − ǫ))hT)

[
1

u

]
∼= H̃∗((F(p2a)/F(p2(a − ǫ)))

(p)
hT

)

[
1

u

]
.

Proof. We have a commutative diagram (possibly after decreasing ǫ)

(D(µ−
p2(Na)), S(µ−

p2(Na)))
DPp

exp∼

(D(µ−(Np2a)), S(µ−(Np2a)))

exp∼

(F(a),F(a − ǫ))
Pp

(F(p2a),F(p2(a − ǫ))).

According to theorem 5.4 the upper horizontal map induces an isomorphism in mod p
cohomology localized away from u.

The exponential map in the right column induces a T homotopy equivalence on quo-
tients by theorem [K1, 2.4.10]. This is the Hilbert manifold version of the fundamental
theorem of Morse theory. So to prove the theorem, we need to see that the left vertical
map induces a T equivariant homotopy equivalence on quotients.

But this is true for the same reason. The proof of theorem [K1, 2.4.10] does not use the
explicit form of the metric on the Hilbert manifold LM , but only the nondegeneracy of
D2E. The statement of the variation of the theorem using LM with the modified metric
〈 , 〉1/p2,1 is exactly the statement that the left vertical map is a homotopy equivalence.

Remark 7.3. The theorem and its proof are also valid if a is not a critical value. In
this case the interpretation of the statement is that if λ is a critical value of the energy
function, such that λ/p2 is not a critical value, then for ǫ > 0 sufficiently small,

H̃∗((F(λ)/F(λ − ǫ))
(p)
hT

)

[
1

u

]
= 0.

Remark 7.4. Since Pp is a homeomorphism whose image is the Cp fixed points, we
could try to use theorem 5.4 directly on the inclusion F(p2a)Cp ⊆ F(p2a), cleverly
bypassing this entire section. The problem with this approach is that you need a finite
dimensionality condition for the localization statement 5.4 to be true. The only role of
Morse theory in the proof of theorem 7.2 is to reduce the infinite dimensional situation
to a finite dimensional one.

It seems likely that this reduction can be done in greater generality, and that the
non-degeneracy condition in 7.2 is far stronger than necessary.

8 The Morse spectral sequences

Let M be a compact Riemannian manifold as before. But in this section we are going to
assume that the critical points of the energy function on LM are collected on compact
critical manifolds. We also assume that each of these critical manifolds satisfy the Bott
non-degeneracy condition. This is a strong assumption on the metric of M , but for
instance the symmetric spaces satisfy this, according to [Z].
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We are considering the filtration induced by the levels of the energy function. Let
the critical values of the energy function be 0 = λ0 < λ1 < · · · . There is a filtration of
LM by F(λi) = E−1(−∞, λi). This filtration is equivariant with respect to the action
of the circle, and induces spectral sequences of various forms of cohomology. We call
these spectral sequences Morse spectral sequences. The condition we impose on the
metric of M means that for each λ we have a finite dimensional critical manifold N(λ).
The tangent bundle of LM restricted to N(λ) splits T-equivariantly into a sum of three
bundles.

TLM |N(λ)
∼= µ−(λ) ⊕ µ0(λ) ⊕ µ+(λ).

The standard Morse theory argument can be carried through equivariantly on the Hilbert
manifold LM . This was done by Klingenberg. For an account of this work see section
[K1, 2.4], especially theorem 2.4.10. The statement of this theorem implies that we have
an equivariant homotopy equivalence

F(λn)/F(λn−1) ≃ Th(µ−(λn)).

We will consider cohomology of the homotopy orbits LMhT. We are also going to con-
sider the twisted action. This is not because we have a particular interest in H∗(LM

(p)
hT

)
in itself. As we will see, these groups are easy to compute anyhow. The purpose of con-
sidering them is rather to be able to use a comparison argument to obtain information
about the Morse spectral sequence of H∗(LMhT). The abstract situation is as follows:

Theorem 8.1. There are three spectral sequences

{En,m
r (M)(LM)} ⇒ Hn+m(LM),

{En,m
r (M)(LMhT)} ⇒ Hn+m(LMhT),

{En,m
r (M)(LM

(p)
hT

)} ⇒ Hn+m(LM
(p)
hT

).

The E1 pages are given by

H̃m(Th(µ−(λn)))), H̃m(Th(µ−(λn)hT))), H̃m(Th(µ−(λn)
(p)
hT

)))

respectively. We have a natural isomorphism of spectral sequences

E∗(M)(LM
(p)
hT

) ∼= Fp[u] ⊗Fp
E∗(M)(LM)

as a module over H∗(BT) ∼= Fp[u].

Proof. Consider the energy filtration F(λ0) ⊆ F(λ1) ⊆ · · · with union LM . Because the

filtration is equivariant, it induces filtrations of the spaces LM , LMhT and LM
(p)
hT

. These
filtrations give rise to three exact couples which gives the three spectral sequences. The
spectral sequences all converge (strongly). One can use [Sp, Ch. 9,1.6] or [Bo, theorem
12.6] and the remark following [Bo, theorem 7.1] to see this.

The functorial isomorphism of H(BT; Fp)-modules from theorem 6.2 imply the nat-
ural isomorphism of spectral sequences.

We next have to discuss the p-fold iteration map. If there exists a periodic geodesic
of energy λ, its p-fold iterate is a geodesic of energy p2λ. So the sequence p2λ0 < p2λ1 <
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p2λ2 < · · · is a subsequence of the sequence λ0 < λ1 < λ2 < · · · . The p-fold iteration
map induces an equivariant map of filtrations:

F(λ0)
(p) F(λ1)

(p) . . . LM (p)

F(p2λ0) F(p2λ1) . . . LM.

Lemma 8.2. Let p2λi−1 = λj < λj+1 < · · · < λk = p2λi be the critical values of the
energy function in the interval [p2λi−1, p

2λi]. Then

H∗(F(λℓ)hT,F(λℓ−1)hT; Fp)

[
1

u

]
=

{
0 , ℓ 6= k,

H∗(F(λi),F(λi−1); Fp) ⊗ Fp[u, u−1] , ℓ = k.

The isomorphism is induced by the iteration map followed by the isomorphism of theo-
rem 6.2.

Proof. This follows from theorem 7.2 and remark 7.3.

Theorem 8.3. Up to a re-indexing of the columns in the spectral sequence the p-fold
iteration map induces a natural isomorphisms of spectral sequences

E∗(M)(LMhT)

[
1

u

]
∼= E∗(M)(LM) ⊗ Fp[u, u−1].

Proof. We have to explain the re-indexing. Let j(i) be the non-negative number such
that p2λi = λj(i), and k(i) the largest number s ≤ i such that s = j(t) for some t. So by
definition, k(i) ≤ i.

Besides the filtration Fi := F(λi) we consider two derived filtrations of LM ;

F ′
i := Fj(i) , F ′′

i := Fk(i).

The filtrations define spectral sequences

E∗(M)′(LMhT) ⇒ H∗(LMhT) , E∗(M)′′(LMhT) ⇒ H∗(LMhT).

The p fold iteration map P := Pp induces a map of filtrations P : Fi → Fj(i), so we
have a ladder

(F0)
(p)
hT

P

(F1)
(p)
hT

P

. . . LM
(p)
hT

P

(F ′
0)hT (F ′

1)hT
. . . LMhT.

According to theorem 7.2 we get an isomorphism of spectral sequences

P ∗ : E∗(M)′(LMhT)
[

1
u

] ∼=
E∗(M)(LM

(p)
hT

)
[

1
u

]
.

Note that the spectral sequence on the right hand side can be rewritten by the isomor-
phism in theorem 8.1.

The filtration F ′′
i is just a trivial reindexing of the filtration F ′

i . We have that

F ′
0 = F ′′

0 = F ′′
1 = · · · = F ′′

j(1)−1 ⊆ F ′
1 = F ′′

j(1) = F ′′
j(1)+1 = · · ·
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So the two spectral sequences

E∗(M)′′(LMhT)

[
1

u

]
, E∗(M)′(LMhT)

[
1

u

]

are the same up to a re-indexing of the columns.

Finally, since F ′′
i = Fk(i) ⊆ Fi we have an inclusion of filtrations, which induces a

map of spectral sequences

E∗(M)′′(LMhT)
[

1
u

]
E∗(M)(LMhT)

[
1
u

]
.

According to lemma 8.2 this map is an isomorphism of E1 pages, and thus of spectral
sequences. This proves the theorem.

9 The Morse spectral sequences for CPr

We now turn to the special case M = CPr with the usual symmetric space (Fubini–
Study) metric. We know that this space satisfies the conditions of section 8, in particular
theorem 8.3 is valid. We are going to study the Morse spectral sequence for H∗(LCPr

hT
).

Using theorem 8.3 we can pin down the possible structure of the differentials, but we
cannot completely determine them. In particular, using only differential geometry, we
can not prove that the differentials are non-trivial. But we will make an effort to obtain
as much information as possible about the Morse spectral sequence with the information
we already have available at this point.

It will turn out in section 13 that there are non-trivial differentials in the Morse spec-
tral sequence. In that section we are going to compare the Morse spectral sequence to a
purely homotopy theoretical spectral sequence. This will not quite solve the differentials,
but it will at least determine the dimension of H∗(LCPr

hT
) as a vector space over Fp.

Theorem 9.1. The Morse spectral sequence E∗,∗
∗ (M)(LCPr

hT
) is a spectral sequence of

H(BT) = Fp[u] modules converging towards H∗(LCPr
hT

). In case p | (r + 1) the E1 page
is given by

E0,∗
1 = Fp[u, x]/(xr+1),

Epm+k,∗
1 = αpm+kFp[x1, x2]/(Qr, Qr+1), 0 ≤ m, 1 ≤ k ≤ p − 1,

Epm,∗
1 = αpmFp[x, u]/(xr+1) ⊕ ζpmFp[x, u]/(xr+1), 1 ≤ m.

In case p ∤ (r + 1) the E1 page is given by

E0,∗
1 = Fp[u, x]/(xr+1),

Epm+k,∗
1 = αpm+kFp[x1, x2]/(Qr, Qr+1), 0 ≤ m, 1 ≤ k ≤ p − 1,

Epm,∗
1 = αpmFp[x, u]/(xr) ⊕ ζ̄pmFp[x, u]/(xr), 1 ≤ m.

The total degree of the element αpm+kx
i
1x

j
2 is 2r(pm + k − 1) + 2i + 2j + 1 and the

filtration degree is pm + k, where 1 ≤ k ≤ p − 1. The generators which are free Fp[u]-
module generators have total degree and filtration degree as follows:
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class case total degree filtration

αpmxi all r, 0 ≤ i ≤ r − 1 2r(pm − 1) + 2i + 1 pm
αpmxr p | (r + 1) 2r(pm − 1) + 2r + 1 pm
ζpmxi p | (r + 1) and 0 ≤ i ≤ r 2rpm + 2i pm
ζ̄pmxi p ∤ (r + 1) and 0 ≤ i ≤ r − 1 2rpm + 2 + 2i pm

Proof. The sequence of critical values for the energy function is given by λn = n2. So in
order to determine the E1 page we have to compute H̃∗(Th(µ−(n2))hT) for each n.

The case n = 0 is special. The critical manifold N(0) consists of the constant curves,
so it is diffeomorphic to CPr itself, with trivial action of T. Since the constant curves
are the absolute minima of the energy function, the negative bundle is the trivial bundle.
We find

E0,∗
1 (M)(LCPr

hT
) = H∗(BT × CPr) = H∗(BT) ⊗ H∗(CPr).

This is what the theorem states for E0,∗
1 .

Now consider n > 0. The negative bundle µ−(n2) is a T-vector bundle over N(n2) ∼=
S(τ(CPr))(n). We know from theorem 8.1 that

En,∗
1 (M)(LCPr

hT
) ∼= H̃∗(Th(µ−(n2))hT).

Recall from [BO4] that if we forget the T-action, then µ−(n2) is the vector bundle
(n − 1)η∗(τ(CPr)) ⊕ ǫ over S(τ(CPr)). In particular, this means that µ−(n2) is ori-
entable. So by lemma 5.1, the vector bundle µ−(n2)hT is orientable and Th(µ−(n2))hT

∼=
Th(µ−(n2)hT). The vector bundle µ−(n2)hT is of the same dimension as µ−(n2), that is
of dimension 2r(n − 1) + 1. So by the Thom isomorphism we find that

En,∗
1 (LCPr

hT
) ∼= H̃∗(Th(µ−(n2)hT)) ∼= H∗−(2r(n−1)+1)(N(n2)hT).

The theorem now follows from the computation of the Borel cohomology of the space
of geodesics in theorem 4.1.

Remark 9.2. The symbol αnxi refers to the cup product in a critical manifold. The
precise meaning is that it is the Thom isomorphism of the bundle µ−

n applied to the class
xi. In particular, the class αn is the Thom class itself. The product is not defined on
the cohomology of the Thom space of the negative bundle. It is also not defined in the
spectral sequence. So strictly speaking, the product notation is improper. Products with
u on the other hand are genuine products, which are defined in the spectral sequence.

We also consider the non-equivariant case.

Lemma 9.3. Consider the Morse spectral sequence

{E∗,∗
r (M)(LCPr)} ⇒ H∗(LCPr).

We have the following formulas for it’s E1 page:

En,∗
1 (M)(LCPr) =





Fp[x]/(xr+1) , n = 0,

αnFp[x, σ]/(xr+1, σ2) , n ≥ 1, p | (r + 1),

αnFp[x, σ̄]/(xr, σ̄2) , n ≥ 1, p ∤ (r + 1).
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The total degree of αn is 2r(n − 1) + 1, the total degree of σ is 2r − 1 and the total
degree of σ̄ is 2r + 1. If i ≥ rn + 1 and p | (r + 1) or if i ≥ rn and p ∤ (r + 1) then
En,2i+1−n

1 (M)(LCPr) = 0 for all n. Finally, the canonical map

En,2j+1−n
1 (M)(LCPr

hT
) → En,2j+1−n

1 (M)(LCPr)

is surjective for all n and all j.

Proof. Most of this follows directly from remark 3.6. The class of highest even degree in
Fp[x, σ]/(xr+1, σ2) is xr of degree 2r and in Fp[x, σ̄]/(xr, σ̄2) it is xr−1 of degree 2r−2. The
stated vanishing result follows from this observation. The final surjectivity statement
follows from the surjectivity result in corollary 4.2.

A basic fact, which we will use again and again, is the following:

Theorem 9.4. The Morse spectral sequence for non-equivariant cohomology collapses.

This theorem follows for instance from the stable splitting of LCPr that we con-
structed in [BO4]. But the theorem definitely does not belong to us. To prove the
basic fact we only need a splitting on homology level, and such a splitting was known to
Ziller [Z].

Corollary 9.5. Let F0 ⊆ F1 ⊆ · · · ⊆ LCPr be the energy filtration and let m ≥ 0. If
p | (r +1), the odd degree cohomology Hodd(Fm) is a vector space of dimension (r +1)m.
If p ∤ (r + 1), its dimension is rm.

Proof. According to theorem 9.4 the spectral sequence {E∗,∗
r } = {E∗,∗

r (M)(LCPr)} col-
lapses, so that

Hodd(Fm) ∼=
⊕

i,n

En,2i+1−n
∞

∼=
⊕

i,n

En,2i+1−n
1 ,

where the direct sums are taken over pairs n, i such that 0 ≤ n ≤ m and n ≤ 2i + 1. By
lemma 9.3 we have that E0,2i+1

1 = 0, and for a fixed n with n ≥ 1 we have that

∑

n≤2i+1

dim(En,2i+1−n
1 ) =

{
r + 1 if p | (r + 1),

r if p ∤ (r + 1),

independently of n. It follows that

dim Hodd(Fm) =
∑

1≤n≤m

∑

n≤2i+1

dim(En,2i+1−n
1 ) =

{
(r + 1)m if p | (r + 1),

rm if p ∤ (r + 1).

Later it will be convenient to be able to estimate the sheer size of the Morse spectral
sequence using a coarse dimension counting. So let’s get that over with.

Lemma 9.6. In case p | (r + 1), the Poincaré series of E∗,∗
1 (M)(LCPr

hT
) is

1 − t2r+2

(1 − t)(1 − t2)(1 − t2pr)
.

In case p ∤ (r + 1), the Poincaré series of E∗,∗
1 (M)(LCPr

hT
) is

1 − t2r+2 − t2pr + t2pr+2

(1 − t)(1 − t2)(1 − t2pr)
.
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Proof. In theorem 9.1 the E1 term is written as a direct sum of three terms. We compute
the Poincaré series of each term, and add. First note that the Poincaré series of the
algebra Fp[x1, x2]/(Qr, Qr+1) is

1 − t2r

1 − t2
1 − t2r+2

1 − t2

as one sees by writing down a basis of monomials.
Here is the case p | (r + 1):

1

1 − t2
1 − t2r+2

1 − t2
+

t

1 − t2pr

1 − t2r(p−1)

1 − t2r

1 − t2r

1 − t2
1 − t2r+2

1 − t2

+
1

1 − t2
1 − t2r+2

1 − t2
t2r(p−1)+1 + t2rp

1 − t2pr
,

which equals

1 − t2r+2

(1 − t2)2(1 − t2pr)
[(1 − t2pr) + (t − t2r(p−1)+1) + (t2pr + t2r(p−1)+1)]

=
(1 − t2r+2)(1 + t)

(1 − t2)2(1 − t2pr)
=

1 − t2r+2

(1 − t)(1 − t2)(1 − t2pr)
.

In case p ∤ (r+1), the last term in the direct sum is changed and thus the Poincaré series
equals the sum

1

1 − t2
1 − t2r+2

1 − t2
+

t

1 − t2pr

1 − t2r(p−1)

1 − t2r

1 − t2r

1 − t2
1 − t2r+2

1 − t2

+
1

1 − t2
1 − t2r

1 − t2
t2r(p−1)+1 + t2pr+2

1 − t2pr
,

which equals

1

(1 − t2)2(1 − t2pr)

[
(1 − t2r+2 − t2pr + t2pr+2r+2) + (t − t2(p−1)r+1 − t2r+3 + t2pr+3)

+ (t2(p−1)r+1 + t2pr+2 − t2pr+1 − t2pr+2r+2)
]

=
1 − t2r+2 − t2pr + t2pr+2

(1 − t)(1 − t2)(1 − t2pr)
.

Now that we have completed the census, we will investigate what we can say about
the algebraic properties of the Morse spectral sequence for CPr.

Lemma 9.7. The classes ζpmxi, ζ̄pmxi, αpmxi and αnxi
1 are not in the image of any

differential.

Proof. The inclusion map i : LCPr → LCPr
hT

induces a map of filtrations, and a map
of cohomology Morse spectral sequences. We know from theorem 9.4 that the target
spectral sequence collapses.

But on the E1 level, the classes ζpmxi and ζ̄pmxi survive to the classes represented
by the Thom isomorphism applied to σxi respectively σ̄xi, according to corollary 4.2.
These classes are not in the image of a differential (since all differentials vanish). So by
naturality, the classes ζpmxi and ζ̄pmxi cannot be in the image of a differential either.

Similarly, the classes αpmxi and αnx
i
1 are mapped non-trivially according to corol-

lary 4.2 and the result follows.
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Lemma 9.8. In the Morse spectral sequence E∗,∗
∗ (M)(LCPr

hT
) every non-trivial differ-

ential starts in an even total degree.

Proof. We have to do some counting, but the strategy of the proof is simple. First we
note that it is enough to consider the generators of E1, secondly we see that except for a
very few special cases these generators cannot map non-trivially for dimensional reasons.
Thirdly we use lemma 9.7 to dispose of the remaining cases.

The elements of odd degree in the spectral sequence are of the form αpmxiuj or
αnxi

1x
j
2. Because the spectral sequence is a spectral sequence of Fp[u] modules, to prove

the lemma it suffices to show the special case that all differentials vanish on the generators
αpmxi and αnxi

1.
We consider a class ds(αpmxi). We wish to prove that it is trivial. This class has

filtration pm + s and total degree 2r(pm − 1) + 2i + 2. We ask, when does there exist
a non trivial class of this filtration and total degree? To figure this out, we inspect the
table of theorem 9.1, and realize the following facts.

• There exist non-trivial classes in E1(M)(LCPr
hT

; Fp) of total even degree, and of
filtration n if and only if n is divisible by p.

• If n is divisible by p there is a unique such class of filtration n with lowest possible
even dimension. In case p divides r + 1 it is ζn of dimension 2rn, if p does not
divide r + 1 it is ζ̄n of dimension 2rn + 2.

The class ds(αpmxi) has total even degree, so if it were non-trivial it would to have
degree at least equal to the lowest possible degree of such a class. That is

2r(pm − 1) + 2i + 2 ≥
{

2r(pm + s), p | (r + 1),

2r(pm + s) + 2, p ∤ (r + 1).

If p does not divide r + 1, we have the two inequalities i ≥ r(s + 1) and r − 1 ≥ i.
This system has no solution with s ≥ 1. If p divides r + 1, we have the two inequalities
i + 1 ≥ r(s + 1) and r ≥ i. Now there is the unique solution s = r = i = 1. That is, we
would have that d1(αpm−1x) = λζpm for a scalar λ 6= 0. But this contradicts lemma 9.7.

A similar argument shows that ds(αnxi
1) = 0.

At this point, to a certain extent we can make a shortcut in the theory. Using the
elementary method as in the proof of lemma 9.8 we can prove the following statement
(theorem 9.9 ). The term “elementary” should be read as “without using theorem 8.3”.
Together with the purely homotopy theoretical analysis of the Serre spectral sequence
(which we discuss in detail in section 12), theorem 9.9 is sufficient to compute the
cohomology H∗(LCPr

hT
) in the special case p | (r+1). It does not seem possible to cover

the case p ∤ (r + 1) using a similar method. It is precisely because of this that we need
theorem 8.3.

Theorem 9.9. If p divides r + 1 then there is a class ζ̂pm ∈ H2pmr(LCPr
hT

) such that

the restriction i∗(ζ̂pm) ∈ H2pmr(LCPr) is non-trivial.

Proof. The argument is very similar to the proof of lemma 9.8. We show that the class
ζpm ∈ E

pm,(2r−1)pm
1 (M)(LCPr

hT
) of theorem 9.1 survives to E∞.
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Suppose that ds(ζpm) = αpm+sy for some nontrivial scalar y. Equality of total degrees
gives the relation

2rpm + 1 = deg(ζpm) + 1 = deg(αpm+sy) = 2r(pm + s − 1) + deg(y) + 1 ≥ 2rpm + 1.

So we conclude that s = 1, deg(y) = 0, and d1(ζpm) = λαpm+1 for a non-trivial scalar λ.
But this contradicts lemma 9.7. That is, ζpm is a permanent cycle. Furthermore, ζpm is
not in the image of any differential by lemma 9.7 , so it survives to E∞.

We claim that any class ζ̂pn ∈ H2pnr(LCPr
hT

; Fp) representing ζpm will satisfy the
property of the theorem. By naturality, ζpm maps nontrivially by i∗ to the E1 page of
the Morse spectral sequence converging to H∗(LCPr; Fp). The theorem follows, again
since this spectral sequence collapses.

In order to prove this sections final result we need a lemma on non-negatively graded
modules over the graded ring Fp[u] (graded by deg(u) = 2). We say that the graded
module M is trivial in degrees strictly greater than n if M i = 0 for all i > n.

Let us also say that a graded Fp[u]-module is generated in degrees less or equal to
m if there is a set of generators which have degrees less or equal to m. Because M is
bounded from below, a set of elements {xα} generate M exactly if the reductions [xα]
span the Fp-vector space M/uM .

Lemma 9.10. Let f : M → N be a degree preserving map of non-negatively graded
Fp[u] modules. Assume that M is generated in degrees less or equal to m, and that N
is trivial in degrees strictly greater than n. Then the kernel of f is generated in degrees
less or equal to max(m,n).

Proof. Assume without loss of generality that f is surjective. Multiplication by u defines
a map of the short exact sequence 0 → ker(f) → M → N → 0 to itself. The snake
lemma produces an exact sequence

ker(u : N → N) ker(f)/u ker(f) M/uM N/uN 0.

That M is generated in degrees less or equal to m implies that the graded vector space
M/uM is zero in degrees strictly greater than m. The exact sequence proves that
ker(f)/u ker(f) is trivial in degrees greater than max(m,n). Pick a set of spanning
classes {[xα]} in ker(f)/u ker(f), and lift them arbitrarily to classes {xα} in ker(f) of
degree less or equal to max(m,n). These classes generate ker(f).

We are now ready to apply our general theorem on the localized Morse spectral
sequence to our particular specimen.

Theorem 9.11. The spectral sequence E∗(M)(LCPr
hT

) collapses from the Ep page.

Proof. Recall from lemma 9.8 that all non-trivial differentials are defined on classes in
even total degree. It is easy to see from theorem 9.1 that the only classes of even total
degree sit in filtrations divisible by p. Let Xpm,∗

s ⊆ Epm,∗
s (M)(LCPr

hT
) be the subgroup

of elements of even total degree. This is a module over the ring Fp[u], and for all s one
has

Xpm,∗
s+1 = ker

(
ds : Xpm,∗

s → Epm+s,∗
s

)
.

Claim. If 1 ≤ s ≤ p − 1, then the Fp[u]-module Xpm,∗
s+1 is generated by elements in

degrees less than 2r(pm + s + 1) − 2.
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The claim follows from lemma 9.10 and induction over s. By theorem 9.1 we see
that Xpm,∗

1 in all cases is generated in degrees less or equal to 2pmr + 2r. Epm+s,∗
s is a

quotient of the Fp[u]-module Epm+s,∗
1 . Using theorem 9.1 we see that for 1 ≤ s ≤ p − 1

this last module is trivial in dimensions strictly greater than 2r(pm + s) + 2r − 1. Now
we use lemma 9.10 on the differential

d1 : Xpm,∗
1 → Epm+1,∗

1 .

The differential raises total degree by 1. Taking this into account, lemma 9.10 shows
that Xpm

1 is generated in degree less than max(2pmr + 2r, 2r(pm + 1) + 2r − 2) =
2r(pm + 2) − 2, which proves the claim for s = 1. Using lemma 9.10 inductively on ds

for 2 ≤ s ≤ p − 1 proves the claim.
In particular, Xmp,∗

p is generated in degrees less or equal to 2r(pm + p)− 2. The ba-
sic fact 9.4 says that the Morse spectral sequence E∗(M)(LCPr) collapses from the
E1 page. Because of theorem 8.3 this implies that the localized spectral sequence
E∗(M)(LCPr

hT
)[1/u] collapses from the E1 page.

From our computation in theorem 9.1 we can read off that the localization map

Epm,∗
1 (M)(LCPr

hT
) Epm,∗

1 (M)(LCPr
hT

)
[

1
u

]

is injective. By naturality, this means that no non-trivial differentials are arriving at
Epm,∗

1 (M)(LCPr
hT

). So in particular, the dp differential on Xmp,∗
p is trivial, and Xmp,∗

p+1 =
Xmp,∗

p is generated in degrees less than 2r(pm + p) − 2.
We claim that all higher differentials ds vanish on Xpm,∗

p+1 . Assume to the contrary
that s is the smallest s ≥ p + 1 which does not vanish on Xpm,∗

s . Since Xpm,∗
s = Xpm,∗

p+1 ,
we know that Xpm,∗

s is generated in degrees less or equal to 2r(pm + p) − 2.
It is enough to prove that the differential ds vanishes on the generators. A generator

of Xpm,∗
p+1 will be mapped by ds to a class in some Epm+s,∗

p+1 of total degree less or equal to
2r(pm + p) − 1. We have to show that there is no such non-trivial class.

But the non-zero class of lowest degree in Epm+s,∗
p+1 is αpm+s which has degree 2r(pm+

s − 1) + 1. Since we are assuming that s ≥ p + 1, this degree is larger than or equal to
2r(pm + p) + 1. This finishes the proof.

10 Derived functors at odd primes

In this section and in the following two sections we are studying the cohomology of the
free loop space by homotopy theoretical methods. The main result we are aiming for is a
computation of the action of the circle on the cohomology. It seems hard to obtain this
using Morse theory methods, since the action will cause non-trivial interaction between
the layers in the Morse filtration. In section 13 we will show that this computation has
consequences for the Morse spectral sequence E∗(M)(LCPr

hT
), and essentially solves its

differentials.
In this section we make a preliminary algebraic computation, which we will need for

the homotopy theory calculation.
Let as before p be a prime number. Write Tr(x) for the truncated polynomial algebra

Fp[x]/(xr+1), where r ≥ 1 and the degree of the generator |x| is a positive even number.
In [BO3] we defined the derived functors H∗(Tr(x); Ω), and in the case p = 2 we computed
them. In this section we extend this calculation to compute these derived functors for
odd p. We will use definitions and notation from [BO3].
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Assume that p is an odd prime. Recall the functor Ω : F → Alg from [BO2]. The
cohomology with Fp coefficients of a space defines an object in F , and Alg is the category
of non-negatively graded algebras A over Fp such that ap = a for a ∈ A0. We view Tn(x)
as an object in F with λ = 0 and β = 0. Note that by definition of F , any polynomial
algebra Fp[zi|i ∈ I] on even dimensional generators is a free object in F . This special
type of free object has trivial λ and β. By a similar argument as in [BO3] Theorem 2.1
we find the following result:

Theorem 10.1. For odd primes p, there is an almost free simplicial resolution R• ∈ sF
of the object Tr(x) ∈ F as follows: Rq = Fp[x, y1, . . . , yq] for q ≥ 0 where |yi| = (r+1)|x|.
The face and degeneracy maps are given by si(x) = x, di(x) = x,

si(yj) =

{
yj , i ≥ j,

yj+1 , i < j,

di(yj) =





xr+1 , i = 0, j = 1,

yj−1 , i < j, j > 1,

yj , i ≥ j, j < q,

0 , i = q, j = q.

Using this resolution, the derived functors can be computed as the homotopy groups
Hi(Tr(x); Ω) = πiΩ(R•). It is convenient to use the normalized chain complex N∗(ΩR•)
with Ni(ΩR•) = ∩i

j=1 ker(dj) and differential d0 for this purpose.

The de Rham differential on ΩR• is not the only simplicial derivation. There is is
another one which turns out to be useful.

Lemma 10.2. There is a well defined derivation θ : ΩRq → ΩRq of degree 1 for each
q ≥ 0 which satisfies θ(ab) = θ(a)b + (−1)|a|aθ(b) for all a, b ∈ ΩRq and is defined by the
following for 1 ≤ j ≤ q:

θ(x) = 0, θ(yj) = 0, θ(dx) = x, θ(dyj) = (r + 1)yj.

One has that θ◦θ = 0. Furthermore, θ commutes with the simplicial face and degeneracy
maps and hence defines a simplicial derivation θ : ΩR• → ΩR•.

Proof. We have that ΩRq = Fp[x, y1, . . . , yq] ⊗ Λ(dx,dy1, . . . ,dyq). By the derivation
property we see that θ((dx)2) = 0 and θ((dyj)

2) = 0 so θ is well defined. The derivation
property for θ also implies that θ ◦ θ is a derivation of degree two. So θ ◦ θ is zero since
it maps the algebra generators to zero.

One checks that θ(siz) = siθ(z) and θ(diz) = diθ(z) for each algebra generator z by
direct computations. The most interesting case goes as follows:

θ(d0(dy1)) = θ(d(xr+1)) = θ((r + 1)xrdx) = (r + 1)xr+1 = d0((r + 1)y1)

= d0θ(dy1).
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Here is a complete computation of the derived functors.

Theorem 10.3. If p is a prime such that p | (r + 1), Then there is an isomorphism of
bigraded Fp-algebras

H∗(Tr(x); Ω) ∼= Tr(x) ⊗ Λ(dx) ⊗ Γ[ω],

where ‖x‖ = (0, |x|), ‖dx‖ = (0, |x| − 1), ‖γi(ω)‖ = (i, i((r + 1)|x| − 1)). The algebra
generators are represented by cycles in the normalized chain complex N∗(ΩR•) as follows:
x = [x], dx = [dx], γi(ω) = [dy1 . . .dyi]. The de Rham differential induces the map

d∗ : H∗(Tr(x); Ω) → H∗(Tr(x); Ω); x 7→ dx, dx 7→ 0, γi(ω) 7→ 0.

If p is a prime such that p ∤ (r + 1), then there is an isomorphism of bigraded Fp-
algebras

H∗(Tr(x); Ω) ∼= Fp[ai, bi|i ≥ 0]/Ir,

where Ir is the ideal generated by the following elements for i, j ≥ 0:

aiaj, bibj −
(

i + j

i

)
b0bi+j, aibj −

(
i + j

i

)
b0ai+j, br

0bi, br
0ai.

Here ‖ai‖ = (i, i((r+1)|x|−1)+ |x|−1) and ‖bi‖ = ‖ai‖+(0, 1). The algebra generators
are represented by cycles in the normalized chain complex N∗(ΩR•) as follows: ai =
[dxdy1 . . .dyi], bi = [θ(dxdy1 . . .dyi)]. The de Rham differential induces the map

d∗ : H∗(Tr(x); Ω) → H∗(Tr(x); Ω); ai 7→ 0, bi 7→ (1 + (r + 1)i)ai.

Remark 10.4. Explicitly, the cycle that represents bi is

θ(dxdy1 . . .dyi) = xdy1 . . .dyi + (r + 1)dx
i∑

k=1

(−1)kykdy1 . . . d̂yk . . .dyi.

Proof. For p = 2 these results were proved in [BO3] so assume that p is an odd prime.
We first compute the derived functors as Fp-vector spaces.

We have that Tr(x) is the pushout of the diagram Fp ← Fp[y] → Fp[x] in F where
y 7→ xr+1. Since Ω commutes with colimits (appendix of [O]) and Fp[x] is a free module
over Fp[y], proposition 6.3 of [BO2] gives us a Quillen spectral sequence

E2
i,j = Tor

H∗(Fp[y];Ω)
i (Fp, H∗(Fp[x]; Ω))j ⇒ Hi+j(Tr(x); Ω).

Since polynomial algebras on even dimensional generators are free objects in F , we see
that E2

i,j = 0 for j > 0 and that

Hi(Tr(x); Ω) ∼= E2
i,0

∼= Tor
Ω(Fp[y])
i (Fp, Ω(Fp[x])).

Note that Ω(Fp[y]) = Fp[y]⊗Λ(dy) is the free graded commutative algebra on {y,dy}
so we have the Koszul resolution (K∗, ∂) of Fp by free Ω(Fp[y])-modules:

K∗ = Λ(v) ⊗ Γ[w] ⊗ Ω(Fp[y]); ∂v = y, ∂γi(w) = γi−1(w)dy,
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where v ∈ K1 and γi(w) ∈ Ki. In order to compute the group Tor
Ω(Fp[y])
i (Fp, Ω(Fp[x]))

we tensor this Koszul resolution with Ω(Fp[x]) over Ω(Fp[y]) and get a chain complex
(C∗, ∂) with

C∗ = Λ(v) ⊗ Γ[w] ⊗ Ω(Fp[x]), ∂v = xr+1, ∂γi(w) = (r + 1)γi−1(w)xrdx.

Computing the homology of this chain complex, we find that if p | (r + 1) then

H∗(Tr(x); Ω) ∼= Tr(x) ⊗ Λ(dx) ⊗ Γ[w].

If p ∤ (r + 1) we compute that H0(Tr(x); Ω) ∼= Tr(x) ⊗ Λ(dx)/(xrdx). For i > 0,
Hi(Tr(x); Ω) is a sum of two copies of Tr(x)/(xr), the generators being dxγi(w) and
xγi(w)− (r + 1)dxvγi−1(w). This completes the computation of the derived functors as
Fp-vector spaces.

We now check that the listed representatives are indeed cycles in the chain complex
N∗(ΩR•). Define elements in ΩRi using the derivation θ as follows:

ωi = dy1 . . .dyi, αi = dxωi, βi = θ(αi).

Here by convention ω0 = 1 such that α0 = dx and β0 = x. We have that djωi = 0 for
0 < j ≤ i since (dyj)

2 = 0 and diyi = 0. Furthermore, d0ωi = (r + 1)xrdxωi−1. Thus ωi

is a cycle when p | (r + 1) and αi, βi are cycles when p ∤ (r + 1) as stated.
By a similar argument as the one presented in [BO3] theorem 2.5 one checks that

[xj(dx)ǫωi], 0 ≤ j ≤ n, ǫ ∈ {0, 1}

are linearly independent in Hi(N∗ΩR•) when p | (r + 1) and that

[βj
0αi], [β

j
0βi], 0 ≤ j ≤ r − 1

are linearly independent in Hi(N∗ΩR•) when p ∤ (r + 1). By a dimension count, these
two sets are then vector spaces bases.

We now prove that the algebra structure of H∗(Tr(x); Ω) is as stated. The algebra
structure comes from the chain map

ρ : C∗(ΩR) ⊗ C∗(ΩR)
g−→ C∗(ΩR ⊗ ΩR)

C∗(m)−−−→ C∗(ΩR)

where g is the Eilenberg–MacLane shuffle map [ML] and m the multiplication map on
ΩR•. By C∗(V ) for a simplicial Fp-vector space V , we mean the chain complex with
Ci(V ) = Vi and differential

∑i
j=0(−1)jdj. So we have the formula

ρ(vi ⊗ wj) =
∑

(µ,ν)

(−1)ǫ(µ)sν(vi)sµ(wj)

where the sum is over all (i, j) shuffles (µ, ν) of the set {0, 1, . . . , i + j − 1} and ǫ(µ) =∑i
k=1(µk − (k − 1)).
Lemma 2.4 of [BO3] still holds for Fp-coefficients. (There is a small misprint in the

lemma: There should be a hat over νj in the index set of the last formula.) So we find
that

ρ(ωi ⊗ ωj) =

(
i + j

i

)
ωi+j.
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By this formula and remark 10.4 it follows directly that

ρ(αi ⊗ αj) = 0 , ρ(αi ⊗ βj) =

(
i + j

i

)
β0αi+j.

Since the degeneracy maps commutes with θ, there is a commutative diagram as
follows where A• = ΩR• :

Ai ⊗ Aj
g

θ⊗1+(−1)i+j1⊗θ

Ai+j ⊗ Ai+j
m

θ⊗1+(−1)i+j1⊗θ

Ai+j

θ

Ai ⊗ Aj
g

Ai+j ⊗ Ai+j
m Ai+j

By mapping αi ⊗ θ(αj) both ways around one finds that

ρ(βi ⊗ βj) =

(
i + j

i

)
β0βi+j.

Thus the algebra structure is as stated. It follows directly form the formulas for the
representing cycles, that the de Rham map is as stated.

11 Cohomology of the free loop space

Theorem 11.1. Let p be a prime. Assume that X is a 1-connected space with mod p
homology of finite type. Assume also that

H∗(X) = Fp[x]/(xr+1),

where the degree |x| of x is even and r ≥ 1. Put α = |x| and ρ = (r + 1)α − 2.
1) If p | (r + 1) then there is an algebra isomorphism

H∗(LX) ∼= Fp[x]/(xr+1) ⊗ Λ(dx) ⊗ Γ[ω],

where |x| = α, |dx| = α − 1, |γi(ω)| = ρi. The action differential is given by

d : H∗(LX) → H∗(LX); d(x) = dx, d(dx) = 0, d(γi(ω)) = 0.

2) If p ∤ (r + 1) then there is an algebra isomorphism

H∗(LX) ∼= Fp[ai, bi|i ≥ 0]/I,

where I is the ideal generated by the following elements for i, j ≥ 0:

aiaj, bibj −
(

i + j

i

)
b0bi+j, biaj −

(
i + j

i

)
b0ai+j, br

0bi, br
0ai.

The degrees of the generators are |ai| = ρi + α − 1 and |bi| = ρi + α. In particular, the
dimensions of H2k(LX) and H2k−1(LX) are the same. The action differential is given
by

d : H∗(LX) → H∗(LX); d(ai) = κib
r−1
0 bi, d(bi) = ((r + 1)i + 1)ai.

where κi = 0 unless α = 2, p = 2, r is even and i is odd.
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Remark 11.2. When p ∤ (r + 1) we have the following formula for 0 ≤ i, 1 ≤ j ≤ r:

d(bj−1
0 bi) = ((r + 1)i + j)bj−1

0 ai.

We will show later (in corollary 13.8) that κi = 0. So we have d(bj−1
0 ai) = 0.

Proof. According to [BO2] there is a strongly convergent second quadrant spectral se-
quence of cohomology type

E−i,j
2 = Hi(H

∗(X); Ω)j ⇒ H∗(LX),

where the E2 page is the derived functors which we computed in theorem 10.3. The
spectral sequence is a spectral sequence of algebras, and the induced of the de Rham
differential d∗ on E2 corresponds to the action differential d on H∗(LX).

There are two distinct cases: p | (r + 1) and p ∤ (r + 1). In both cases, the E2 page
does not admit any differentials because of its distribution of zeros, so E∞

∼= E2 as a
vector space over Fp. The theorem can be paraphrased as that the E2 page is isomorphic
to H∗(LX) as an algebra, and that also the action differential agrees. We have to look
close to exclude the possibility of multiplicative extensions as well as extension problems
concerning the action differential. Write | · | for the total degree in the spectral sequence.

1) Assume that p | (r + 1). Since x and dx lie in H0(Tr(x); Ω) they have unique
representatives in H∗(LX) which satisfy xr+1 = 0, (dx)2 = 0 and d(x) = dx. So the
possible extension questions are if the relations γp

i = 0 and dγi = 0 are valid. Let us
denote a class in H∗(LX) representing γi ∈ E∞ by the symbol γi.

We look at γp
i . We know that γp

i = 0 up to classes of the same total degree and
strictly higher filtration. The class γip has the same total degree, but also the same
filtration degree as γp

i . Using that |γj+1| = |xrγj| + α − 2, we see that if α ≥ 4 this is
the only class of the same total degree as γp

i , so that independently of the choice of γi,
we indeed have that γp

i = 0.
Similarly dγi = 0 up to classes of the same total degree and of strictly higher filtration.

But if α ≥ 4, using that |dγj+1| = |xr−1dxγj| + α − 2 we see that there is no such class.
So dγi = 0.

Now we consider the slightly more complicated case α = 2. In this case the class
xrγj has the same total degree as γj+1 and strictly higher filtration. It is the only such
class. Similarly, xr−1dxγj is the only class of same total degree as dγj+1 and of strictly
higher filtration.

The filtration of H∗ = H∗(LX) has the form

H∗ ⊇ · · · ⊇ F−iH∗ ⊇ F−i+1H∗ ⊇ · · · ⊇ F 0H∗ ⊇ F 1H∗ = 0.

We now show that we can choose γi ∈ F−iH∗ such that [γi] = γi ∈ E−i,∗
∞ and dγi = 0.

For i = 0 the unit γ0 = 1 has these properties. Assume that γj has been chosen with
these properties for 1 ≤ j < i. Choose γ′

i ∈ F−iH∗ such that [γ′
i] = γi ∈ E−i,∗

∞ . We
have [dγ′

i] = 0 so dγ′
i = kxr−1dxγi−1 for some k ∈ Fp. Put γi = γ′

i − k
r
xrγi−1. Then,

[γi] = γi ∈ E−i,∗
∞ and dγi = dγ′

i − kxr−1dxγi−1 = 0.
We claim that these representatives satisfy (γpi)p = 0 for i ≥ 0. From the spectral

sequence we see that (γpi)p = cxrγpi+1−1 for some c ∈ Fp. We apply the action differential
on this equation and find

0 = d((γpi)p) = crxr−1dxγpi+1−1,
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and since r ≡ −1 mod p it follows that c = 0.

So there is a well defined algebra map

φ : Fp[x]/(xr+1) ⊗ Λ(dx) ⊗ Γ[ω] → H∗(LX),

which maps γi(ω) to γi. We can filter the domain such that φ becomes a map of
filtered algebras. Since φ is an isomorphism on associated graded objects, it is itself an
isomorphism.

2) Assume that p ∤ (r + 1). The classes and multiplicative relations in E2 are as
follows:

class or relation type total degree/parity filtration

bi
0aj, 0 ≤ i ≤ r − 1 class ρj + α(i + 1) − 1, odd −j

bi
0bj, 0 ≤ i ≤ r − 1 class ρj + α(i + 1), even −j

biaj −
(

i+j
i

)
b0ai+j relation ρ(i + j) + 2α − 1, odd −i − j

br
0aj relation ρj + α(r + 1) − 1, odd −j

aiaj relation ρ(i + j) + 2α − 2, even −i − j
bibj −

(
i+j
i

)
b0bi+j relation ρ(i + j) + 2α, even −i − j

br
0bj relation ρj + α(r + 1), even −j

We note that if 0 ≤ i ≤ r − 1, then

0 < α ≤ α(i + 1) ≤ αr ≤ ρ.

From this and the list of classes above it follows easily that there is at most one class in
each total degree. A differential in the spectral sequence raises total degree by one, and
it strictly increases the filtration. The unique class of total degree one higher than aj is
bj, which has the same filtration as aj, so that aj is a permanent cycle. If α ≥ 4, there
is no non-trivial class of degree one higher than bj. If α = 2, the unique class of degree
one higher than bj is b0aj which again has the same filtration so bj is also a permanent
cycle.

Each of the relations given above is true for any lifting of the generators in E∞ to
generators of H∗(LX) up to classes of the same total degree and strictly higher filtration.
We claim that in each case, there are no non-trivial such classes.

If α ≥ 4, there are no nontrivial classes of the same dimension as br
0aj or br

0b
r
j . In case

α = 2, there are the unique classes aj+1 respectively bj+1. But these have lower filtration
than the relation, so they cannot contribute to extensions.

If α ≥ 4 there is no class which has the same total degree as the relation aiaj. In
case α = 2, there is the unique possibility bi+j, which does not matter anyway since its
filtration is too low.

Also, the relations biaj −
(

i+j
i

)
b0ai+j and bibj −

(
i+j
i

)
b0bi+j have the same total degree

as b0ai+j respectively b0bi+j. By filtration check, there can be no extension problems.

Finally we have to consider the action differential. The filtration argument says that
dbi is as stated. We have to argue that dai = 0. If α ≥ 4, there is no non-trivial
possibility for dai. If α = 2, the class dai has the same total degree as bi−1b

r−1
0 . Because

d is a differential, d(ai) = 0 unless

0 = dbi = (1 + (r + 1)i)ai,
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and

0 = d(bi−1b
r−1
0 )

= (1 + (r + 1)(i − 1))br−1
0 ai−1 + (r − 1)bi−1b

r−2
0 a0 = ((r + 1)i − 1)br−1

0 ai−1.

Solving this, we get that 2 = 0 (that is p = 2), that r is even and that i is odd.

We will later want to know how big the cokernel of the action differential is, so we
do the counting now. We write N = {1, 2, 3, . . . } for the set of natural numbers.

Definition 11.3. Let p be a prime and let r, α ∈ N with α even. Put ρ = (r + 1)α − 2
and let

χp(s) =

{
0 if p | s,

1 if p ∤ s.

We define two subsets of N as follows:

IF (r, p, α) = {ρi + αj | χp(r + 1) ≤ j ≤ r, 0 ≤ i and p | ((r + 1)i + j)} \ {0},
IT (r, p, α) = {ρi + αj | χp(r + 1) ≤ j ≤ r, 0 ≤ i and p ∤ ((r + 1)i + j)}.

The notation IF refers to an index set for free generators and IT refers to an index
set for transfer generators. This choice of notation will make sense later on.

Lemma 11.4. Whether a natural number k is contained in IF (r, p, α) respectively in
IT (r, p, α) only depends on the congruence class of k modulo ρp. Furthermore,

IF (r, p, α) ∩ IT (r, p, α) =

{
2rN if p | (r + 1) and α = 2,

∅ otherwise,

IF (r, p, 2) ∪ IT (r, p, 2) = 2N.

If a number is in IF (r, p, α) or in IT (r, p, α), there is a unique choice of numbers i, j
that displays it as such. If p | (r + 1), the set {0 < 2k ≤ ρpm | 2k ∈ IF (p, r, α)} has
m(r + 1) elements. If p ∤ (r + 1), the set has mr elements.

Proof. Note that 0 6∈ N. We warm up by first ignoring the congruence conditions.
Assume that i, i′ ∈ Z and that χp(r + 1) ≤ j, j′ ≤ r. We make two claims about this
situation.

1. If i′ > i and ρi+αj = ρi′ +αj′, then α = 2, p | (r +1), i′ = i+1, j′ = 0 and j = r.

2. If ρi + αj > 0, then i ≥ 0.

To prove the first claim, note that α(j − j′) = ρ(i′ − i) ≥ ρ. So

j − j′ ≥ ρ

α
= r +

α − 2

α
.

Since 0 ≤ j, j′ ≤ r and α ≥ 2, this is only possible if j = r, j′ = 0, α = 2. But this
implies that i′ = i + 1 and by assumption, if j′ = 0, then p | (r + 1).

To prove the second claim, note that

i > −αj

ρ
≥ −αr

ρ
= − αr

α(r + 1) − 2
≥ −αr

αr
= −1.
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We now prove the lemma. First assume that k and k + mρp are natural numbers.
Assume also that k ∈ IF (r, p, α). We can write k = ρi + αj, where i, j satisfy the
appropriate conditions. Then k+mρp = ρ(i+mp)+αj, and the pair (i+mp, j) satisfies
the same congruence conditions, and conditions on j. This proves that k + mρp ∈
IF (r, p, α), if we know that i + mp ≥ 0. But this follows from claim 2. together with
our assumption that k + mρp is a natural number.

The same argument shows that IT (r, p, α) is also a union of congruence classes of
natural numbers.

If x ∈ IF (r, p, α) ∩ IT (r, p, α), it must be possible to write x in two different ways
in the form x = ρi + αj.

By the first claim, we get that the only possible way this can happen is that α = 2,
p | (r + 1) and x = 2ri + 2r = 2r(i + 1) + 0. This proves that IF (r, p, α) ∩ IT (r, p, α)
is empty unless p | (r + 1) and α = 2. It also shows that IF (r, p, 2) ∩ IT (r, p, 2) ⊆ 2rN.
We have to show that if p | (r + 1) then 2rN ⊆ IF (r, p, 2) ∩ IT (r, p, 2). In this case we
write 2rm = ρi + αj = ρi′ + αj′ for (i, j) = (m, 0) and (i′, j′) = (m − 1, r). This proves
the claim, since p | j but p ∤ j′.

We have IF (r, p, 2)∪IT (r, p, 2) = {2(ri+j) | χp(r+1) ≤ j ≤ r, 0 ≤ i}, which equals
2N as stated. The uniqueness statement on i, j follows directly from claim 1.

To prove the final statement about the number of elements, it is enough to show that
the number of congruence classes in IF (r, p, α) modulo ρp is r+1 respectively r. In case
p | (r +1) the congruence classes of 2k are the classes of form ρi+αpj′ for 0 ≤ i < p and
0 ≤ j′ < (r +1)/p, and there are clearly p((r +1)/p) = r +1 of those. In case p ∤ (r +1),
each j uniquely determines a congruence class i(j) modulo p such that (r+1)i(j)+j ≡ 0
mod p. That is, each j with 1 ≤ j ≤ r uniquely determines an i, 0 ≤ i < p such that
(r + 1)i + j ≡ 0 mod p. So there are exactly r pairs (i, j) qualifying, and there are r
congruence classes in IF (r, p, α).

Example 11.5. Let α = 2, r = 2. Then ρ = 4 and

IF (2, 2, 2) = {4 + 8m, 6 + 8m| m ≥ 0},
IF (2, 3, 2) = 4N,

IF (2, 5, 2) = {8 + 20m, 14 + 20m| m ≥ 0},
IF (2, 7, 2) = {10 + 28m, 20 + 28m| m ≥ 0}.

Lemma 11.6. Let X be as in theorem 11.1, k ∈ N and put H∗ = H∗(LX).

1. The kernel of the action differential d : H2k → H2k−1 is either a trivial or a one
dimensional vector space. It is non-trivial if and only if 2k ∈ IF (r, p, α).

2. The image of d : H2k → H2k−1 is either a trivial or a one dimensional vector space.
It is non-trivial if and only if 2k ∈ IT (r, p, α).

3. The cokernel of d : H2k → H2k−1 is either a trivial or a one dimensional vector
space. In case p ∤ (r + 1), it is non-trivial if and only if 2k ∈ IF (r, p, α). In case
p | (r + 1) it is non-trivial if and only if either 2k ∈ IF (r, p, α) and ρ ∤ 2k or if
k > 1 and 2k ≡ 2 mod ρ.

4. The kernel of the map d : ⊕2≤2k≤ρpmH2k → ⊕1≤2k−1≤ρpm−1H
2k−1 is a vector space

of dimension mr if p ∤ (r + 1), and of dimension m(r + 1) if p | (r + 1).
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5. The cokernel of the map d : ⊕2≤2k≤ρpmH2k → ⊕1≤2k−1≤ρpm−1H
2k−1 is a vector

space of dimension rm when p ∤ (r + 1).

6. The cokernel of the map d : ⊕2≤2k≤ρpm+2H
2k → ⊕1≤2k−1≤ρpm+1H

2k−1 is a vector
space of dimension (r + 1)m when p | (r + 1).

Proof. For the action differential d : H2k → H2k−1 we have the equation

dim coker(d) = dim H2k−1 − dim im(d)

= dim H2k−1 − (dim H2k − dim ker(d))

= −(dim H2k − dim H2k−1) + dim ker(d).

(7)

We first consider the case p ∤ (r + 1). The even part Heven has basis {bj−1
0 bi} and

the odd part Hodd has basis {bj−1
0 ai} where 0 ≤ i, 1 ≤ j ≤ r. The basis elements sit

in degrees ρi + αj and ρi + αj − 1 respectively. The kernel of the action differential
d : Heven → Hodd is generated by those bj−1

0 bi for which p | ((r + 1)i + j) and its
image of those bj−1

0 ai for which p ∤ ((r + 1)i + j). Combining this with the uniqueness
statement for i, j in lemma 11.4 we see that 1. and 2. are valid. Furthermore we see
that dim H2k = dim H2k−1 which combined with (7) gives us 3.

Next we consider the case p | (r + 1). Here Heven has basis {xjγi(ω)} and Hodd has
basis {xjdxγi(ω)} where 0 ≤ i, 0 ≤ j ≤ r. The basis elements sit in degrees ρi + αj
and ρi + αj + α− 1 respectively. The kernel for the action differential d : Heven → Hodd

is generated by those xjγi(ω) for which p | j and the image is generated by those
xj−1dxγi(ω) for which p ∤ j. As above lemma 11.4 give us that 1. and 2. are valid.

We now prove 3. One checks it directly for (r, p, α) = (1, 2, 2). Assume that (r, p, α) 6=
(1, 2, 2) which implies ρ > 2. By a counting argument we find the following:

dim H2k − dim H2k−1 =





1 if ρ | 2k,

−1 if ρ | (2k − 2) and k > 1,

0 otherwise.

(8)

We combine (8) and (7) in order to prove statement 3.
If ρ | 2k we have 2k ∈ IF (r, p, α) so the dimension of the cokernel becomes 0. Assume

that ρ | (2k − 2) and k > 1. We claim that this implies that 2k /∈ IF (r, p, α). For if
2k ∈ IF (r, p, α) we have that 2k = ρi + αj where 0 ≤ i, 0 ≤ j ≤ r and p | j. It
follows that 2 ≡ 2k ≡ αj mod ρ. Since ρ > 2, we cannot have j = 0. We conclude that
1 ≤ p ≤ j. On the other hand, 0 ≡ 2k− 2 = ρi+αj − 2 ≡ αj − 2 mod ρ, so ρ ≤ αj − 2.
Now we have our contradiction, finishing the proof of 3. since αj − 2 ≤ αr − 2 < ρ.

We have reduced the last three statements of the lemma to statements about the
sets IT (r, p, α) and IF (r, p, α). We see that 4. is equivalent to the statement that the
set {0 < 2k ≤ ρpm|2k ∈ IF (r, p, α)} has rm elements if p ∤ (r + 1) and (r + 1)m
elements if p | (r + 1). But this is exactly the content of the last statement of lemma
11.4. Statement 5. follows from statement 4. and (7).

Finally, we prove statement 6. One verifies it directly for (r, p, α) = (1, 2, 2). Assume
that (r, p, α) 6= (1, 2, 2). Formula (8) gives us that

∑

2≤2k≤ρpm+2

(dim H2k − dim H2k−1) = 0.

So by (7), 4. and 1. it suffices to check that ρpm + 2 /∈ IF (r, p, α). This follows from
lemma 11.4 since ρpm + 2 ≡ 2 mod ρp.
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We define two formal power series in Z[[t]] by

PIT (r,p,α)(t) =
∑

n∈IT (r,p,α)

tn, PIF (r,p,α)(t) =
∑

n∈IF (r,p,α)

tn.

Note that the constant terms are zero in both series. Furthermore, if the numbers κi

in theorem 11.1 are zero for all i, then PIT (r,p,α)(t) = tPim(d)(t) where Pim(d)(t) is the
Poincaré series for the image of the action differential. By lemma 11.4 we find the
following result:

Lemma 11.7. When α = 2 such that ρ = 2r we have that

PIT (r,p,2)(t) + PIF (r,p,2)(t) =
t2

1 − t2
+ (1 − χp(r + 1))

t2r

1 − t2r
.

12 The E3-term of the Serre spectral sequence

Let Y be a T-space with H∗(Y ) of finite type. Write q : ET × Y → ET ×T Y for the
quotient map. As described in appendix 14 there is a T-transfer map τ such that the
composite q∗ ◦ τ equals the action differential:

d : H∗+1(Y )
τ−→ H∗(YhT)

q∗−→ H∗(Y ).

Since BT is 1-connected and H∗(BT) = Fp[u] where |u| = 2, the Serre spectral sequence
for the fibration Y → YhT → BT has the following form:

E∗,∗
2 = Fp[u] ⊗ H∗(Y ) ⇒ H∗(YhT).

The d2 differential is determined by the action differential since d2y = udy for all y ∈
H∗(Y ). Thus, the E3 term has the following form:

E∗,∗
3 = im(d) ⊕ (Fp[u] ⊗ H(d)),

where im(d) and H(d) denotes the image and the homology of the action differential
respectively.

Proposition 12.1. The subspace im(d) ⊆ E∗,∗
3 survives to E∗,∗

∞ . For any a ∈ H∗(Y )
one has that τ(a) ∈ H∗(YhT) represents da ∈ E0,∗

∞ and that pr∗1(u)τ(a) = 0 in H∗(YhT),
where pr1 : YhT → BT denotes the projection on the first factor.

Proof. There are two commutative diagrams

H∗(Y )

d

τ
H∗(YhT)

q∗

E0,∗
∞ H∗(YhT)

q∗

H∗(ET × Y )

E0,∗
3 H∗(BT)

pr∗1

H∗(ET)

pr∗1

H∗(Y ) E0,∗
2

Assume that a ∈ H∗(Y ) has da 6= 0. The diagram to the left shows that τ(a) 6= 0
and that da survives to E∞ and is represented by τ(a) ∈ H∗(YhT). The diagram to
the right shows that q∗ ◦ pr∗1(u) = 0 since ET is contractible. By Frobenius reciprocity
pr∗1(u)τ(b) = τ(q∗(pr∗1(u))b) = 0.
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We now take Y = LX. By the result in the previous section we can compute the E3

term of the Serre spectral sequence.

Proposition 12.2. Let p be a prime. Assume that X is a 1-connected space with mod
p homology of finite type. Assume also that

H∗(X; Fp) = Fp[x]/(xr+1),

where α = |x| is even and r ≥ 1. Put ρ = (r + 1)α − 2.
1) If p | (r + 1) then

E∗,∗
3

∼=
(
Fp[u, φ, q, δ0, δ1, . . . , δp−2]/I

)
⊗ Γ[ω],

where I is the ideal

I = (φ(r+1)/p, q2, δju, δjq, δjδk |0 ≤ j ≤ p − 2, 0 ≤ k ≤ p − 2).

The bidegrees are ‖u‖ = (2, 0), ‖φ‖ = (0, pα), ‖q‖ = (0, pα − 1), ‖δj‖ = (0, jα + α − 1)
and ‖γi(ω)‖ = (0, ρi). The generators are represented by elements in the E2 term as
follows:

u = [u], φ = [xp], q = [xp−1dx], δj = [xjdx], γi(ω) = [γi(ω)].

2) If p ∤ (r + 1) and the numbers κt from theorem 11.1 are zero for all t, then

E∗,∗
3

∼= Fp[v
(k)
i , w

(k)
i , τ

(h)
i , u|1 ≤ k ≤ r, p | ((r + 1)i + k),

1 ≤ h ≤ r, p ∤ ((r + 1)i + h), 0 ≤ i]/I,

where I is the ideal generated by the elements

τ
(h)
i u, τ

(h)
i w

(ℓ)
j , τ

(h)
i τ

(m)
j , w

(k)
i w

(ℓ)
j ,

v
(k)
i v

(ℓ)
j − ǫr(k + ℓ)

(
i + j

i

)
v

(k+ℓ)
i+j ,

v
(k)
i w

(ℓ)
j − ǫr(k + ℓ)

(
i + j

i

)
w

(k+ℓ)
i+j ,

v
(k)
i τ

(h)
j − ǫr(k + h)

(
i + j

i

)
τ

(k+h)
i+j .

Here the number ǫr(s) equals 1 if 1 ≤ s ≤ r and 0 otherwise. The bidegrees of the
generators are

‖v(k)
i ‖ = (0, ρi + αk), ‖w(k)

i ‖ = (0, ρi + αk − 1),

‖τ (h)
i ‖ = (0, ρi + αh − 1), ‖u‖ = (2, 0),

and the generators are represented by elements in the E2 term as follows:

v
(k)
i = [bk−1

0 bi], w
(k)
i = [bk−1

0 ai], τ
(h)
i = [bh−1

0 ai], u = [u].
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Proof. 1) Assume that p | (r+1) such that r+1 = mp for some m ≥ 1. By the Künneth
formula we have that

H(d) = H
(
Fp[x]/(xmp) ⊗ Λ(dx); d

)
⊗ Γ[ω].

Since d(xj) = jxj−1dx and d(xjdx) = 0, the kernel and image of the differential on
Fp[x]/(xmp) ⊗ Λ(dx) has the following Fp-bases:

{xkp, xjdx|0 ≤ k ≤ m − 1, 0 ≤ j ≤ mp − 1},
{xj−1dx|1 ≤ j ≤ mp − 1, p ∤ j}.

It follows that H(d) = Fp[φ]/(φm)⊗Λ(q)⊗ Γ[ω], where φ = xp and q = xp−1dx. We can
get the basis elements in im(d) by multiplying the elements in the set {xkdx|0 ≤ k ≤
p − 2} by the elements γi(ω) and powers of φ. The result follows.

2) Assume that p ∤ (r + 1). By remark 11.2 we see that ker(d), im(d), H(d) has
respective Fp-bases as follows:

bj−1
0 ai, bk−1

0 bi for p | ((r + 1)i + k),

bh−1
0 ai for p ∤ ((r + 1)i + h),

[bk−1
0 bi], [bk−1

0 ai] for p | ((r + 1)i + k),

where 0 ≤ i and 1 ≤ h, k, j ≤ r. The result follows.

Corollary 12.3. If X satisfies the hypothesis of proposition 12.2, then the Poincaré
series for the E3 term of the Serre spectral sequence is given by the following when
p | (r + 1):

1 − t(r+1)α

(1 − tpα)(1 − t(r+1)α−2)
·
(1 + tpα−1

1 − t2
+

tα−1 − tpα−1

1 − tα
)
,

and by the following when p ∤ (r + 1):

1

1 − t2
(
1 + PIF (r,p,α)(t) +

1

t
PIF (r,p,α)(t)

)
+

1

t
PIT (r,p,α)(t).

By proposition 12.1 and proposition 12.2 we have

Corollary 12.4. If X satisfies the hypothesis of proposition 12.2 then,

1. If p | (r +1) then the element γi(ω)φjδk ∈ E3 survives to E∞ and is represented by
τ(xpj+k+1γi(ω)) for 0 ≤ i, 0 ≤ j ≤ (r + 1)/p and 0 ≤ k ≤ p − 2.

2. If p ∤ (r + 1) then the generator τ
(h)
i ∈ E3 survives to E∞ and is represented by

τ(bh−1
0 bi) for 1 ≤ h ≤ r with p ∤ ((r + 1)i + h) and 0 ≤ i.

13 Comparing the two spectral sequences.

In this section we will complete the investigation of the Morse spectral sequence
E∗(M)(LCPr

hT
). We write F0 ⊆ F1 ⊆ · · · ⊆ LCPr for the energy filtration. So far,

the main structural facts which we proved in section 9 are the following:
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SF(1) The classes of even total degree are concentrated in
⊕

m Epm,∗
∗ (M)(LCPr

hT
)

(theorem 9.1).

SF(2) Epm,∗
∗ (M)(LCPr

hT
) is a free Fp[u] module. If p ∤ n, then En,∗

∗ (M)(LCPr
hT

) is a
finite dimensional vector space (theorem 9.1).

SF(3) Every non-trivial differential goes from even total degree to odd total degree
(lemma 9.8).

SF(4) The spectral sequence collapses from the Ep page (theorem 9.11).

Remark 13.1. It follows from SF(3) that the inclusion j : (Fn)hT →֒ LCPr
hT

induces a
surjective map j∗ : Hodd(LCPr

hT
) → Hodd((Fn)hT) for all n ≥ 0.

By SF(1) and SF(4) we see that the only possibly non-trivial differentials in the
spectral sequence are

Epm,∗
s (M)(LCPr

hT
)

ds

Epm+s,∗
s (M)(LCPr

hT
) ∼= Epm+s,∗

1 (M)(LCPr
hT

)

for 1 ≤ s ≤ p − 1.
We are also going to use the non-equivariant spectral sequence E∗(M)(LCPr). From

theorem 9.3 we have the following structural facts:

SF(5) En,2i+1−n
1 (M)(LCPr) = 0 if p | (r + 1) and i ≥ rn + 1 or if p ∤ (r + 1) and i ≥ rn.

SF(6) The map Eodd
1 (M)(LCPr

hT
) → Eodd

1 (M)(LCPr) is surjective.

Remark 13.2. By SF(6) and SF(3) the map Eodd
∞ (M)(LCPr

hT
) → Eodd

∞ (M)(LCPr) is a
surjection. A filtration argument shows that if a map in some degree induces a surjective
map on the E∞ pages, then it also induces a surjective map on the cohomology of the
targets of the spectral sequences. So Hodd(LCPr

hT
) → Hodd(LCPr) is also surjective.

Our plan for computing H∗(LCPr
hT

) goes as follows. First, we concentrate on the odd
part of H∗(LCPr

hT
). The sum of the odd dimensional cohomology groups Hodd(LCPr

hT
) is

a submodule of H∗(LCPr
hT

) over H∗(BT), since this ring is concentrated in even degrees.
We will list a set of elements in this module, and use the above properties of the spectral
sequences to show that these elements are generators. We also give the relations satisfied
by these elements, thus computing the odd part of the Borel cohomology.

To determine the odd part of the cohomology is not quite the same as to determine
the differentials in the Morse spectral sequence, but in our situation it is close enough.
We can use the knowledge of the odd cohomology together with the spectral sequences
to determine the even dimensional cohomology.

The first step in this program is to find elements in Hodd(LCPr
hT

) which can serve as
generators. We use the results on the transfer map to find the right elements.

Consider the T transfer map τ in the context of the Morse filtration of LCPr. Let
i : LCPr → LCPr

hT
be the inclusion. It follows from theorem 14.1 that the composite

H∗+1(LCPr)
τ

H∗(LCPr
hT

)
i∗

H∗(LCPr)

equals the action differential d.
We can now chose one half of our generators. This bunch of generators come with

the relation that the generators are annihilated by multiplication by u.
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Lemma 13.3. There is a graded subgrup T ∗ ⊆ Hodd(LCPr
hT

) such that

1. uT ∗ = 0.

2. The map i∗ : H∗(LCPr
hT

) → H∗(LCPr) restricts to an injective map on T ∗.

3. The subgroup i∗(T ∗) ⊆ H∗(LCPr) agrees with the image of the composite map
i∗ ◦ τ : H∗+1(LCPr) → H∗(LCPr).

Proof. We chose a graded subgroup T ∗+1 ⊆ H̃∗+1(LCPr) which maps isomorphically
to the image of d. That is, we chose (arbitrarily) a splitting of the surjective map

d : H∗+1(LCPr) → im(d)∗. Then T ∗ = τ(T ∗+1
) ⊆ H∗(LCPr

hT
) is a subgroup which by

its definition satisfies the second and third property. It also satisfies the first property,
since uτ = 0 by theorem 14.1.

Our second bunch of generators is not involved with any relations.

Lemma 13.4. There is a graded subgrup U∗ ⊆ Hodd(LCPr
hT

) such that the composite

T ∗ ⊕ U∗ Hodd(LCPr
hT

)
i∗

Hodd(LCPr)

is an isomorphism. In addition to this, the restriction

U2i+1 H2i+1(LCPr
hT

)
j∗

H2i+1((Fpm)hT)

is trivial if either p ∤ (r + 1) and i ≥ rpm, or p | (r + 1) and i ≥ rpm + 1.

Proof. To construct U∗, we make a choice U∗ ⊆ Hodd(LCPr) of a complementary sub-
group of i∗(T ), so that we have a direct sum decomposition of vector spaces Hodd(LCPr) ∼=
i∗(T ∗)⊕U∗

. We intend to find U∗ ⊆ Hodd(LCPr
hT

) such that i∗ maps this subgroup iso-
morphically to U∗

and such that the statement for the restriction map holds.
According to the long exact sequence of theorem 14.1, the following diagram has

exact rows. Because of remark 13.1 the left and middle vertical maps are surjections,
because of remark 13.2 the upper right horizontal map is a surjection.

H2i−1(LCPr
hT

)
u

H2i+1(LCPr
hT

)
i∗

H2i+1(LCPr)

H2i−1((Fpm)hT)
u

H2i+1((Fpm)hT) H2i+1(Fpm).

Assume that p ∤ (r + 1) and i ≥ rpm, or p | (r + 1) and i ≥ rpm + 1. By SF(5)
this implies that H2i+1(Fn,Fn−1) = 0 for 0 ≤ n ≤ pm such that H2i+1(Fpm) = 0. Thus

U2i+1
is contained in the kernel of the right vertical map.

The rest is a diagram chase. By the surjectivity of the upper right map U∗
is the

isomorphic image of a subgroup of H∗(LCPr
hT

). The degree 2i + 1 part of this subgroup
might not itself be in the kernel of the middle vertical map, but using the surjectivity
of the left vertical map, we can replace it with a subgroup U2i+1 ⊆ H2i+1(LCPr

hT
) which

also maps isomorphically to U∗
, and such that U2i+1 is in the kernel of the middle vertical

map.
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Remark 13.5. It follows by 5. and 6. of lemma 11.6, that if p ∤ (r + 1), the dimension
of the group

⊕
1≤2k−1≤2rpm−1 U2k−1 is rm. If p | (r + 1) the dimension of the group⊕

1≤2k−1≤2rpm+1 U2k−1 is (r + 1)m.

Theorem 13.6. There is a map of Fp[u]-modules

h1 ⊕ h2 : (Fp[u] ⊗ U∗) ⊕ T ∗ → Hodd(LCPr
hT

)

which is an isomorphism of Fp[u]-modules.

Proof. We can extend the inclusion of U∗ in a unique way to an Fp[u]-linear map h1 :
Fp[u] ⊗ U∗ → Hodd(LCPr

hT
). Because of lemma 13.3 the inclusion of T ∗ is already an

Fp[u]-linear map h2 : T ∗ →֒ Hodd(LCPr
hT

).
Lemma 13.4 and the exact sequence

H2i−1(LCPr
hT

)
u

H2i+1(LCPr
hT

)
i∗

H2i+1(LCPr)

shows that h1 ⊕ h2 is surjective on indecomposables. But then it is a surjective Fp[u]-
linear map, and it suffices to show that it is also injective.

The main step is to prove injectivity of the localized map (h1 ⊕ h2)[1/u]. Because
of the vanishing statement of lemma 13.4 we have a commutative diagram as follows,
where χp(r + 1) is the number defined in 11.3:

Fp[u] ⊗ ⊕
0≤i U2i+1

id⊗pr

h1
Hodd(LCPr

hT
)

j∗

Fp[u] ⊗ ⊕
0≤i≤rpm−χp(r+1) U2i+1 h1

Hodd((Fpm)hT).

The map j∗ is surjective by remark 13.1.
We localize by inverting u. Because all modules are of finite type, this localization

agrees with tensoring with Fp[u, u−1] over Fp[u]. Since h1 ⊕ h2 is surjective, and the
localization of h2 vanishes, we know that

h1[
1
u
] : Fp[u, u−1] ⊗ U∗ Hodd(LCPr

hT
)[ 1

u
]

is surjective. It follows by the diagram that the map

h1[
1
u
] : Fp[u, u−1] ⊗ ⊕

0≤i≤rpm−χp(r+1) U2i+1 Hodd((Fpm)hT)[ 1
u
]

is also surjective. We know from remark 13.5 that as abstract module, the domain space
is given by

Fp[u, u−1] ⊗
⊕

0≤i≤rpm−χp(r+1)

U2i+1 ∼=
{

Fp[u, u−1]⊕(r+1)m if p | (r + 1)

Fp[u, u−1]⊕rm if p ∤ (r + 1).

The target space is determined by theorem 8.3 and corollary 9.5. By the proof of theorem
8.3 the re-indexing is given by multiplying the filtration degree by p. We find that

Hodd((Fpm)hT)

[
1

u

]
∼=

{
Fp[u, u−1]⊕(r+1)m if p | (r + 1)

Fp[u, u−1]⊕rm if p ∤ (r + 1).
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The punch line is that h1[1/u] is a surjective map between two finitely generated,
free Fp[u, u−1]-modules of the same rank. But then the map has to be an isomorphism.

This proves the injectivity of the localization h1. To get the injectivity of h1 ⊕h2, we
consider an element (c, t) ∈ ker(h1 ⊕ h2). We have to prove that this element is trivial.
Since the localization of t vanishes, the localization of c is in the kernel of the localization
of h1. This localized map is injective, so the localization of c vanishes. But the canonical
map Fp[u] ⊗ U∗ → Fp[u, u−1] ⊗ U∗ is injective, so c itself vanishes, and t is in the kernel
of h2. But h2 is injective on T , which proves that t = 0.

We can finally complete the main calculation of the paper. Recall the index sets
IT (r, p, 2) and IF (r, p, 2) from definition 11.3. We need a small perturbation as follows:

IF ′(r, p, 2) =

{
(IF (r, p, 2) \ 2rN) ∪ (2 + 2rN) if p | (r + 1),

IF (r, p, 2) if p ∤ (r + 1).

This makes sense, since 2rN ⊆ IF (r, p, 2) by lemma 11.4 when p | (r + 1).

Theorem 13.7. As a graded Fp[u]-module, H∗(LCPr
hT

; Fp) is isomorphic to the direct
sum

Fp[u] ⊕
⊕

2k∈IF (r,p,2)

Fp[u]f2k ⊕
⊕

2k∈IF ′(r,p,2)

Fp[u]f2k−1 ⊕
⊕

2k∈IT (r,p,2)

(Fp[u]/(u))t2k−1.

Here the lower index denotes the degree of the generator.

Proof. In theorem 13.6 we proved the formula for the group of odd degree elements. We
have to show that Heven(LCPr

hT
) is a free Fp[u]-module, with generators in the stated

degrees. Put E∗∗
r = E∗∗

r (M)(LCPr
hT

). From SF(1) and SF(2) we see that Eeven
1 is a free

Fp[u]-module. The degrees of the generators can be read off theorem 9.1. We see that

E
(0,∗)(even)
1

∼= ⊕0≤2i≤2rFp[u]x2i,

E
(pm,∗)(even)
1

∼=
{
⊕2rpm≤2i≤2r(pm+1)Fp[u]x2i if p | (r + 1),

⊕2rpm+2≤2i≤2r(pm+1)Fp[u]x2i if p ∤ (r + 1).

Because of SF(4) together with SF(2) we see that E
(pm,∗)(even)
∞ is a submodule of finite

index in E
(pm,∗)(even)
1 . By abstract structure theory of Fp[u]-modules, it follows that

E
(pm,∗)(even)
∞ is a free module on certain generators. If we can filter a graded module

with quotient which are free modules, the original module was also a free module. The
generators are in the same degrees as the generators for the direct sum of the quotients.

What is left is to figure out the degrees of the generators of the free module E
(pm,∗)(even)
∞ .

It would be best if we could compute the differentials. Unfortunately, we cannot do this.
What we can do, is to compute the dimension of Eeven

∞ in each degree, and recover the
degrees of the generators from this.

To do this, we consider Poincaré series. Let P (t), P even(t) and P odd(t) be the Poincaré
series of H∗(LCPr

hT
), Heven(LCPr

hT
) and Hodd(LCPr

hT
) respectively. Similarly, let Pr(t),

P even
r (t) and P odd

r (t) be the Poincaré series of Er, the even total degree part of Er and
the odd total degree part Er respectively.
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The series P even
1 (t) and P odd

1 (t) can be recovered from P1(t) as the sum of the even
respectively the sum of the odd monomials occurring in it. From the computation in
Lemma 9.6, we recall that if p | (r + 1), then

P1(t) =
1

1 − t
· 1 − t2r+2

(1 − t2)(1 − t2pr)

If follows that

P even
1 (t) =

1

1 − t2
· 1 − t2r+2

(1 − t2)(1 − t2pr)
, P odd

1 (t) =
t

1 − t2
· 1 − t2r+2

(1 − t2)(1 − t2pr)
.

The important thing here is that P odd
1 (t) = tP even

1 (t). This means that the dimensions
of the group of classes of total degree 2i in E1 agrees with the dimension of the classes of
total degree 2i+1. Now recall that by SF(3), all differentials in the spectral sequence go
from even total degree to odd total degree. It follows that for any r, including r = ∞,
we have that P odd

r (t) = tP even
r (t), and also that P odd(t) = tP even(t).

In case p ∤ (r + 1) the formula for P1(t) in lemma 9.6 is different, but the argument
above still applies, so that P odd(t) = tP even(t) in both cases.

We can use theorem 13.6 to give an expression for P odd(t) = P odd
∞ (t). Using the

notation of 11.3, we see that

tP odd(t) = PIT (r,p,2)(t) +
1

1 − t2
PIF ′(r,p,2)(t).

By definition of IF ′(r, p, 2), we have

PIF ′(r,p,2)(t) = PIF (r,p,2)(t) − (1 − χp(r + 1))
t2r(1 − t2)

1 − t2r
, (9)

which we insert above and find

tP odd(t) = PIT (r,p,2)(t) +
1

1 − t2
PIF (r,p,2)(t) − (1 − χp(r + 1))

t2r

1 − t2r
.

Rewriting the first two terms, and using the result P odd(t) = tP even(t), we see that

t2P even(t) = tP odd(t)

= PIT (r,p,2)(t) + PIF (r,p,2)(t) +
t2

1 − t2
PIF (r,p,2)(t) − (1 − χp(r + 1))

t2r

1 − t2r
.

We rewrite the sum of the first two terms using lemma 11.7 and obtain

t2P even(t) =
t2

1 − t2
+

t2

1 − t2
PIF (r,p,2)(t),

which completes the proof.

Corollary 13.8. The numbers κi in theorem 11.1 are always zero.

Proof. In theorem 11.1 this is proved for α ≥ 4, and in some cases also when α = 2. So
assume that α = 2. Then an obstruction argument shows that X is homotopy equivalent
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to CPr. So we can without loss of generality assume that X = CPr. Since the action
differential factors over the transfer map, it sufficient to show that the transfer map

τ : Hodd(LCPr) → Heven(LCPr
hT

)

is the zero map. The image of the transfer map is annihilated by multiplication by u
(theorem 14.1). According to theorem 13.7 we also have that Heven(LCPr

hT
) is a free

module over Fp[u], so multiplication by u is injective. The result follows.

We can now give an other version of our main result. Recall that

IF (r, p, 2) = {2(ri + j) | 0 ≤ i, χp(r + 1) ≤ j ≤ r, p | ((r + 1)i + j)},

where χp(s) equals 0 when p divides s and 1 when p does not divide s.

Theorem 13.9. Let {E∗} be the mod p Serre spectral sequence for the fibration sequence
LCPr → (LCPr)hT → BT. That is

E∗,∗
2 = H∗(BT; Fp) ⊗ H∗(LCPr; Fp) ⇒ H∗((LCPr)hT; Fp).

For any positive integer r and any prime p one has that E3 = E∞. Furthermore, the
Poincaré series Pr,p(t) for H∗((LCPr)hT; Fp) is given by

Pr,p(t) =
1

1 − t

(
1 +

∑

k∈IF (r,p,2)

tk
)
.

If p divides r + 1 we can rewrite this as

Pr,p(t) =
1 − t2(r+1)

(1 − t)(1 − t2r)(1 − t2p)
.

Remark 13.10. We have described the Fp-algebra structure of the E∞ page in proposi-
tion 12.2 with α = 2.

Proof. We first use theorem 13.7 to prove that the Poincaré series is as stated. By this
theorem we have that

Pr,p(t) =
1

1 − t2
(
1 + PIF (r,p,2)(t) +

1

t
PIF ′(r,p,2)(t)

)
+

1

t
PIT (r,p,2)(t). (10)

By using equation (9) and lemma 11.7 we can rewrite this as

Pr,p(t) =
1

1 − t2
(
1 + PIF (r,p,2)(t) +

1

t
PIF (r,p,2)(t)

)
− 1

t
PIF (r,p,2)(t) +

t

1 − t2
.

The desired result follows by a small reduction.
When p divides r + 1, we can write the index set as

IF (r, p, 2) = {2(ri + pm) | 0 ≤ i, 0 ≤ m ≤ r + 1

p
− 1} \ {0}.

The last formula for Pr,p(t) follows.
Since corollary 13.8 holds, we have a formula for the Poincaré series of the E3 term

in corollary 12.3 with α = 2. This series is the same as Pr,t(t) when p does not divide
r + 1 by (10). When p divides r + 1 the two series also agree by our last formula for
Pr,p(t). Thus, the Serre spectral sequence collapses from the E3 page.
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The proof of the main theorem involves the existence of non-trivial differentials in the
Morse spectral sequence. This fact has a certain geometrical content which we describe
below for r ≥ 2. By similar methods one can get the same result for r = 1, but we will
not go into this here.

Corollary 13.11. For any r ≥ 2 and any n ≥ 2 there is a trajectory of loops on CPr

which converges in positive time towards a geodesic with period n and in negative time
towards a non-constant geodesic with period n + 1.

Proof. Assume that there are no such trajectories. Then the geometric map

(Fn+1/Fn)hT → Σ(Fn)hT → Σ(Fn/Fn−1)hT,

which induces the d1 differential in the Morse spectral sequence, is nullhomotopic. So
in the mod p Morse spectral sequence E∗ = E∗(M)(LCPr

hT
), we have d1 = 0 : En,∗

1 →
En+1,∗

1 for any prime p. We intend to show that you can always chose a prime p, such
that this d1 must be non trivial, leading us to the desired contradiction.

Since n ≥ 2, there is a prime p that divides n, say n = pm. We actually claim
that any such p will do. Assume to the contrary, that d1 is trivial on Epm,∗

1 . The
generators of the Fp[u]-module Epm,∗

1 have degrees less or equal to 2r(pm + 1). Since
the lowest class in Epm+s,∗

1 is in degree (2r)(pm + s − 1) + 1, the only possible non-
trivial differential originating in Epm,∗

∗ would be a d2 hitting the non-trivial class in

E
pm+2,2r(pm+1)−pm−1
2 . But comparison to the non-equivariant spectral sequence shows

that this class is a permanent cycle, so every class in Epm,∗
1 is a permanent cycle. (cf.

the proof of theorem 9.11).

But this means that every generator of the free Fp[u]-module E
(pm,∗)even
1 corresponds

to a generator in the free Fp[u]-module Heven(LCPr
hT

). So this modules has a generator in
every degree 2k where 2rpm+2 ≤ 2k ≤ 2r(pm+1). In case p | (r+1), in addition to this,
it has a generator in degree 2k = 2rpm. We have listed the generators of this module in
theorem 13.7, so this says that all these numbers 2k are contained in IF ′(r, p, 2).

The rest of the proof is just very elementary number theory. As usual, there are two
possible cases. We first deal with the case p | (r + 1). According to the definition of
IF ′(r, p, 2) just prior to theorem 13.7, this set does not contain any numbers divisible
by 2r. So we cannot have that 2rpm ∈ IF ′(r, p, 2), contradicting the assumption.

So now assume that p ∤ (r + 1). We first show that there are not many pairs of
consecutive even numbers in IF (r, p, 2) = IF ′(r, p, 2). Assume that both 2k and 2k +
2 are contained in IF (r, p, 2). As in definition 11.3 we find four numbers i1, i2, j1, j2

pairwise satisfying the conditions mentioned in that definition, and such that 2k =
2ri1+2j1 and 2k+2 = 2ri2+2j2. Then 2 = 2r(i2−i1)+2(j2−j1). Since | j1−j2 |≤ 2(r−1)
it follows that either i1 = i2 and j2 = j1 + 1, or i2 = i1 + 1, j2 = 0 and j1 = r − 1. The
first possibility together with the congruence condition leads to p | ((r + 1)i1 + j1) and
p | ((r + 1)i1 + j1 + 1), which is a contradiction.

The second possibility leads to p | ((r + 1)i1 + r − 1) and p | ((r + 1)(i1 + 1)).
Subtracting, we get that p | 2, that is p = 2. So the only possibility for that {2k, 2k+2} ∈
IF (r, p, 2) is that p = 2, r is even, j1 = r−1 is odd and k = ri1+j1 is odd. In particular,
we can never have that {2k, 2k + 2, 2k + 4} ∈ IF (r, p, 2). Since the set of k such that
2rpm + 2 ≤ 2k ≤ 2rp(m + 1) is a set of r consecutive numbers, we have that r = 2.

We are now reduced to showing that IF (2, 2, 2) does not contain two numbers of the
form 8m + 2, 8m + 4. We already noted that if 2k, 2k + 2 ∈ IF (r, p, 2), then k is odd.
So if 2k = 8m + 4, this particular k does not qualify. The proof is complete.
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14 Appendix: The circle transfer map

In this appendix we describe an elementary construction of a T transfer map τ . There are
several discussions of transfer maps in the literature, and also of extensive refinements
and generalizations. See for example [MS] or [MMM]. For our purposes, we need only a
rather coarse version. We give a simple, self contained construction close to the one we
gave in [BO1].

Theorem 14.1. Let X be a based T-CW complex such that the action of T is free away
from the base point. Write q : X → X/T for the canonical projection. Let R be a
principal ideal domain and M an R-module. There is a linear map which is natural in
X and M as follows:

τ : H̃n(X; M) → H̃n−1(X/T; M).

It is the connecting homomorphism in a long exact Gysin sequence

. . . H̃n−2(X/T; M)
γ

H̃n(X/T; M)
q∗

H̃n(X; M)
τ

H̃n−1(X/T; M) . . .

in particular, τ ◦ q∗ = 0. Assume that M = R. Then Frobenius reciprocity holds

τ(aq∗(b)) = τ(a)b,

and q∗ ◦ τ = d where d denotes the action differential.

Remark 14.2. We have H∗(BT; R) = R[u] where deg u = 2 which gives us a class
pr∗1(u) ∈ H2(XhT; R). The map γ in the Gysin sequence is given by multiplication by
this class:

Hn−2(XhT, BT; M)
pr∗1(u)·

Hn(XhT, BT; M)

H̃n−2(X/T; M)
γ

∼=

H̃n(X/T; M).

∼=

Proof. The key point is to compare X to ET × X/ET. So we start by considering the
spherical fibration

T ET × X
Q

ET ×T X,

together with the two subspaces ET = ET×∗ of ET×X and BT = ET×T∗ of ET×TX
with Q−1(BT) = ET.

The fibration Q is a pullback of the fibration T → ET → BT along the projection
map pr2. Since BT is 1-connected it follows that Q is orientable. Thus there is a relative
Gysin sequence for Q [W, VII.5.12]. We let τ̃ be the connecting homomorphism in this
sequence.

Let X0 denote X with trivial T action. Pick a point e ∈ ET and define the T map
θ : T × X0 → ET × X by (z, x) 7→ (ez−1, zx). We have a commutative diagram

(T × X0, ∅)
pr2

θ

(X, ∅)

(ET × X,ET)
Q

(ET ×T X,BT).
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By naturality of the Gysin sequence we have the following diagram, where the cohomol-
ogy groups have coefficients in M :

Hn−2(XhT, BT)
u·

Q∗

Hn(XhT, BT)
Q∗

Q∗

H̃n(X)
τ̃

θ∗

Hn−1(XhT, BT)
u·

Q∗

Hn−2(X)
0

Hn(X)
pr∗2

Hn(T × X)
τ

Hn−1(X)
0

By the upper sequence, τ̃ ◦Q∗ = 0. Write η : T×X → X for the action map. η∗ and
θ∗ are the same in positive degrees. Assume that M = R Then η∗(y) = 1 ⊗ y + v ⊗ dy
where v has degree 1. By the diagram τ(1 ⊗ a) = 0 and τ(v ⊗ b) = b such that
Q∗ ◦ τ̃ = τ ◦ η∗ = d. Finally, we have Frobenius reciprocity for τ̃ by [W, VII.5.16].

The map pr2 : ET × X/ET → X is a homotopy equivalence if we restrict it to the
fixed points for any closed subgroup of T. So it is a T-equivariant homotopy equivalence,
see for instance [tD, II.2.7]. Thus, we have a natural isomorphism

pr∗2 : H∗(X/T, ∗; M) → H∗(XhT, BT; M).

The result follows.

15 Appendix: Rational coefficients

In this appendix we use theorem 11.1 to obtain results for rational coefficients.

Proposition 15.1. Let X be a 1-connected space with H∗(X; Z) of finite type and assume
that

H∗(X; Z) = Z[x]/(xr+1),

where α = deg(x) is even and r ≥ 1. Put ρ = (r + 1)α − 2. Then,

Hk(LX; Q) =

{
Q, k ∈ {0} ∪ {ρi + αj, ρi + αj − 1|0 ≤ i, 1 ≤ j ≤ r},
0, otherwise.

The action differential d : Hk(LX; Q) → Hk−1(LX; Q) is an isomorphism when k ∈
{ρi + αj|0 ≤ i, 1 ≤ j ≤ r} and zero otherwise.

Proof. By the Serre spectral sequence for the fibration ΩX → PX → X we see that
H∗(ΩX; Z) is of finite type. The Serre spectral sequence for ΩX → LX → X then gives
us that H∗(LX; Z) is of finite type.

Consider the universal coefficient sequence where A is an abelian group:

0 Ext(Hk−1(LX; Z), A) Hk(LX; A) Hom(Hk(LX; Z), A) 0.

By choosing A = Z/p for p sufficiently large, we obtain that the Ext group is zero and
that we can apply theorem 11.1 part 2). Thus,

Hk(LX; Z)/Tk(LX) ∼=
{

Z, k ∈ {0} ∪ {ρi + αj, ρi + αj − 1|0 ≤ i, 1 ≤ j ≤ r},
0, otherwise,
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where Tk(LX) denotes the torsion subgroup of Hk(LX; Z). We then choose A = Q and
obtain the stated result for Hk(LX; Q).

Let η : T×LX → LX denote the action map. By definition of the action differential
d we have that η∗(y) = 1⊗ y + v ⊗ dy where deg(v) = 1 for Z/p or Q coefficients. There
is also the projection pr2 : T × LX → LX with pr∗2(y) = 1 ⊗ y.

By theorem 11.1 we have bj−1
0 bi in H∗(LX; Z/p) with deg(bj−1

0 bi) = ρi + αj and

d(bj−1
0 bi) = (j + (r + 1)i)bj−1

0 ai

for 0 ≤ i, 1 ≤ j ≤ r. Fix such i and j and put k = ρi + αj.
We use the universal coefficients sequence with abelian group A again. By naturality

we get commutative diagrams for η and for pr2. Choose A = Z/p where p is so large
that the Ext groups vanish, p > r + 1 and p > j + (r + 1)i. Then,

0 6= η∗ − (pr2)∗ : Hk(T × LX; Z)/Tk(T × LX) → Hk(LX; Z)/Tk(LX).

We then take A = Q and find that 0 6= η∗ − pr∗2 in degree k for Q coefficients. Thus, the
action differential d : Hk(LX; Q) → Hk−1(LX; Q) is an isomorphism as stated. Since
d ◦ d = 0 the vanishing statement for d follows.

The ring structure of H∗(LX; Q) was first computed by Švarc in [Š]. Combining his
computation with the proposition above we obtain the following result:

Proposition 15.2. Let X be as in proposition 15.1. Then,

H∗(LX; Q) = Q[ai, bi|i ≥ 0]/I,

where I is the ideal generated by the following elements for i, j ≥ 0:

aiaj, bibj − b0bi+j, biaj − b0ai+j, br
0bi, br

0ai.

The degrees of the generators are |ai| = ρi + α − 1 and |bi| = ρi + α. Furthermore,

H∗(LXhT; Q) = Q[u] ⊗ Q[w
(j)
i |0 ≤ i, 1 ≤ j ≤ r]/J,

where J is the ideal generated by all the products w
(j)
i w

(ℓ)
k . The degrees of the generators

are |u| = 2 and |w(j)
i | = ρi + αj − 1.

Proof. The result of Švarc’s computation can be found in [Kl, §6]. Performing the
substitutions ai = gi+1 for i ≥ 0 and b0 = x, bi = hi for i ≥ 1 in Theorem 6.2 and 6.3 of
[Kl], we obtain the stated description of the cohomology of LX.

Consider the Serre spectral sequence for the homotopy orbit space. Note that the
elements uk for k ≥ 0 are not hit by any differentials since we may factor idBT as
BT → LXhT → BT, where we use a constant loop to define the first map and the second
map is the projection pr1.

The d2 differential is given by the action differential d. By proposition 15.1 we see that
only the elements of the form bj−1

0 ai in E0,∗
2 and uk in E∗,0

2 survive to the E3 page and that

E3 = E∞. The unique class w
(j)
i in H∗(LXhT; Q) representing bj−1

0 ai satisfies (w
(j)
i )2 = 0

since it has odd degree. Thus any product w
(j)
i w

(ℓ)
k has finite multiplicative order and

hence cannot equal a nonzero constant times a power of u. Hence the multiplicative
structure is as stated.
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[SV] Sullivan D., Vigué-Poirrier M., The homology theory of the closed geodesic
problem, J. Differential Geometry 11 (1976), 633–644.
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